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An information processing apparatus capable of executing
calibration for improving accuracy of gaze detection without
causing a user to feel stress. An information processing
apparatus that includes a marker control unit that changes,
during calibration of an eyewear terminal, a display position
ol a point-of-regard marker displayed on a display unit of the
cyewear terminal, a computational processing unit that com-
putes an optical axis vector expressing a gaze direction of a
user by a pupil-corneal retlection method, on a basis of a
captured 1mage that includes a user’s eye 1imaged when the
cye of the user wearing the eyewear terminal 1s 1rradiated
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computed for a plurality of the calibration points.
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FIG.4
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FIG.12
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FIG.14
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INFORMATION PROCESSING APPARATUS
AND INFORMATION PROCESSING
METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. National Phase of International
Patent Application No. PCT/JP2015/075894 filed on Sep.
11, 2015, which claims priority benefit of Japanese Patent
Apphcatlon No. JP 2014-2547720 filed 1in the Japan Patent
Oflice on Dec. 17, 2014. Each of the above-referenced
applications 1s hereby incorporated herein by reference 1n 1ts
entirety.

TECHNICAL FIELD

The present disclosure relates to an information process-
ing apparatus, an information processing method, and a
program.

BACKGROUND ART

There 1s disclosed technology that detects a user’s gaze
with respect to a display screen displaying a variety of
content, and utilizes the detected gaze for various types of
operations. For example, Patent Literature 1 discloses an
imaging apparatus that radiates light 1in the infrared band
(infrared light) onto the eye of a user peering into a view-
finder, and detects the user’s gaze with respect to a display
screen displaying a through-the-lens 1mage by capturing the
reflected light from the eye with a detector, and also utilizes
the detected gaze for autofocus (AF).

CITATION LIST
Patent Literature

Patent Literature 1: JP H5-333259A

DISCLOSURE OF INVENTION

Technical Problem

Recently, the development of wearable terminals such as
head-mounted displays and eyeglasses-style terminals has
been advancing rapidly. Such technology that detects the
user’s gaze 1s also important in a wearable terminal worn by
the user to view a display, and the detected gaze 1s used as
terminal operation information, or used as autofocus infor-
mation, for example. Particularly, in a wearable terminal, it
1s desirable to conduct calibration that improves the accu-
racy of gaze detection without causing the user to feel stress.

Accordingly, the present disclosure proposes a novel and
improved information processing apparatus, information
processing method, and program capable of executing cali-
bration for improving the accuracy of gaze detection without
causing the user to feel stress.

Solution to Problem

According to the present disclosure, there 1s provided an
information processing apparatus, including: a marker con-
trol unit that changes, during calibration of an eyewear
terminal, a display position of a point-of-regard marker
displayed on a display unit of the eyewear terminal;, a
computational processing unmit that computes an optical axis
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2

vector expressing a gaze direction of a user by a pupil-
corneal reflection method, on a basis of a captured 1mage
that includes a user’s eye imaged when the eye of the user
wearing the eyewear terminal 1s 1irradiated with light from a
light source, and the point-of-regard marker 1s displayed at
a calibration point; and an evaluation unit that evaluates a
variation of the optical axis vector computed for a plurality
ol the calibration points.

According to the present disclosure, there 1s provided an
information processing method, conducted by an informa-
tion processing apparatus, the method including: changing,
during calibration of an eyewear terminal, a display position
of a point-of-regard marker displayed on a display unit of the
eyewear terminal; computing an optical axis vector express-
ing a gaze direction of a user by a pupil-corneal retlection
method, on a basis of a captured 1image that includes a user’s
eye 1maged when the eye of the user wearing the eyewear
terminal 1s wrradiated with light from a light source, and the
point-of-regard marker 1s displayed at a calibration point;
and evaluating a variation of the optical axis vector com-
puted for a plurality of the calibration points.

According to the present disclosure, there 1s provided a
program causing a computer to function as an information
processing apparatus including: a marker control unit that
changes, during calibration of an eyewear terminal, a display
position of a point-of-regard marker displayed on a display
unmit of the eyewear terminal; a computational processing
unit that computes an optical axis vector expressing a gaze
direction of a user by a pupil-corneal retlection method, on
a basis of a captured 1image that includes a user’s eye imaged
when the eye of the user wearing the eyewear terminal 1s
irradiated with light from a light source, and the point-oi-
regard marker 1s displayed at a calibration point; and an
evaluation unit that evaluates a variation of the optical axis
vector computed for a plurality of the calibration points.

Advantageous Elflects of Invention

According to the present disclosure as described above, 1t
1s possible to execute calibration for improving the accuracy
of gaze detection without causing the user to feel stress.
Note that the effects described above are not necessarily
limitative. With or 1n the place of the above eflects, there
may be achieved any one of the eflects described 1n this
specification or other effects that may be grasped from this
specification.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s an explanatory diagram illustrating the structure
of an eye.

FIG. 2 1s an explanatory diagram illustrating a configu-
ration on the side facing the user’s eyes 1n an eyewear
terminal according to an embodiment of the present disclo-
sure.

FIG. 3 1s a schematic side view 1llustrating the positional
relationship between the user’s eye and an eyewear terminal
when an eyewear terminal according to the embodiment 1s
worn.

FIG. 4 1s a function block diagram 1llustrating a functional
configuration of an eyewear terminal and an information
processing apparatus according to the embodiment.

FIG. 5 1s a flowchart illustrating a calibration process of
an eyewear terminal performed by an information process-
ing apparatus according to an embodiment.

FIG. 6 1s an explanatory diagram 1illustrating an example
display of a point-of-regard that 1s displayed moving.
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FIG. 7 1s an explanatory diagram for explaining a process
of computing an optical axis vector using a pupil-corneal
reflection method.

FIG. 8 1s an explanatory diagram illustrating a relation-
ship between a marker vector and an optical axis vector.

FIG. 9 1s an explanatory diagram 1llustrating an example
ol calibration points at which gaze data 1s acquired.

FIG. 10 1s an explanatory diagram illustrating another
example of calibration points at which gaze data 1s acquired.

FIG. 11 1s a graph illustrating an example of evaluation
results of optical axis variation.

FI1G. 12 15 an explanatory diagram 1llustrating coordinates
of a marker vector and an optical axis vector.

FIG. 13 1s an explanatory diagram for explaining the
modification of the positions of calibration points.

FIG. 14 15 an explanatory diagram illustrating an example
of bright points appearing on the eye when light i1s radiated
from a light source.

FIG. 15 1s a hardware configuration diagram illustrating a
hardware configuration of an information processing appa-
ratus according to the embodiment.

L1l

MODE(S) FOR CARRYING OUT TH.
INVENTION

Hereinafter, (a) preferred embodiment(s) of the present
disclosure will be described in detail with reference to the
appended drawings. In this specification and the appended
drawings, structural elements that have substantially the
same function and structure are denoted with the same
reference numerals, and repeated explanation of these struc-
tural elements 1s omitted.

Hereinafter, the description will proceed 1n the following
order.

1. Overview

2. Hardware configuration of eyewear terminal

3. Functional configuration

4. Calibration process

(1) Display point-of-regard marker (S100)

(2) Acquire gaze data (S110 to S140)

(3) Evaluate (8150 to S180)

5. Adaptation to detection accuracy improvement

5.1. Pairing with bright points

5.2. Dynamic change of point-of-regard marker display

position

6. Hardware configuration

1. Overview

First, an overview of an information processing apparatus
according to an embodiment of the present disclosure will be
described with reference to FIG. 1. Note that FIG. 1 1s an
explanatory diagram illustrating the structure of an eye.

An mnformation processing apparatus according to the
present embodiment 1s an apparatus that performs calibra-
tion executed to improve gaze detection accuracy when
detecting the user’s gaze with respect to a display. In the
present embodiment, the user’s gaze 1s detected using a
pupil-corneal reflection method. The pupil-corneal reflection
method 1s a technique that radiates light from a light source
onto the user’s eye, detects the retlected light from that light
on the corneal surface and the position of the pupil, and
estimates the gaze direction.

Herein, as illustrated in FIG. 1, the user’s gaze lies on a
sight axis As joining a node 12a on the central rear face of
the crystalline lens 12 of the eye 10, and the fovea centralis
16a. Meanwhile, the gaze direction estimated by the above
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4

pupil-corneal reflection method lies on an optical axis Ao on
the normal line of the cornea 14 that passes through the
center of the pupil 17. A discrepancy exists between the sight
axis As and the optical axis Ao, and although dependent on
the individual, typically tends to range from approximately
4° to 8°. As this discrepancy becomes larger, gaze detection
accuracy 1lalls, and thus calibration 1s performed to correct
this discrepancy.

The calibration 1s conducted according to the following
procedure.

(Step 1) Estimate the optical axis when looking at a point
inside the field of view (hereinaiter also designated a “point-
of-regard”™)

(Step 2) Measure the difference between the point-of-regard
vector from the corneal center of curvature to the point-oi-
regard, and a vector of the estimated optical axis

(Step 3) On the basis of the difference measured 1 (Step 2),
estimate the sight axis at the time from the optical axis when
looking at an arbitrary point

Note that since the eye 10 rotates by muscular pulling, a
roll rotation 1s imparted depending on the direction 1n which
to look. For this reason, the calibration parameter differs
depending on the orientation of the eye 10. Accordingly,
parameters ordinarily are acquired at multiple points of
regard (for example, from 5 to 9 points) within the field of
VIEW.

With such calibration, error exists in the detection of
reflected light from the pupil surface and the estimation of
the optical axis. By moderating the variation of this error, 1t
becomes possible to raise the accuracy of gaze detection.
Accordingly, 1n an information processing apparatus accord-
ing to the present embodiment, calibration i1s performed to
moderate the variation of error. At this point, various pro-
cesses are conducted so that calibration 1s executed without
causing the user to feel stress. Hereinatter, the configuration
and the functions of an information processing apparatus
according to the present embodiment will be described 1n
detail.

2. Hardware Configuration of Eyewear Terminal

Prior to describing an information processing apparatus
according to the present embodiment, a hardware configu-
ration of an eyewear terminal 100 1n which the calibration by
the information processing apparatus according to the pres-
ent embodiment 1s conducted will be described on the basis
of FIGS. 2 and 3. Note that FIG. 2 1s an explanatory diagram
illustrating a configuration on the side facing the user’s eyes
in the eyewear terminal 100. FIG. 3 1s a schematic side view
illustrating the positional relationship between the user’s eye
10 and the eyewear terminal 100 when the eyewear terminal
100 1s worn.

The eyewear terminal 100 1s a device which 1s worn on
the user’s head, and which 1s used 1n a state of the eyes
facing one or more display units. The eyewear terminal 100
1s a device such as a head-mounted display or an eyeglasses-
style terminal, for example. As illustrated in FIG. 2, on the
face on the side facing the user’s eyes i1n the eyewear
terminal 100 according to the present embodiment, respec-
tive display units 102R and 102L are provided at positions
corresponding to the right eye and the left eye. The display
units 102R and 102L according to the present embodiment
are formed 1n an approximately rectangular shape. Note that
on a housing 101, a depression 101a where the user’s nose
1s positioned may also be formed between the display units

102R and 102L.
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Around the perimeter of the display unit 102R, four light
sources 103Ra, 103Rb, 103Rc, and 103Rd are respectively

provided 1n the approximate middle of the four sides of the
display umit 102R. Similarly, around the perimeter of the
display unit 102L, four light sources 103La, 103Lb, 103Lc,
and 103Ld are respectively provided in the approximate
middle of the four sides of the display unit 102L. These light
sources 103Ra to 103Rd and 103La to 103Ld are made up
ol a light source that emits infrared light. The light sources
103Ra to 103Rd and 103La to 103Ld radiate light onto the
user’s eye 10 that faces the display unmit 102R or 102L
around which the light sources are respectively provided.
Additionally, around the perimeter of the display units
102R and 102L, imaging unit 104R and 104L that capture an
image o the eye 10 are provided, respectively. As 1llustrated
in FIG. 2, for example, each of the imaging units 104R and
104L 1s provided under each of the display units 102R and

102L (below the light sources 103Rc and 103Lc provided
under the display units 102R and 102L). As illustrated in
FIG. 3, the imaging units 104R and 104L are disposed so
that at least the pupil 17 of the eye 10 to capture 1s included
in the capture range. For example, the imaging units 104R
and 104L are disposed having a certain elevation angle 0.
The elevation angle 0 may be set to approximately 30°, for
example.

Note that the eyewear terminal 100 1s configured so that
when worn by the user, the display units 102R and 102L are
separated from the user’s eyes 10 by a certain distance.
Consequently, the user wearing the eyewear terminal 100 1s
able to keep the display regions of the display units 102R
and 102L within his or her field of view without discomiort.
At this point, the distance between the display units 102R
and 1021 and the user’s eyes 10 may be decided so that even
if the user 1s wearing glasses G, the eyewear terminal 100 1s
still wearable over the glasses G. In this state, the 1imaging
units 104R and 104L are disposed so that the pupil 17 of the

user’s eye 10 1s included 1n the capture range.

3. Functional Configuration

Next, a functional configuration of the eyewear terminal
100 discussed above and an information processing appa-
ratus 200 that performs calibration of the eyewear terminal
100 will be described on the basis of FIG. 4. Note that FIG.
4 1s a function block diagram illustrating a functional
configuration of the eyewear terminal 100 and the informa-
tion processing apparatus 200.

[3.1. Eyewear Terminal]

As 1illustrated 1mn FIG. 4, the eyewear terminal 100 1s
equipped with a light source 110, an 1maging unit 120, a
display unit 130, a control unit 140, and a transceiving unit
150.

The light source 110 radiates light on the eye 10 of a user
wearing the eyewear terminal 100. The light source 110 1s a
light source that emits infrared light, for example, and
corresponds to the light sources 103Ra to 103Rd and 103La
to 103Ld 1n FIG. 2. The light source 110 emats light on the
basis of an instruction from the control unit 140.

The 1maging unit 120 captures the eye 10 of the user
wearing the eyewear terminal 100. The imaging unit 120
corresponds to the imaging units 104R and 104L 1 FIG. 2.
The imaging umt 120 conducts capture on the basis of an
instruction from the control unit 140, and outputs a captured
image to the control unit 140.

The display unit 130 1s an output unit that displays
information. The display unit 130 corresponds to the display

units 102R and 102L 1n FIG. 2. The display unit 130 may be
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a liquid crystal display or an organic EL display, or alter-
natively, may be a lens on which imnformation 1s displayed by
a projection device, for example. Information 1s displayed
on the display unit 130 according to an instruction from the
control unit 140.

The control unit 140 controls the functions of the eyewear
terminal 100 overall. The control umt 140 may perform
control lighting control of the light source 110, perform
capture control of the imaging umt 120, and display infor-
mation on the display umt 130, for example. Additionally,
the control unit 140 controls the transmission and reception
of information to and from the information processing
apparatus 200 via the transceiving unit 150.

The transcerving unit 150 1s an interface that transmits
and receives information to and from external equipment. In
the present embodiment, calibration 1s conducted in the
cyewear terminal 100 by transmitting and receiving infor-
mation to and from the information processing apparatus
200. At this point, a captured 1image captured by the 1maging
unit 120 1s transmitted from the eyewear terminal 100 to the
information processing apparatus 200 via the transceiving
unit 150. Also, information transmitted from the information
processing apparatus 200, such as lighting control informa-
tion for the light source 110 during calibration, capture
control information causing the imaging unit 120 to perform
capture, and display information causing the display unit
130 to display imnformation, 1s received via the transceiving,
unit 150.

[3.2. Information Processing Apparatus]

Next, as 1llustrated in FI1G. 4, the information processing
apparatus 200 1s equipped with a transceiving unit 210, a
marker control unit 220, a computational processing unit
230, a storage unit 240, and an evaluation unit 2350.

The transceiving unit 210 1s an interface that transmits
and receives information to and from external equipment. In
the present embodiment, the transceiving unit 210 transmits
and receives mnformation for executing calibration to and
from the eyewear terminal 100. At this point, the transceiv-
ing unit 210 transmits information, such as lighting control
information for the light source 110 during calibration,
capture control information causing the imaging unit 120 to
perform capture, and display information causing the dis-
play unit 130 to display information, to the eyewear terminal
100. Additionally, the transceiving unit 210 recerves infor-
mation such as a captured image captured by the imaging
unmit 120 from the eyewear terminal 100.

The marker control umt 220 controls the display of a
point-of-regard marker displayed on the display umit 130 of
the eyewear terminal 100 during calibration. The point-oi-
regard marker 1s an object displayed 1n the display region to
measure the discrepancy between the user’s optical axis and
sight axis. By causing the user to direct his or her gaze at the
displayed point-of-regard marker, a vector from the user’s
pupil center to the point-of-regard marker (hereinafter also
designated the “marker vector”) may be obtained, and 1n
addition, the user’s optical axis at that time 1s also estimated.

The marker control unit 220 successively displays the
point-of-regard marker at certain positions (hereinafter also
designated “calibration points™) so that the user’s gaze data
1s acquired at multiple positions nside the display region.
After a certain amount ol gaze data 1s acquired at a calibra-
tion point where the point-of-regard 1s di splayed the marker
control unit 220 repeats the process of moving the point-
of-regard marker to the next calibration point, and acquires
the user’s gaze data at all calibration points.

At this point, the marker control unit 220 moves the
pomnt-of-regard marker between respective calibration
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points while keeping the point-of-regard marker displayed.
As a result, the user’s gaze moves to follow the point-oi-
regard marker, and compared to the case of intermittently
displaying the point-of-regard marker, time to search for the
point-of-regard marker displayed at a calibration point
becomes unnecessary, and the movement of the gaze
directed at the point-of-regard marker may be stabilized.

In addition, the marker control unit 220 may also control
the movement speed of the point-of-regard marker moving,
between calibration points. If the point-of-regard marker 1s
moved at a constant speed, the gaze tends to be less likely
to settle down when the point-of-regard marker 1s displayed
at the destination calibration point. Accordingly, the marker
control unit 220 may control the movement speed of the
point-of-regard marker moving between calibration points
to slow down as the point-of-regard marker approaches the
destination calibration point. Consequently, the point-oi-
regard marker moves quickly immediately after the start of
movement, but slows down as the point-of-regard marker
approaches the destination calibration point. Since the user’s
gaze moves along with the movement speed of the point-
of-regard marker, the movement of the user’s gaze also
relaxes as the point-of-regard marker approaches the desti-
nation calibration point, and the gaze settles down more
casily when the point-of-regard marker 1s displayed at the
calibration point.

The computational processing unit 230 respectively com-
putes the user’s optical axis and the marker vector when the
point-of-regard marker 1s displayed at each calibration point.
The computational processing unit 230 acquires from the
eyewear terminal 100 a captured image depicting the user’s
eye regarding the point-of-regard marker while light from a
light source 1s radiated onto the user’s eyeball, and computes
the user’s optical axis and the marker vector. The computed
optical axis and marker vector are stored 1n the storage unit
240 for each calibration point.

The storage unit 240 stores various information required
during calibration of the eyewear terminal 100. For example,
the storage unit 240 stores movement information stipulat-
ing the positions of calibration points at which to display the
point-of-regard marker and how the point-of-regard marker
1s to move, and settings information such as the amount of
gaze data to acquire at each calibration point and a threshold
value used to determine the end of calibration. In addition,
the storage unit 240 also stores gaze data computed by the
computational processing unit 230.

The evaluation unit 250 determines the end of calibration
of the eyewear terminal 100. The evaluation unit 250
determines whether or not the eyewear terminal 100 1is
correctly calibrated by determining whether or not the
variation 1n the user’s optical axis estimated at each cali-
bration point 1s inside an allowed range. This determination
process will be discussed 1n detail later. If the determination
result from the evaluation unit 250 1s that the variation in the
user’s optical axis 1s determined not to be contained inside
a certain range, the calibration parameters are modified, and
calibration 1s executed again.

The above thus describes a functional configuration of the
eyewear terminal 100 and the information processing appa-
ratus 200. Note that in FIG. 4, the mformation processing,

apparatus 200 that conducts the calibration process 1s 1llus-
trated as being separate from the eyewear terminal 100, but
the present disclosure 1s not limited to such an example. For
example, some or all of the functions of the information
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processing apparatus 200 1illustrated in FIG. 3 may also be
installed onboard the eyewear terminal 100.

4. Calibration Process

Next, the calibration process of the eyewear terminal 100
performed by the information processing apparatus 200
according to the present embodiment will be described on
the basis of FIGS. 5 to 14. Note that FIG. 5 1s a flowchart
illustrating the calibration process of the eyewear terminal
100 performed by the information processing apparatus 200
according to the present embodiment. FIG. 6 1s an explana-
tory diagram illustrating an example display of a point-oi-
regard that 1s displayed moving. FIG. 7 1s an explanatory
diagram for explaining a process of computing an optical
axis vector using a pupil-corneal retlection method. FIG. 8
1s an explanatory diagram illustrating a relationship between
a marker vector and an optical axis vector. FIG. 9 1s an
explanatory diagram illustrating an example of calibration
points at which gaze data 1s acquired. FIG. 10 1s an explana-
tory diagram illustrating another example of calibration
points at which gaze data 1s acquired. FIG. 11 1s a graph
illustrating an example of evaluation results of optical axis
variation. FIG. 12 1s an explanatory diagram illustrating
coordinates of a marker vector and an optical axis vector.
FIG. 13 1s an explanatory diagram for explaining the modi-
fication of the positions of calibration points. FIG. 14 1s an
explanatory diagram 1llustrating an example of bright points
appearing on the eye when light 1s radiated from a light
source.

(1) Display Point-of-Regard Marker (S100)

The calibration process of the eyewear terminal 100
performed by the information processing apparatus 200
according to the present embodiment starts by displaying the
point-of-regard on the display unit 130, and causing the user
to direct his or her gaze at the poimnt-of-regard marker
(5100). The display control of the point-of-regard marker 1s
conducted by the control unit 140, which receives instruc-
tions from the marker control unit 220 of the information
processing apparatus 200. In the calibration, the user’s gaze
data 1s acquired at multiple positions inside the display
region of the display unit 130. By displaying the point-oi-
regard marker at a calibration point that acts as a position at
which to acquire gaze data, the user intentionally directs his
or her gaze at the point-of-regard marker, making 1t possible
to acquire gaze data.

The point-of-regard marker 1s successively displayed at
multiple preset calibration points inside the display region
300 of the display unit 130. As illustrated in FIG. 6, for
example, the point-of-regard marker first 1s displayed at a
calibration point CP1 in the center of the display region 300.
When the point-of-regard marker M 1s displayed at the
calibration point CP1, the user directs his or her gaze at the
point-of-regard marker M. By keeping the point-of-regard
marker M displayed, the user’s gaze may be fixed on the
calibration point CP1, and gaze data 1s acquired 1n this state.

After gaze data 1s acquired at the calibration point CP1,
the point-of-regard marker M, while still being displayed, 1s
moved to the next position at which to acquire gaze data,
namely the calibration point CP2 in the upper-left of the
display region 300. Subsequently, gaze data at the calibra-
tion point CP2 1s acquired. After that, the acquisition of gaze
data and the movement are repeated for the calibration point
CP3 at the upper-right of the display region 300, at the
calibration point CP4 at the lower-lett of the display region
300, and the calibration point CP3 at the lower-right of the
display region 300.
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In step S100, the point-of-regard marker M 1s displayed at
the first calibration point, and the calibration process 1s
started.

(2) Acquire gaze data (S110 to S140)

After the point-of-regard marker M 1s displayed at the first
calibration point in step S100, the user’s gaze data at that
calibration point 1s acquired (S110). The gaze data includes
an optical axis vector expressing the estimated gaze direc-
tion of the user, and a marker vector from the user’s pupil
center to the point-of-regard marker.

(Computation of Optical Axis Vector)

The optical axis vector 1s estimated using the pupil-
corneal reflection method, for example. A process of esti-
mating the optical axis using the pupil-corneal reflection
method will now be described on the basis of FIG. 7. In the
pupil-corneal retlection method, light from a light source 21
1s radiated onto the eye 10 of the user observing the display
screen 23 of the display unit, and the eye 10 wrradiated by the
light 1s 1maged by an imaging unit 22. Subsequently, the
optical axis 1s estimated on the basis of a captured 1image 30
imaged by the imaging unit 22. For the sake of simplicity,
the case of wrradiating the eye 10 with one light source 21
will be described herein.

As 1llustrated 1 FI1G. 7, suppose that the user i1s regarding
the point-of-regard marker M displayed on the display
screen 23. At this point, the eye 10 1s irradiated with light
from the light source 21, and the eye 10 1s imaged by the
imaging unit 22. As illustrated in FIG. 7, the acquired
captured 1mage 30 of the eye 10 depicts the cornea 14, the
ir1s 13, and the pupil 17 of the user’s eye 10. The captured
image 30 also depicts a Purkinje image P, which 1s a bright
point of wrradiating light irradiating the eye 10 from the light
source 21.

After the captured image 30 1s acquired, a process of
computing the optical axis 1s conducted. The process of
computing the optical axis 1s conducted by the computa-
tional processing unit 230. For this reason, first, the pupil
center S and the Purkinje image P are detected from the
captured image 30. These detection processes may be con-
ducted by known 1mage recognition technology.

For example, 1n the process of detecting the image of the
pupil 17, various types of 1image processing with respect to
the captured image 30 (for example, processing to adjust
factors such as distortion, black level, and white balance), a
process of acquiring a luminance distribution inside the
captured 1mage 30, and the like are conducted. Also, on the
basis of the acquired luminance distribution, a process of
detecting an edge 1n the 1mage of the pupil 17, a process of
approximating the detected edge in the image of the pupil 17
with a figure such as a circle or an ellipse, and the like may
be conducted. From the detected image of the pupil 17, the
pupil center S may be computed.

Additionally, 1n the process of detecting the Purkinje
image P, a series of processes, such as the various types of
image processing with respect to the captured image 30, the
process ol acquiring a luminance distribution inside the
captured 1image 30, and a process of detecting pixels where
the difference 1n the luminance value 1s comparatively larger
than the surrounding pixels on the basis of the luminance
distribution, may also be conducted. Also, the center of the
Purkinje 1mage P may be detected from the detected
Purkinje image P.

Next, three-dimensional coordinates of the pupil center S
and a curvature center C of the cornea 14 are computed.
When the cornea 14 1s taken to be part of a sphere, the
curvature center C of the cornea 14 is the center of the
sphere. The three-dimensional coordinates of the pupil cen-
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ter S are computed on the basis of the 1mage of the pupil 17
detected from the captured image 30. Specifically, the three-
dimensional coordinates of each point on the edge of the
pupil 17 1n the captured image 30 are computed on the basis
of properties such as the positional relationship between the
imaging unit 22 and the eye 10, the refraction of light at the
surface of the cornea 14, and the distance between the
curvature center C of the cornea 14 and the pupil center S.
The center point of these coordinates i1s taken to be the
three-dimensional coordinates of the pupil center S.

In addition, the curvature center C of the cornea 14 is
computed on the basis of the Purkinje image P and the center
thereof detected from the captured image 30. Specifically, on
a straight line joining the 1maging unit 22 and the center of
the Purkinje image P, the position advanced from the surface
of the cormea 14 inward into the eye 10 by the curvature
radius of the cornea 14 1s computed as the three-dimensional
coordinates of the curvature center C of the cornea 14, on the
basis ol properties such as the positional relationship
between the light source 21, the imaging umt 22, and the eye
10, and the curvature radius of the cornea 14.

The straight line joiming the curvature center C of the
cornca 14 computed 1n this way and the pupil center S
becomes the estimated optical axis. In other words, the
coordinates of the position at which the optical axis and the
display screen 23 intersect become the estimated gaze
position of the user. Note that a vector proceeding from the
curvature center C of the cornea 14 to the pupil center S 1s
designated the optical axis vector vo.

(Computation of Marker Vector)

Meanwhile, the marker vector from the user’s pupil center
S to the point-of-regard marker M may be computed as the
vector proceeding from the pupil center S specified from the
captured 1mage 30 as discussed above to the position on the
display screen 23 where the point-of-regard marker M 1s
displayed currently.

In this way, 1n step S110, the optical axis vector and the
marker vector are computed and acquired by the computa-
tional processing unit 230 as gaze data. The acquired gaze
data 1s stored in the storage unit 240.

(Moderating Variation 1n Detection Results)

At this point, the computational processing unit 230 may
also determine whether or not the computed optical axis
vector vo 1s usable as a calibration detection result.

Specifically, for example, the computational processing
umt 230 may determine whether or not wobbling of the
optical axis vector vo 1s within a certain range, and confirm
that the computed optical axis vector vo 1s not greatly
divergent from the optical axis vectors vo acquired so {far.
Optical axis vectors vo computed by the computational
processing unit 230 are stored as a history 1n the storage unit
240. Using this history, the computational processing unit
230 confirms that the angle obtained between an average
vo_ave of the previous N acquired optical axis vectors,
including the current computation, and the current optical
ax1s vector vo 1s inside a certain value, for example. Addi-
tionally, when the angle obtained between the optical axis
vector average vo_ave and the current optical axis vector vo
exceeds a certain threshold value, the currently computed
optical axis vector vo 1s treated as a large wobble, and 1s not
used as a calibration detection result. As a result, the
accuracy ol the optical axis vector may be increased.

The optical axis vector average vo_ave may be computed
using the previous three optical axis vectors vo, for example.
Also, the threshold value for determining the angle obtained
between the optical axis vector average vo_ave and the
current optical axis vector vo may be set to approximately
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3°, for example. This threshold value 1s decided while
accounting for the inconsistency of detection. According to
such a determination, when given the estimated user gaze
positions ml, m2, and m3 as illustrated in FIG. 8, for
example, a point like the gaze position m3 which 1s diver-
gent from the others may be excluded from the detection
results. Additionally, even 1f the optical axis vector vo 1s
computed from a captured image that 1s imaged when the
user 1s not looking at the point-of-regard marker M, the
computed optical axis vector vo becomes greatly divergent
from the optical axis vector average vo_ave. The optical axis
vector vo 1n such a case may also be excluded from the
detection results by the determination.

In addition, the computational processing unit 230 may
also determine whether or not an angle m obtained between
the computed marker vector vim and the optical axis vector
vo 1s less than or equal to a certain value, for example.
According to such a determination, it 1s possible to confirm
whether the estimated optical axis vector vo 1s greatly
divergent from the actual gaze direction. The value of the
threshold used at this point 1s decided with consideration for
tactors such as the discrepancy between the optical axis and
the sight axis, and the optical axis detection error.

For example, the estimated gaze direction of the user (in
other words, the optical axis) and the direction 1n which the
user actually 1s looking (in other words, the sight axis) do not
necessarily match. This 1s due to factors such as the shape
and size of the eyeball, and the arrangement of the retina and
optic nerve in the eyeball. Although there 1s individual
variation, the discrepancy between the optical axis and the
sight axis ordinarily 1s from 4° to 8°. Also, an optical axis
detection error of several degrees, such as up to +£3°, for
example, 1s considered to exist. I this error 1s combined with
other accumulative error of £1°, an error ranging approxi-
mately from 0° to 12° 1s anticipated to occur. In this case, i
the angle co obtained between the computed marker vector
and the optical axis vector 1s iside the range from 0° to 12°,
the computed optical axis vector vo may be treated as being,
of allowable accuracy, and may be used as a calibration
detection result.

By conducting such a determination process, variation in
the detection results may be moderated, and the accuracy of
the optical axis vector may be increased.

(Misdetection Determination)

Furthermore, even 1f detection clears the above determi-
nation for moderating variation 1n the detection results, the
pupil or the bright point may be continually detected at an
incorrect location 1 some cases. If an incorrect detection
result 1s used, the calibration process cannot be conducted
correctly. Accordingly, the computational processing unit
230 may also conduct a misdetection determination process
so as not to use such an incorrect detection result as a
calibration detection result. For example, 11 the computed
s1zes of the leit and right pupils are extremely different, there
1s a strong possibility that an incorrect location may be
recognized as a pupil. The gaze data acquired 1in such a case
1s not used as a detection result. As a specific example, 1t the
s1ze ratio of the left and right pupils exceeds a certain value
(for example, 1.2), the sizes of the left and right pupils may
be treated as being extremely different, and the acquired
gaze data may not be used as a detection result.

After the above processes are conducted, the computa-
tional processing unit 230 determines whether or not gaze
data has been acquired at the calibration point where the
point-of-regard marker M 1s displayed currently (S120). For
example, 1 a correct result has not been obtained, such as
when wobbling 1s determined to exist in the optical axis
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vector vo from past data, or when the angle o obtained
between the marker vector vim and the optical axis vector vo
1s not inside the allowed range, the eye 10 i1s imaged and
gaze data 1s acquired again.

Meanwhile, when gaze data 1s acquired at the calibration
point where the point-of-regard marker M 1s displayed
currently, the computational processing unit 230 determines
whether or not gaze data has been acquired for all calibration
points (5S130). The calibration points at which to acquire
gaze data are stored in advance in the storage unit 240. If
there exists a calibration point at which gaze data has not
been acquired, the computational processing umt 230
instructs the marker control unit 220 to move the point-oi-
regard marker M to the next calibration point (5140). The
marker control unit 220 outputs, to the eyewear terminal 100
via the transceiving unit 210, an instruction to move the
pomnt-of-regard marker M to the next preset calibration
point.

(Point-of-Regard Marker Movement Process)

The point-of-regard marker M 1s displayed in order to
direct the user’s gaze. Herein, the display of the point-oi-
regard marker M 1s controlled to enable correct acquisition
of the user’s gaze data 1n a short time.

First, the point-of-regard marker M moves between
respective calibration points while remaining displayed. As
a result, the user’s gaze moves to follow the point-of-regard
marker, and compared to the case of mtermittently display-
ing the point-of-regard marker M, time to search for the
point-of-regard marker M displayed at a calibration point
becomes unnecessary, and the movement of the gaze
directed at the point-of-regard marker may be stabilized.

Additionally, the movement speed of the point-of-regard
marker M moving between the calibration points 1s varied.
If the point-of-regard marker M 1s moved at a constant
speed, there 1s a tendency for the gaze to be less likely to
settle when the point-of-regard marker M 1s displayed at the
destination calibration point. Accordingly, the marker con-
trol unit 220 controls the movement speed of the point-oi-
regard marker M moving between calibration points to slow
down as the point-of-regard marker M approaches the
destination calibration point. Consequently, the point-oi-
regard marker M moves quickly immediately after the start
of movement, but slows down as the point-of-regard marker
M approaches the destination calibration point. Since the
user’s gaze moves along with the movement speed of the
point-of-regard marker, the movement of the user’s gaze
also relaxes as the point-of-regard marker M approaches the
destination calibration point, and the gaze settles down more
casily when the point-of-regard marker M 1s displayed at the
calibration point.

In addition, the calibration points at which to acquire gaze
data 1n the display region 300 ordinarily are set in the center
of the display region 300, which is the position that the user
looks at when facing forward, and near the periphery of the
display region 300, which 1s where the discrepancy between
the sight axis and the optical axis tends to be larger.
Ordinarily, multiple points (for example, from 5 to 9 points)
inside the field of view are set as calibration points. By
conducting calibration at these positions, a correction pro-
cess may be conducted so that the appearance of the display
region 300 becomes uniform overall. Specifically, as illus-
trated 1n FIG. 9, for example, calibration may be conducted
in the center (calibration point CP1) and the four corners
(calibration points CP2 to CP3) of a rectangular display
region 300. Alternatively, as illustrated in FIG. 10, calibra-
tion may be conducted in the center (calibration point CP1)
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and near the midpoint of each edge (calibration points CP2
to CPS) of a rectangular display region 300.

At this point, when moving the point-of-regard marker M
between respective calibration points, the movement
sequence of the point-of-regard marker M may be decided
so that the movement distance 1s as large as possible. The
user moves his or her gaze along with the movement of the
point-of-regard marker M, but 1f the movement distance of
the point-of-regard marker M 1s small, the gaze 1s less likely
to align with the point-of-regard marker M displayed at the
next calibration point, and the discrepancy between the sight
axis and the optical axis becomes larger. Also, since the
discrepancy between the sight axis and the optical axis also
tends to become larger when the point-of-regard marker M
1s moved 1n the horizontal direction of the display region
300, the point-of-regard marker M may also be moved so as
to include movement 1in the wvertical direction, such as
moving up and down or diagonally.

For example, when acquiring gaze data at the five cali-
bration points CP1 to CP5 set in the center and the four
corners of the display region 300 illustrated 1n FIG. 9, after
displaying the calibration point CP1 in the center, the
calibration points CP2 to CP3 in the four corners may be
moved to 1n a zigzag manner. Additionally, when acquiring,
gaze data at the five calibration points CP1 to CP5 set 1n the
center and near the midpoint of each edge of the display
region 300 illustrated in FIG. 10, for example, first, the
calibration points CP1 to CP4 near the midpoint of each
edge are displayed 1n a sequence so as to draw a diamond-
shaped trail. After that, the calibration point CP1 1n the
center may be displayed.

Returming to the description of FIG. 5, after the point-oi-
regard marker M 1s moved to the next calibration point in
step S140, the acquisition of gaze data at the destination
calibration point 1s conducted (5110). After that, the pro-
cesses from steps S110 to S140 are repeatedly executed until
gaze data acquisition 1s completed at all calibration points.
(3) Evaluate (5150 to S180)

After gaze data 1s acquired at all calibration points, a
calibration completion determination 1s made by the evalu-
ation unit 250. In the present embodiment, the calibration
completion determination 1s made by determining whether
or not the overall variation 1n the estimated optical axis
vectors vo 1s mside an allowed range.

After calibration 1s conducted correctly, the optical axis
vectors vo at the respective calibration points computed in
step S110 become values corresponding to the display
positions of the calibration points 1n the display region 300.
Herein, FIG. 11 1llustrates an example of detection results
for the optical axis vector vo when conducting calibration
with the calibration points CP1 to CP5 illustrated in FIG. 9.
FIG. 11 illustrates the relationship between the angle 0 1n the
vertical direction of the optical axis vector vo, the angle
in the horizontal direction of the optical axis vector vo. Note
that 1n the present embodiment, the optical axis vector vo 1s
defined on the basis of the coordinate axes illustrated in FIG.
12. In the coordinate axes of FIG. 12, the x-axis represents
the horizontal direction of the display region 300, the y-axis
represents the vertical direction of the display region 300,
and the z-axis represents the depth direction of the display
region 300. The angle 0 1s the angle obtained between the
optical axis vector vo and the zx plane, while the angle o 1s
the angle obtained between the optical axis vector vo and the
Xy plane.

The upper side of FIG. 11 1illustrates a distribution of
optical axis vectors vo when calibration 1s conducted cor-
rectly, while the lower side of FIG. 11 illustrates a distribu-
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tion of optical axis vectors vo when calibration 1s not
conducted correctly. According to the upper side of FIG. 11,
when calibration 1s conducted correctly, the optical axis
vectors vo are distributed with clean divisions in correspon-
dence with each of the calibration points set 1n the center and
the four corners of the display region 300.

On the other hand, as illustrated on the lower side of FIG.
11, when calibration 1s not conducted correctly, the optical
axis vectors vo are not distributed cleanly. For example, the
angle 0 1n the vertical direction of the optical axis vectors vo
corresponding to the calibration points 1n the upper-right, the
upper-lett, and the center of the display region 300 become
approximately the same. In particular, such a distribution
occurs easily for the wearers of hard contact lenses or users
with squinted, narrow eyes.

Accordingly, i the present embodiment, the evaluation
umt 250 calculates a correlation relationship between the
marker vector vim and the optical axis vector vo as an

evaluation value for evaluating the overall vanation 1n the
optical axis vectors vo (5150), and makes the calibration
completion determination from the value of the correlation
relationship. A correlation coetlicient r _, between the marker
vector vim and the optical axis vector vo may be computed
according to Formula (1) below, for example.

Math. 1]

: (1)
> =i - )
=1

\/_il(xf—x)z \/il(yf—y)z

Note that 1 1s a number assigned to each calibration point,
and takes a value from 1 to n. When five calibration points
are set, n 1s 5. Also, X, and vy, are the x-coordinate and
y-coordinate of the optical axis vector vo, while x™ and y~
are the x-coordinate and y-coordinate of the marker vector
vm. Note that X~ and y~ herein denote that = 1s appended
above X and v.

In Formula (1) above, the difference between the angle O
in the vertical direction and the angle o in the horizontal
direction for the marker vector vim and the optical axis
vector vo at all calibration points 1s evaluated. I1 the marker
vector vim and the optical axis vector vo do not match at one
or multiple calibration points, and the discrepancy between
these angles becomes large, the correlation coeflicient r,,
computed by Formula (1) becomes smaller. The evaluation
unit 250 makes the calibration completion determination by
using the correlation coeflicient r,,, expressing such a cor-
relation relationship between the marker vector vm and the
optical axis vector vo (S160).

The calibration completion determination may also be
made in accordance with whether or not the correlation
coethicient r, between the marker vector vm and the optical
axis vector vo computed in step S150 has fallen below a
certain threshold r,, . The threshold r,, may be set to 0.90, for
example. In step S160, it the correlation coethcient r
between the marker vector vim and the optical axis vector vo
1s greater than or equal to the threshold r,,, the evaluation
unit 250 treats the overall variation of the optical axis vector
vo as being inside the allowed range, and completes the
calibration process (5170).

On the other hand, 1t the correlation coeflicient r,,
between the marker vector vim and the optical axis vector vo

.
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talls below the threshold r,,, the calibration settings infor-
mation 1s modified to change how calibration 1s conducted
(S180), and calibration 1s performed again. The calibration
settings information refers to information such as the display
position of the point-of-regard marker M, for example. For 5
example, the calibration point settings may be modified to
shift the display position of the point-of-regard marker M
towards the center of the display region 300 or the like, and
calibration may be executed again.

For example, as illustrated in FIG. 13, suppose that 10
calibration points are set with respect to the display region
300 on the basis of a region obtained by reducing the display
region 300 by a certain ratio o. At this point, suppose that
the default values for the positions of the calibration points
are the center of the display region 300, and the four corners 15
ol a region 90% the size of the display region, for example.
When calibration 1s executed by setting the calibration
points to the default positions, and the correlation coeflicient
r.,, between the marker vector vin and the optical axis vector
vo falls below the threshold r,,, the positions of the calibra- 20
tion points are shifted towards the center of the display
region. For example, the positions of the calibration points
in the four corners are set to the four corners of a region 80%
the size of the display region. By shifting the positions of the
calibration points towards the center of the display region 1n 25
this way, the user becomes able to see the point-of-regard
marker more easily, and correct gaze data may be acquired
more easily.

The above thus describes the calibration process of the
cyewear terminal 100 performed by the immformation pro- 30
cessing apparatus 200 according to the present embodiment.
According to the present embodiment, when acquiring gaze
data at multiple calibration points, the point-of-regard
marker M displayed to direct the user’s gaze 1s moved to
cach calibration point while remaining displayed. At this 35
time, the movement speed of the point-of-regard marker M
may be slowed down as the point-of-regard marker M
approaches the position of the next calibration point, thereby
enabling the user’s gaze to track the point-of-regard marker
M accurately. 40

In addition, in the calibration process according to the
present embodiment, when acquiring the optical axis vector
vo at each calibration point, the presence or absence of
divergence 1n the optical axis on the basis of previously
acquired optical axis vectors may be determined, and the 45
discrepancy between the marker vector vim and the optical
ax1is vector vo may be determined. As a result, 1t 1s possible
not to use gaze data acquired when the user 1s not looking,
at the point-of-regard marker M as a calibration detection
result, and thereby not lower the accuracy of the gaze 50
detection process.

Furthermore, 1n the calibration process according to the
present embodiment, a correlation coeflicient between the
marker vector vim and the optical axis vector vo 1s computed
from the optical axis vectors vo acquired at each calibration 55
point as an evaluation value for evaluating the overall
variation of the optical axis vector vo. By determining
whether or not this relation coeflicient 1s greater than or
equal to a certain threshold value, 1t 1s possible to evaluate
whether or not the gaze detection process may be conducted 60
accurately inside the field of view as a whole. Consequently,
no matter which position 1n the display region the user looks
at, the accuracy of the detected optical axis vectors vo may
be maintained consistently.

According to such a process, the calibration process may 65
be completed simply by the user directing his or her gaze at
the point-of-regard marker M. The point-of-regard marker
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M 1s displayed and moved to enable the user to direct his or
her gaze easily. In addition, even 11 the optical axis vector vo
1s not acquired, the calibration points are adjusted automati-
cally so that the optical axis vector vo may be acquired, and
thus the calibration process may be completed without
causing the user to feel stress.

5. Adaptation to Detection Accuracy Improvement

In the calibration process, variation in the detected optical
ax1s vectors vo tends to occur 1n cases such as when the user
1s wearing hard contact lenses or when the user has narrow
eyes. This 1s because when the user 1s wearing hard contact
lenses, the pupil may be distorted, a number of bright points
greater than the number of light sources may be detected on
the eyeball due to light radiated from the light sources, or the
contact lens may move over the cornea. Also, when the user
has narrow eyes, the pupil specified from the captured image
may be mncomplete, or a number of bright points equal to the
number of light sources which should be detected may not
be detected. Accordingly, to detect the user’s optical axis
vector vo correctly, a process like the following may be
conducted additionally.

[5.1. Pairing with Bright Points]

To detect the user’s optical axis vector vo correctly, for
example, a process of pairing bright points specified from
the captured 1image may be conducted, for example. In the
eyewear terminal 100 according to the present embodiment,
as 1llustrated in FIG. 2, four light sources 103Ra to 103Rd
and 103La to 103Ld are provided around the display units
102R and 102L, respectively. When the leit and right eyes
are respectively 1rradiated with light from these light sources
103Ra to 103Rd and 103La to 103Ld, the four bright points
Pa, Pb, Pc, and Pd appear respectively in each eye, as
illustrated i FIG. 14.

I1 the light sources 103Ra to 103Rd and 103La to 103Ld
are arranged as 1llustrated 1n FI1G. 2, the bright points Pa, Pb,
Pc, and Pd corresponding to the arrangement are detected 1n
cach eye 10 by the light emitted from these light sources.
However, as discussed earlier, when the user 1s wearing hard
contact lenses or when the user has narrow eyes, more bright
points than the four bright points Pa, Pb, Pc, and Pd may be
detected, or the four bright points may not be detected.

Accordingly, the bright points Pa and Pc facing each other
vertically, and the bright points Pb and Pd facing each other
horizontally are treated as respective pairs. Subsequently, on
the basis of the positional relationship of the light sources
corresponding to the paired bright points, when one bright
point 1s detected, 1t becomes possible to estimate the position
of the other bright point. For example, 11 the bright point Pa
1s detected, even 11 the bright point Pc 1s not detected, it 1s
possible to estimate that the bright point Pc exists at a certain
position below the bright point Pa. Also, even 1f more bright
points than the number of light sources are detected, on the
basis of the positional relationship of the light sources
corresponding to the bright points, it 1s possible to specity
the paired bright points from among many detected bright
points.

In this way, by setting pairs of bright points from the
arrangement of the light sources, it becomes possible to
estimate the approximate positions of the bright points even
if a bright point i1s not correctly detected from the captured
image, and the detection accuracy of the optical axis vector
vo may be improved.
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[5.2. Dynamic Change of Point-of-Regard Marker Display
Position]

In addition, to detect the user’s optical axis vector vo
correctly, the point-of-regard marker M may also be moved
dynamically. When the point-of-regard marker M 1s dis-
played at a position 1n the display region 300 that 1s dithicult
for the user to direct his or her gaze at, it 1s anticipated that
the detected optical axis vector vo will be more greatly
divergent from the marker vector vm. In such cases, even 1f
the point-of-regard marker M continues to be displayed at
the same calibration point, the discrepancy between the
optical axis vector vo and the marker vector vim will not
become smaller.

Accordingly, if the optical axis vector vo at such a
calibration point cannot be acquired within a certain amount
of time, for example, the display position of the point-oi-
regard marker M 1s shifted towards the center of the display
region 300, and the process of acquiring the optical axis
vector vo 1s executed again. The time at which to move the
point-of-regard marker M may be a time such as after the
clapse of a few seconds (for example, 3 seconds) from when
the point-of-regard marker M 1s displayed at the calibration
point, for example.

The movement of the point-of-regard marker M may
approach the center of the display region 300 by a certain
ratio with respect to the distance from the center of the
display region 300 to the current calibration point, for
example. Alternatively, the movement of the point-of-regard
marker M may approach the middle of the display region
300 1n the horizontal direction by a certain ratio with respect
to the horizontal distance from the horizontal middle of the
display region 300 to the current calibration point, for
example. The certain ratio of approach by the point-oi-
regard marker M may be set to approximately 10%, for
example. Consequently, the distance over which the user
moves his or her gaze from a state of facing forward
becomes smaller, thereby making 1t easier for the user to
direct his or her at the point-of-regard marker M. Thus, a
smaller discrepancy between the optical axis vector vo and
the marker vector vimn may be expected.

The movement of the point-of-regard marker M may also
be performed until the optical axis vector vo 1s acquired, for
example. For example, 11 the acquisition of the optical axis
vector vo 1s conducted for a certain time, but the optical axis
vector vo 1s not acquired within that time, the process may
be repeated by which the point-of-regard marker M 1s
additionally moved by the certain ratio, and the acquisition
of the optical axis vector vo 1s conducted again. Subse-
quently, when the optical axis vector vo 1s acquired, for
example, during the acquisition of the optical axis vector vo
at subsequent calibration points, the point-of-regard marker
M may be displayed at the positions obtained by moving the
positions of the calibration points by the certain ratio used
when acquiring the current optical axis vector vo. Obvi-
ously, during the acquisition of the optical axis vector vo at
subsequent calibration points, the point-of-regard marker M
may also be displayed at the default positions of the cali-
bration points.

In this way, when the acquisition of the optical axis vector
vo 1s unsuccessiul, by dynamically moving the point-oi-
regard marker M to a position where the optical axis vector
vo 1s acquired correctly, the correct optical axis vector vo
may be acquired.

6. Hardware Configuration Example

Finally, an exemplary hardware configuration of the infor-
mation processing apparatus 200 according to the present
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embodiment will be described. FIG. 135 1s a hardware block
diagram 1llustrating an exemplary hardware configuration of
the mformation processing apparatus 200 according to the
present embodiment.

As described above, the information processing apparatus
200 according to the embodiments can be implemented as a
processing device such as a computer. As illustrated 1n FIG.
15, the information processing apparatus 200 includes a
central processing unit (CPU) 901, read only memory

(ROM) 902, random access memory (RAM) 903, and a host

bus 904q. Furthermore, the mformation processing appara-
tus 200 includes a bridge 904, an external bus 9045, an
interface 905, an mput device 906, an output device 907, a
storage device 908, a drive 909, a connection port 911, and
a communication device 913.

The CPU 901 functions as an arithmetic processing unit
and a controller, and controls the overall operation 1n the
information processing apparatus 200 according to various
programs. Furthermore, the CPU 901 may be a micropro-
cessor. The ROM 902 stores programs, operation param-
eters, and the like that the CPU 901 uses. The RAM 903
temporarily stores programs used in the execution of the
CPU 901 and the parameters and the like that appropniately
changes during the execution. The above are interconnected
via a host bus 904a constituted by a CPU bus.

The host bus 904a 1s connected to the external bus 9045,
such as a peripheral component interconnect/interface (PCI)
bus, through the bridge 904. Note that the host bus 904aq, the
bridge 904, and the external bus 9046 are not necessarily
configured as separate components but the functions thereof
may be implemented in a single bus.

The 1nput device 906 includes mput devices for the user
to mput information, such as a mouse, a keyboard, a touch
panel, a button, a microphone, a switch, and a lever, and an
input control circuit that generates an input signal on the
basis of the mput performed by the user and that outputs the
input signal to the CPU 901. The output device 907 includes,
for example, a display device, such as a liquid crystal display
(LCD) device, an organic light emitting diode (OLED)
device, or a lamp, and speech output device, such as a
speaker.

The storage device 908 1s an example of the storage unit
of the information processing apparatus 200 and 1s a device
for storing data. The storage device 908 may include a
recording medium, a recording device that records data in
the recording medium, a readout device that reads out data
from the recording medium, and a deletion device that
deletes data recoded in the recording medium. The storage
device 908 drives the hard disk and stores therein programs
that the CPU 901 executes and various kinds of data.

The drive 909 i1s a reader/writer for a recording medium
and 1s built-in the mmformation processing apparatus 200 or
1s externally attached. The driver 909 reads out information
recorded 1n a magnetic disk, an optical disk, or a magneto-
optical disc that 1s mounted thereto or a removable storage
medium such as a semiconductor memory and outputs the
information to the RAM 903.

The connection port 911 1s an interface connected to an
external device and 1s a port for connecting an external
device that i1s capable of data transmission through, for
example, a universal serial bus (USB). Furthermore, the
communication device 913 1s a communication interface
constituted by, for example, a communication device or the
like for connecting to a communication network. Further-
more, the communication device 913 may be a communi-
cation device corresponding to a local area network (LAN),
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a communication device corresponding to a wireless USB,
or a wired communication device that communicates
through wire.

The preferred embodiment(s) of the present disclosure
has/have been described above with reference to the accom-
panying drawings, whilst the present disclosure 1s not lim-
ited to the above examples. A person skilled 1n the art may
find various alterations and modifications within the scope
of the appended claims, and 1t should be understood that
they will naturally come under the technical scope of the
present disclosure.

For example, in the foregoing embodiment, 1f the corre-
lation coefhicient r,, between the marker vector vm and the
optical axis vector vo falls below the threshold r,, the
method of calibration 1s changed and calibration 1s per-
formed again, but the present technology 1s not limited to
such an example. For example, before changing the method
of calibration, the threshold r, may be lowered, and the
calibration completion determination may be made again.
The changed threshold r, may be a value obtained by
lowering the previous threshold r,, by a fixed value, or a
value between the correlation coetfhicient r,, and the previous
threshold r,, for example. Additionally, calibration may be
ended, and calibration may be conducted again using cali-
bration information from when the threshold r,, was highest
previously.

Further, the effects described i this specification are
merely illustrative or exemplified effects, and are not limi-
tative. That 1s, with or in the place of the above eflects, the
technology according to the present disclosure may achieve
other eflects that are clear to those skilled in the art based on
the description of this specification.

Additionally, the present technology may also be config-
ured as below.

(1)

An 1nformation processing apparatus, including:

a marker control unit that changes, during calibration of
an eyewear terminal, a display position of a point-of-regard
marker displayed on a display unit of the eyewear terminal;

a computational processing unit that computes an optical
axis vector expressing a gaze direction of a user by a
pupil-corneal reflection method, on a basis of a captured
image that includes a user’s eye imaged when the eye of the
user wearing the eyewear terminal 1s 1rradiated with light
from a light source, and the point-of-regard marker is
displayed at a calibration point; and

an evaluation unit that evaluates a variation of the optical
axis vector computed for a plurality of the calibration points.
(2)

The information processing apparatus according to (1),
wherein

the marker control unit moves the point-of-regard marker

to the calibration points 1n a preset sequence while keeping,
the point-of-regard marker displayed.
(3)

The information processing apparatus according to (2),
wherein

the marker control unit moves the point-of-regard marker
so that a movement speed slows down as the point-of-regard
marker approaches a destination calibration point.
(4)

The mnformation processing apparatus according to any
one of (1) to (3), wherein

the computational processing unit determines whether an
angle obtained between a currently computed optical axis
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vector and an average of the optical axis vector computed on
a basis of a history of optical axis vectors 1s greater than a
certain angle, and

11 the obtained angle 1s greater than the certain angle, the
computational processing unit does not adopt the currently
computed optical axis vector.
()

The information processing apparatus according to any
one of (1) to (4), wherein

the computational processing unit determines a variation
of a currently computed optical axis vector on a basis of
whether an angle obtained between the currently computed
optical axis vector and a marker vector from a pupil center
ol the user to the calibration point where the point-of-regard
marker 1s displayed 1s less than or equal to a certain angle,
and

11 the obtained angle 1s greater than the certain angle, the
computational processing unit does not adopt the currently
computed optical axis vector.
(6)

The information processing apparatus according to (3),
wherein

the computational processing unit does not adopt the
computed optical axis vector when a size ratio of left and
right pupils of the user 1s greater than or equal to a certain
value.
(7)

The information processing apparatus according to any
one of (4) to (6), wherein

when the optical axis vector computed by the computa-
tional processing unit 1s not adopted, the marker control unit
moves the display position of the point-of-regard marker
towards a center of a display region.
(8)

The information processing apparatus according to any
one of (1) to (7), wherein

the evaluation umt determines the variation of the optical
axis vector computed at all of the calibration points, on a
basis of a correlation relationship between a marker vector
from a pupil center of the user to the calibration point where
the point-of-regard marker 1s displayed and the computed
optical axis vector.
©)

The information processing apparatus according to (8),
wherein

when the evaluation unit determines that a correlation
coellicient expressing the correlation relationship between
the optical axis vector and the marker vector has fallen
below a certain threshold,

the marker control unit sets the calibration point to a
position shifted towards a center of a display region, and
executes calibration again.
(10)

The information processing apparatus according to any
one of (1) to (9), wherein

the computational processing unit detects bright points
due to light radiated from a plurality of paired light sources.
(11)

An information processing method, conducted by an
information processing apparatus, the method including:

changing, during calibration of an eyewear terminal, a
display position of a point-of-regard marker displayed on a
display unit of the eyewear terminal;

computing an optical axis vector expressing a gaze direc-
tion of a user by a pupil-corneal reflection method, on a basis
of a captured image that includes a user’s eye 1imaged when
the eye of the user wearing the eyewear terminal 1s irradiated
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with light from a light source, and the point-of-regard the average of the optical axis vector 1s computed based
marker 1s displayed at a calibration point; and on a history of optical axis vectors;
evaluating a variation of the optical axis vector computed reject the determined optical axis vector based on the
for a plurality of the calibration points. obtained first angle 1s greater than the second angle;
(12) 5 and
A program causing a computer to function as an infor- move the display position of the point-of-regard marker 1n
mation processing apparatus including: a direction of a center of the display based on rejection
a marker control unit that changes, during calibration of of the determined optical axis vector.
an eyewear terminal, a display position of a point-of-regard 2. The nformation processing apparatus according to
marker displayed on a display unit of the eyewear terminal; 10 claim 1, wherein the circuitry 1s further configured to move
a computational processing unit that computes an optical the point-of-regard marker so that a speed of movement of
axis vector expressing a gaze direction of a user by a the point-of-regard marker reduces based on a reduction in
pupil-corneal reflection method, on a basis of a captured distance between the point-of-regard marker and a destina-
image that includes a user’s eye imaged when the eye of the tion calibration point.
user wearing the eyewear terminal 1s irradiated with light 15 3. The information processing apparatus according to
from a light source, and the point-of-regard marker 1is claam 1, wherein the circuitry 1s further configured to:
displayed at a calibration point; and determine the variation of the determined optical axis vector
an evaluation unit that evaluates a variation of the optical based on a third angle that 1s less than or equal to a fourth
axis vector computed for a plurality of the calibration points. angle, wherein the third angle 1s obtamned between the
20 determined optical axis vector and a marker vector, and the
REFERENCE SIGNS LIST marker vector is obtained from a pupil center of the user to
the calibration point where the point-of-regard marker 1s
10 eye displayed; and reject the determined optical axis vector
14 cornea based on the obtained third angle that is greater than the
17 pupil 25 fourth angle.
100 eyewear terminal 4. The information processing apparatus according to
110 light source claim 3, wherein the circuitry is further configured to reject
120 1maging unit the etermined optical axis vector based on a size ratio of a
130 display unit left pupil and a right pupil of the user that is greater than or
140 control unit 30 equal to a determined value.
150 transceiving unit 5. The information processing apparatus according to
200 information processing apparatus claim 1, wherein the circuitry is further configured to
210 transcerving unit determine the variation of the determined optical axis vector
220 marker control unit for the plurality of calibration points based on a correlation
230 computational processing unit 35 between a marker vector and the determined optical axis
240 storage unit vector, and the marker vector is computed from a pupil
250 evaluation unit center of the user to the calibration point where the point-
300 display region of-regard marker is displayed.
The 1nvention claimed 1s: 6. The information processing apparatus according to
1. An information processing apparatus, comprising: cir- 40 claim 35, wherein the circuitry i1s further configured to:
cuitry configured to: determine a correlation coeflicient that corresponds to the
control display of a point-of-regard marker at a calibration correlation between the optical axis vector and the marker
point of a plurality of calibration points; vector, set the calibration point to a position, shifted in the
change a display position of the point-of-regard marker direction of the center of the display, based on the correla-
during calibration of an eyewear terminal, wherein the 45 tion coeflicient that 1s less than a threshold.
point-of-regard marker 1s displayed on a display of the 7. The mmformation processing apparatus according to
eyewear terminal; claim 1, wherein the circuitry 1s further configured to detect
move the displayed point-of-regard marker to the plurality bright points based on a light radiated from a plurality of
of calibration points 1n a determined sequence; paired light sources.
determine an optical axis vector that corresponds to a gaze 50 8. The information processing apparatus according to
direction of a user by a pupil-corneal reflection method, claim 1, wherein the determined sequence 1s 1n a diamond-
based on: shaped trail.

a captured image that includes an eye of the user, 9. An miformation processing method, comprising: 1n an
wherein the captured 1mage 1s obtained at a time the information processing apparatus: controlling display of a
eyewear terminal 1s worn by the user and the eye of 55 point-of-regard marker at a calibration point of a plurality of
the user 1s wrradiated with light from a light source, calibration points; changing a display position of the point-
and of-regard marker during calibration of an eyewear terminal,

the display of the point-of-regard marker at each cali- wherein the point-of-regard marker 1s displayed on a display
bration point of the plurality of calibration points; of the eyewear terminal; moving the displayed point-oi-

cvaluate a vanation of the determined optical axis vector 60 regard marker to the plurality of calibration points 1 a
for each calibration point of the plurality of calibration determined sequence; determiming an optical axis vector that
points for the calibration of the eyewear terminal; corresponds to a gaze direction of a user by a pupil-corneal
determine whether a first angle 1s greater than a second reflection method, based on: a captured image includes an

angle, wherein eye of the user, wherein the captured 1image 1s obtained at a

the first angle 1s obtained between the determined 65 time the eyewear terminal 1s worn by the user and the eye of
optical axis vector and an average of the optical axis the user 1s 1rradiated with light from a light source, and the

vector, and display of the point-of-regard marker at each calibration
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point of the plurality of calibration points; evaluating a
variation ol the determined optical axis vector for each
calibration point of the plurality of calibration points for the
calibration of the eyewear terminal;

determining whether a first angle 1s greater than a second

angle, wherein the first angle 1s obtained between the
determined optical axis vector and an average of the
optical axis vector, and the average of the optical axis
vector 1s computed based on a history of optical axis
vectors; rejecting the determined optical axis vector
based on the obtained first angle being greater than the
second angle; and

moving the display position of the point-of-regard marker

in a direction of a center of the display based on
rejection of the determined optical axis vector.

10. A non-transitory computer-readable medium having
stored therecon computer-executable instructions which,
when executed by a processor of an information processing,
apparatus, cause the processor to execute operations, the
operations comprising: controlling display of a point-oi-
regard marker at a calibration point of a plurality of cali-
bration points; changing a display position of the point-oi-
regard marker during calibration of an eyewear terminal,
wherein the point-of-regard marker 1s displayed on a display
of the eyewear terminal, moving the displayed point-oi-

10

15

20

24

regard marker to the plurality of calibration points i a
determined sequence; determining an optical axis vector that
corresponds to a gaze direction of a user by a pupil-corneal
reflection method, based on, a captured image that includes
an eye of the user, wherein the captured 1mage 1s obtained
at a time the eyewear terminal 1s worn by the user and the
eye of the user 1s 1rradiated with light from a light source,
and the display of the point-of-regard marker at each cali-
bration point of the plurality of calibration points; evaluating
a variation of the determined optical axis vector for each
calibration point of the plurality of calibration points for the
calibration of the eyewear terminal;

determining whether a first angle 1s greater than a second
angle, wherein the first angle 1s obtained between the
determined optical axis vector and an average of the
optical axis vector, and the average of the optical axis
vector 1s computed based on a history of optical axis
vectors; rejecting the determined optical axis vector
based on the obtained first angle being greater than the
second angle; and

moving the display position of the point-of-regard marker
in a direction of a center of the display based on
rejection of the determined optical axis vector.
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