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ENTERPRISE HEALTH SCORE AND DATA
MIGRATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Application Ser.
No. 62/292,791, filed on Feb. 8, 2016, which 1s incorporated

by reference 1n 1ts entirety.

FIELD

This specification generally relates to enterprise data
management.

BACKGROUND

As the volume of data utilized by user devices and across
an enterprise increases, improved methods for movement
and manipulation of data across multiple platforms and
devices are desired to provide greater system efliciency and
improved user experience.

SUMMARY

According to implementations, a system and method for
configuring various platforms of a unified, multi-platiorm
enterprise system 1s described. When a request to manipulate
a data object from one platform or category to another
platform or category 1s received, resources connected to the
data object may be retrieved and a simulation of the unified,
multi-platform enterprise system can be executed to deter-
mine the likely performance of the unified, multi-platform
enterprise system after the data object 1s reconfigured, e.g.,
assigned to be served by a diflerent server in the enterprise.
Health scores for the unified, multi-platiorm enterprise sys-
tem or a particular platform or category may be generated
based on the simulation. A user can decide based on the
health scores whether the user would like to proceed with the
requested change or to terminate the request. If the user
would like to proceed with the requested change, the
resources associated with the data object may be copied or
reconfigured so that the data object can operate or be
executed 1n the destination platform or category.

These and other techniques enable a user to remotely
configure many types ol applications, documents, and other
clements of an enterprise computing system. For example, a
user can 1nstruct the system to assign an application or
document to be served in a particular computing environ-
ment, e.g., a particular grouping of servers, which may be
designated for a particular purpose or task. The system can
then 1dentity metadata, data sources, resource dependencies,
and other needs of the selected application or document, and
automatically configure the particular computing environ-
ment to support the selected application or document.

In general, one aspect of the subject matter described in
this specification may include a computer-implemented
method including operations of receiving, by the one or
more computers, a request from a user to change a configu-
ration of a computing environment provided by one or more
servers, 1n response to receiving the request and before
performing the requested change 1n the configuration of the
environment: determining, by the one or more computers, an
estimated measure of performance that represents a level of
performance of the computing environment i changed
according to the request, and providing, by the one or more
computers, data indicating performance measures indicating
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the estimated measure of performance for the environment
corresponding to the change in the configuration of the
environment. After providing the data indicating the esti-
mated performance measures, the computers receive data
indicating user iput confirming the request to change the
configuration of the environment, and perform the requested
change 1n the configuration of the computing environment.

In some 1mplementations, recerving the request from the
user to change a configuration of the computing environ-
ment mcludes recerving an mput mstructing the one or more
computers to copy or move one or more objects from a {first
computing environment to a second computing environ-
ment.

In some 1mplementations, receiving the request from the
user to change a configuration of the computing environ-
ment includes: recerving an indication that a drag and drop
operation has been executed, in which one or more respec-
tive representations of the one or more objects are dragged
from a representation of the first computing environment
and dropped to a representation of the second computing
environment in the drag and drop operation, or receiving an
indication that a copy and paste operation has been executed,
one or more respective representations of the one or more
objects being copied from a representation of the first
computing environment and placed a representation of the
second computing environment 1n the copy and paste opera-
tion.

In some implementations, the first computing environ-
ment 1s a first computing environment provided by a first
server system and the second computing environment 1s a
second computing environment provided by a second server
system, wherein the second server system 1s different from
the first server system.

In some 1mplementations, the operations further include
determining one or more assets associated with the one or
more objects, and executing migration of the one or more
objects from the first computing environment to the second
computing environment, the migration of the one or more
objects form the first computing environment to the second
computing environment including configuring the one or
more assets associated with the one or more objects for the
second computing environment.

In some implementations, the one or more assets associ-
ated with the one or more objects includes one or more of:
a metadata model associated with the object, data indicative
of users associated with the object, data structures associated
with the object, and data sources associated with object.

In some implementations, configuring the one or more
assets associated with the one or more objects for the second
computing environment includes: copying the one or more
assets from the first computing environment to the second
computing environment, or reconfiguring the one or more
assets to operate 1n the second computing environment.

In some implementations, the operations further include
one or more of: determining a category or subcategory of the
object, determining a file type of the object, determining a
programming language used to program the object, and
determining an i1dentification feature of the object.

In some 1mplementations, the operations further include
generating an alert based on the estimated performance
measure of the computing environment corresponding to the
second computing environment, the alert including: a first
alert indicating: (1) that the computing environment corre-
sponding to the second computing environment 1s predicted
to be impacted negatively by the object migration by less
than a threshold amount, and (1) a proceed with caution
message indicating that a user should proceed with the
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object migration with caution, a second alert indicating that:
(1) the computing environment corresponding to the second
computing environment 1s predicted to be impacted nega-
tively by the object migration by more than a threshold
amount, and (1) the object cannot be migrated without
system administrator approval, or a third alert indicating
that: (1) the computing environment corresponding to the
second computing environment 1s predicted to be harmed by
the object migration, and (11) the object migration cannot be
completed, and transmitting the alert to a user device.

In some implementations, the one or more objects include
a server-hosted application, determining one or more assets
associated with the one or more objects includes determin-
ing users, application settings, data source connections, and
object definitions associated with the server-hosted applica-
tion, and executing migration 1mncludes migrating the deter-
mined users, application settings, data source connections,
and object definitions associated with the server-hosted
application to the second computing environment.

In some 1mplementations, the estimated performance
measure includes data indicative of one or more of a
response time ol the object, a reliability of the second
computing environment, data processing speed of the sec-
ond computing environment, data processing capacity of the
second computing environment, available storage in the
second computing environment, user capacity of the second
computing environment, security status of the second com-
puting environment, and network connectivity of the second
computing environment.

In some 1mplementations, another aspect of the disclosed
subject matter includes a computer-readable storage medium
storing 1nstructions executable by one or more computers
which, upon such execution, cause the one or more com-
puters to perform operations including: recerving, by the one
or more computers, a request from a user to change a
configuration of a computing environment provided by one
Or more servers, 1n response to receiving the request and
betore performing the requested change in the configuration
of the environment: determining, by the one or more com-
puters, an estimated measure of performance that represents
a level of performance of the computing environment 1f
changed according to the request, and providing, by the one
or more computers, data indicating performance measures
indicating the estimated measure of performance for the
environment corresponding to the change in the configura-
tion of the environment. After providing the data indicating
the estimated performance measures, the one or more com-
puters receive data indicating user input confirming the
request to change the configuration of the environment, and
perform the requested change 1n the configuration of the
computing environment.

In some implementations, receiving the request from the
user to change a configuration of the environment provided
by the one or more servers includes receiving an input to
COpy Oor move one or more objects from a first computing
environment to a second computing environment.

In some 1implementations, receiving the request from the
user to change a configuration of the environment provided
by the one or more servers includes: receiving an indication
that a drag and drop operation has been executed, one or
more respective representations of the one or more objects
dragged from a representation of the first computing envi-
ronment and dropped to a representation ol the second
computing environment in the drag and drop operation, or
receiving an indication that a copy and paste operation has
been executed, one or more respective representations of the
one or more objects being copied from a representation of
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the first computing environment and placed a representation
of the second computing environment 1n the copy and paste
operation.

In some implementations, the first computing environ-
ment 1s a first computing environment provided by a first
server system and the second computing environment 1s a
second computing environment provided by a second server
system, wherein the second server system 1s different from
the first server system.

In some 1mplementations, the operations further include
determining one or more assets associated with the one or
more objects, and executing migration of the one or more
objects from the first computing environment to the second
computing environment, the migration of the one or more
objects form the first computing environment to the second
computing environment including configuring the one or
more assets associated with the one or more objects for the
second computing environment.

In some implementations, the one or more assets associ-
ated with the one or more objects includes one or more of:
a metadata model associated with the one or more objects,
data indicative of users associated with the one or more
objects, data structures associated with the one or more
objects, and data sources associated with the one or more
objects.

In some implementations, another aspect of the disclosed
subject matter includes a system that includes one or more
computers and one or more storage devices storing instruc-
tions that upon execution by the one or more computers,
cause the one or more computers to perform operations. The
operations include receiving, by the one or more computers,
a request from a user to change a configuration of a
computing environment provided by one or more servers, 1n
response to recerving the request and before performing the
requested change 1n the configuration of the environment:
determining, by the one or more computers, an estimated
measure of performance that represents a level of perfor-
mance of the computing environment 1f changed according
to the request, and providing, by the one or more computers,
data indicating performance measures indicating the esti-
mated measure of performance for the environment corre-
sponding to the change in the configuration of the environ-
ment. After providing the data indicating the estimated
performance measures, the one or more computers receive
data indicating user input confirming the request to change
the configuration of the environment, and perform the
requested change 1n the configuration of the computing
environment.

In some 1mplementations, recerving the request from the
user to change a configuration of the environment provided
by the one or more servers includes receiving an mput to
COpYy Or move one or more objects from a first computing
environment to a second computing environment.

In some implementations, the first computing environ-
ment 1s a first computing environment provided by a first
server system and the second computing environment 1s a
second computing environment provided by a second server
system, wherein the second server system 1s different from
the first server system.

In general, another aspect of the subject matter described
in this specification may include a computer-implemented
method including operations of recerving an input to copy or
move one or more objects from a first computing environ-
ment to a second computing environment, determining one
or more assets associated with the one or more objects, and
determining a likely performance of an environment corre-
sponding to the second computing environment when the




US 10,440,153 Bl

S

one or more objects are to be copied or moved to the second
computing environment. The likely performance of the
environment corresponding to the second computing envi-
ronment including a likely health score of the environment
corresponding to the second computing environment. The
operations further include providing data indicating perfor-
mance measures indicating the likely performance of the
environment corresponding to the second computing envi-
ronment, receiving data indicating user input confirming the
operation to copy or move the one or more objects from the
first computing environment to the second computing envi-
ronment after providing the data indicating the performance
measures, and executing migration of the one or more
objects from the first computing environment to the second
computing environment. The migration of the one or more
objects from the first computing environment to the second
computing environment includes configuring the one or
more assets associated with the one or more objects for the
second computing environment.

In some 1mplementations, the receiving the mput to copy
or move one or more objects from the first computing
environment to the second computing environment includes
receiving an indication that a drag and drop operation has
been executed or receiving an indication that a copy and
paste operation has been executed. In the drag and drop
operation, the one or more respective representations of the
one or more objects are dragged from a representation of the
first computing environment and dropped to a representation
of the second computing environment. In the copy and paste
operation, one or more respective representations of the one
or more objects are copied from a representation of the first
computing environment and placed a representation of the
second computing environment.

In some implementations, the one or more assets associ-
ated with the one or more objects include one or more of a
metadata model associated with the object, data indicative of
users associated with the object, data structures associated
with the object, and data sources associated with object.

In some implementations, the operations further include
one or more of determining a category or subcategory of the
object; determining a file type of the object; determining a
programming language used to program the object; and
determining an i1dentification feature of the object.

In some implementations, the likely health score of the
second environment includes data indicative of one or more
of a response time of the object, a reliability of the second
environment, data processing speed of the second environ-
ment, data processing capacity of the second environment,
available storage in the second environment, user capacity of
the second environment, security status and indicators of the
second environment, and network connectivity and perfor-
mance of the second environment.

In some implementations, the operations further include
generating an alert based on the determined likely perfor-
mance of the environment corresponding to the second
computing environment and transmitting the alert to a user
device. The alert includes one of: a first alert indicating: (1)
that the environment corresponding to the second computing
environment 1s predicted to be impacted negatively by the
object migration by less than a threshold amount, and (11) a
proceed with caution message imdicating that a user should
proceed with the object migration with caution; a second
alert indicating that: (1) the environment corresponding to
the second computing environment 1s predicted to be
impacted negatively by the object migration by more than a
threshold amount, and (1) the object cannot be migrated
without system admimstrator approval; and a third alert
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indicating that: (1) the environment corresponding to the
second computing environment 1s predicted to be harmed by
the object migration, and (11) the object migration cannot be
completed.

In some implementations, the configuring of the one or
more assets associated with the one or more objects for the
second computing environment includes copying the one or
more assets from the first computing environment to the
second computing environment, or reconfiguring the one or
more assets to operate in the second computing environ-
ment.

In some 1mplementations, the one or more objects com-
prise a server-hosted application. The determining one or
more assets associated with the one or more objects includes
determining users, application settings, data source connec-
tions, and object definitions associated with the server-
hosted application. The executing migration includes
migrating the determined users, application settings, data
source connections, and object definitions associated with
the server-hosted application to the second computing envi-
ronment.

Other features may include corresponding systems, appa-
ratus, and computer programs encoded on computer storage
devices configured to perform the foregoing actions.

The subject matter described 1n this specification can be
implemented in particular embodiments so as to realize one
or more of the following advantages. The disclosed tech-
niques can provide real-time and historical trend data on
performance metrics for a system migration by using bench-
marks for the current system and projecting performance for
the migrated system with known characteristics of the
migrated system. The method provides users with a snapshot
of the estimated performance of a migrated system and
allows users to make informed decisions regarding their
computing needs and to eflectively manage their resources.
The techniques can improve the reliability of computer
systems by anticipating potential errors or decreases in
responsiveness. For example, the system can monitor the
number of users assigned to a server, the storage space
availlable for the server, and other factors, and determine
when available resources are insuflicient to maintain a
particular level of performance (e.g., responsiveness or
throughput) for the expected demand.

The disclosed method allows users to customize perfor-
mance reports and focus computing resources on monitoring
resources that are crucial for a specific use case. When
available computing resources are not suflicient for the
enterprise, newly generated environments can be established
by the system. For example, the system allows a user to
migrate data and tasks to diflerent environments, including
existing environments or environments that are created by
the system. This migration can be done at a fine-grained
level, allowing the system to migrate specific applications,
documents, or data to be served by a specific environment.
The system also enables users to specific users, or specific
groups of users, to be served by particular server environ-
ments, allowing computing resources to be managed more
cihiciently. For example, users with high demands on the
server can be assigned to specific servers or environments
within the enterprise computing system to avoid impacting
other users. As another example, the system can dedicate
specific resources to certain prioritized users or departments
in an organization to ensure that a high level of performance
1s consistently available, regardless of other demands on the
computing system.

The details of one or more implementations are set forth
in the accompanying drawings and the description, below.
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Other features will be apparent from the description and
drawings, and from the claims.

DESCRIPTION OF DRAWINGS

FIGS. 1A-1B are illustrations of an example of a unified,
multi-platform enterprise system.

FIG. 2 illustrates a screenshot of a graphical user interface
(GUI) to access the unified, multi-platform enterprise sys-
tem.

FIG. 3 1s an exemplary illustration of a drag-drop opera-
tion performed in the GUI.

FIG. 4 1s an exemplary illustration of a system perior-
mance prediction indicator.

FIG. 5 1s an exemplary illustration of system performance
alerts.

FIG. 6 1s an exemplary illustration of an overall system
health score.

FIG. 7 1s an exemplary illustration of a multi-application
status 1ndicator.

FIG. 8 1s an exemplary 1illustration of a GUI displaying a
status of a cloud-based environment.

FIG. 9 1s an exemplary illustration of a GUI displaying an
indicator of a cloud-based environment.

FIG. 10 1s an exemplary illustration of a drag-drop
operation to drop objects 1n a cloud-based environment.

FIG. 11 1s an exemplary 1llustration of a tasks and status
indicator for a drag-drop operation to drop objects 1 a
cloud-based environment.

FIG. 12 1s an exemplary illustration of GUI providing
information regarding computers in a cloud-based environ-
ment.

FIG. 13 1s an exemplary 1illustration of an operation to
fence users.

FIG. 14 1s an exemplary 1illustration of an operation to
fence users.

FIG. 15 1s an exemplary 1llustration of an operation to
fence users.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

Referring to FIG. 1A, a multi-platiorm system 100 across
an enterprise 1s illustrated. In general, an enterprise may
include various systems, components, platforms, and con-
figurations. As shown 1n FIG. 1A, the various platforms may
include, for example, one or more of enterprise assets 110,
tools 120, a client system 130, services 140, and a repository
including resources 150.

In some 1mplementations, the client system may include,
but 1s not limited to, one or more of security applications,
device analytic applications, and various other custom appli-
cations. The device applications may be applications used on
devices provided by the enterprise. These devices may
include any suitable electronic device such as, for example,
a personal computer, a laptop, a mobile telephone, a smart
phone, a personal digital assistant, an electronic pad, a smart
watch, a smart TV, a mobile audio or video player, a game
console, smart glasses, or a combination of one or more of
these devices.

In some 1implementations, the services may include, but
are not limited to, one or more of reporting services,
analytical services, transactional services, distribution ser-
vices, alerting services, security services, physical access
services, logical access services, telemetry services, multi-
media services, visualization services, and statistical ser-

10

15

20

25

30

35

40

45

50

55

60

65

8

vices. These services may be provided through enterprise
systems or through an Internet-based cloud system.

In some implementations, the tools may include, but are
not limited to, one or more of a data enrichment tool, a
modeling tool, an analytical tool, a report development tool,
a visualization tool, an application development tool, a
testing tool, an administration tool, a deployment tool, a
command/automation tool, a monitoring tool, an APl/web
services tool, an install tool, and a translation tool.

In some implementations, the enterprise assets may
include, but are not limited to, one or more of relational
databases, an online analytical processing (OLAP) service,
a cloud database, a local database, an XML database, big
data services and databases, directory services, virtual pri-
vate network (VPN) services, on-premises applications,
cloud applications, one or more devices, one or more
servers, content management systems (CMS), picture
archiving and communication services (PACS), and Extract,
Transform, and Label services.

In some 1mplementations, the repository 1s a storage
database that may store various data including one or more
ol applications, documents, objects, and models. The appli-
cations may include, for example, dossier applications,
dashboard applications, periodic report applications, seli-
service report applications, mobile applications, web portals,
digital badge applications, OLAP cube applications, alert
service applications, and extranet applications. The docu-
ments may include, for example, grids, maps, charts, reports,
dashboards, datasets, cubes, badges, forms, and credentials.
The objects may include, for example, template objects,
metric objects, group objects, filter objects, consolidation
objects, prompt-related objects, threshold objects, hierarchy
objects, search objects, autostyle objects, door-related
objects, beacon objects, key objects, style objects, user
indicators, and device-indicating objects. The models may
include, for example, a data model, a security model, a
system model, and a network model.

The client systems, services, tools, enterprise assets, and
repository platforms are connected through one or more
networks and, combined, provide a unified system for enter-
prise analytics, mobility, and security. The unified enterprise
system may provide access to a large volume of data for a
large number of devices. Access to the unified enterprise
system may be provided through a graphical user interface
(GUI). This GUI may be provided as part of a native
application, a web application, a web page, or 1n another
format. However, moving or copying data from one platform
or category to another may be problematic. For instance,
when an object from one platform 1s moved to another
platform, user designations, access mformation, and other
data associated with the object 1s not moved. If a user selects
the object i the platform to which the object has been
moved to, the object may be missing one or more data
associated with the object thereby preventing proper utili-
zation or execution of the object.

To address this challenge, an eflicient method and system
to manipulate data across the various platiorms 1s disclosed.
Implementations of such a system are described in further
detail with reference to FIGS. 2-15.

FIG. 1B illustrates the unified multi-platform enterprise
system 100 and 1ts connections. The system 100 includes a
third-party management server 160, cloud servers 170, local
servers 180, and user devices 194 and 196.

The network 190 1s configured to enable exchange of
clectronic communications between devices connected to
the network 190. For example, the network 190 may be
configured to enable exchange of electronic communica-
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tions between the management server 160, the cloud servers
170, the local servers 180, and the user devices 194 and 196.

The network 190 may include, for example, one or more
of the Internet, Wide Area Networks (WANs), Local Area
Networks (LANs), analog or digital wired and wireless
telephone networks (e.g., a public switched telephone net-
work (PSTN), Integrated Services Digital Network (ISDN),
a cellular network, and Dagital Subscriber Line (DSL)),
radio, television, cable, satellite, or any other delivery or
tunneling mechanism for carrying data. The network 190
may include multiple networks or subnetworks, each of
which may include, for example, a wired or wireless data
pathway. The network 190 may also include a circuit-
switched network, a packet-switched data network, or any
other network able to carry electronic communications (e.g.,
data or voice communications). For example, the network
190 may include networks based on the Internet protocol
(IP), asynchronous transier mode (ATM), the PSTN, packet-
switched networks based on IP, X.25, or Frame Relay, or
other comparable technologies and may support voice using,
for example, VoIP, or other comparable protocols used for
voice communications. The network 190 may include one or
more networks that include wireless data channels and
wireless voice channels. The network 190 may be a wireless
network, a broadband network, or a combination of net-
works including a wireless network and a broadband net-
work.

The management server 160 may be operated by an entity
that 1s independent from the operator of the cloud server 170
or the local server 180. In such implementations, the man-
agement server 160 operates as a trusted platform that one
or more enterprises use to manage environments for multiple
users. For example, the management server 160 may allow
multiple different enterprises to migrate, manage, upgrade,
etc. the environments that a user can access through various
applications. The management server 160 can be a server
system that includes one or more computing devices.

The cloud server 170 may be one or more virtual servers.
In some 1mplementations, the cloud server 170 runs on a
cloud computing environment, and includes all of the sofit-
ware 1t requires to run. The cloud server 170 may not depend
on any centrally-installed software, and may host any of
various components of the system 100, including the assets
110, the tools 120, the clients 130, the services 140, or the
resources 150. In some implementations, the cloud server
170 1s the same as the management server 160.

The local server 180 may be one or more physical servers
local to the enterprise associated with the system 100. The
local server 180 may host any of various components of the
system 100, including the assets 110, the tools 120, the
clients 130, the services 140, or the resources 150.

The user 192 may belong to an enterprise or organization,
and may interact with the system 100 through the user
devices 194 and 196. The user devices 194 and 196 can be
mobile computing devices, such as smart phones, laptop
computers, etc. associated with the user 192. The user
devices 194 may run or otherwise access applications that
provide access to the resources 150 of the system 100. For
example, the user device 196 may be a desktop computer
through which the user 192 may access a particular VM 150
in the system 100.

FIG. 2 illustrates a GUI 200 through which a user may
access the unified, multi-platform enterprise system. This
GUI 200 may be provided by a client device, with infor-
mation populated from data provided by a server system. For
example, a client device can run a management application
to view and configure settings of the various servers, client
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devices, applications, documents, and other elements 1n the
enterprise. The GUI 200 may be divided into one or more
portions 210, 220, 230, 240, and 250. In one portion, for
example 1n categories portion 210, a list of categories
corresponding to the various platforms 1n the unified, multi-
platform enterprise system 1s displayed. Within each cat-
egory, a list of various data objects can also be provided. For
example, within the “Documents” category, various types of
sub-categories such as Dossiers, dashboards, reports, forms,
charts, maps, grids, etc. are listed. Within the “Analytics”
category, various types ol sub-categories corresponding to
filters, objects, and models are listed. Withun the “Security™
category, users and badges are listed. Within the “Others”
category, “Media” and “Styles” sub-categories are listed.
Within the “Logic” category, “Alerts,” “Schedules,”
“Scripts”, and “Workilows™ sub-categories are listed. In
general, 1t should be understood that any suitable type of
category in the unified, multi-platform enterprise system
available for access to the user may be listed 1n categories
portion 210.

In the illustrated example, a “Dossiers” subcategory 1s
selected by the user. A dossier represents, for example, a
user-defined collection of documents, interactive interface
clements, and other content. A dossier may include links to
live, changing data sources, and may draw on various
databases and servers to populate information, refresh
charts, tables, and other visualizations, and respond to user
interactions within the interface of the dossier. Thus, use of
a dossier, like running a server-based application, serving of
a document, or performing a database search, can consume
system resources within a computing environment. A dos-
sier, like a dashboard, form, report, or other document, may
be interactive and may respond to user actions, €.g., to filter,
edit, annotate, adjust views, and so on. Displaying docu-
ments can involve generating charts, graphs, maps, tables,
and other visualizations. These visualizations, and collection
of the data for them, can be performed by the server system
that serves the document, by a client device that displays the
document, or a combination of both.

In response to the selection, portions 220, 230, and 240
are displayed with information indicative of one or more
dossiers available 1n the “Documents” category. For
example, portion 220 may display one or more of an
alphanumeric text and a graphical representation of a dossier
“Corporate Performance” created, accessed, or modified by
a user in the enterprise system today. Portion 230 may
display one or more of an alphanumeric text and a graphical
representation of dossiers created, accessed, or modified by
a user 1n the enterprise system yesterday. Portion 240 may
display one or more of an alphanumeric text and a graphical
representation of dossiers created, accessed, or modified by
a user 1n the enterprise system at a particular date (e.g., three
days ago). In general, portions 220, 230, and 240 may
display dossiers 1in any type of subcategory arrangement
(e.g., by subject, by date, by author, by editor, by modifier,
etc.).

The GUI 200 and the supporting server system enable a
user to configure server systems and their interactions with
documents, users, data sources, applications, and other ele-
ments of the enterprise. For example, a user may select a
document, 1n this instance one of the “dossier” type, and
assign 1t to be served by a particular application and/or
server environment. As shown 1n FIG. 2, a user may select
the “Corporate Performance™ dossier 1con and drag the icon
to the “Applications” sub-category. In response to the drag,
¢.g., while the user holds the 1con over the “Applications”
entry in the navigation bar, the GUI may change to provide
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an interface that displays on-premises environments in the
Applications sub-category. As shown 1n FIG. 3, the user may
proceed to drop the “Corporate Performance” dossier rep-
resentation on a “Merit” application representation.

FI1G. 3 illustrates a second GUI 300 provided in response
to the user interactions shown 1 FIG. 2. The GUI 300 shows
representations of the “Aqueduct Production,” “Aqueduct
Test,” and “Aqueduct Development” environments, and
applications within the respective environments. As an
example, the “Aqueduct Production” environment includes
a “Ment” application, a “Human Resource” application, and
a “Finance” application. As noted above, the user may drag
and drop the “Corporate Performance” dossier representa-
tion on the “Merit” application representation.

In general, an environment may refer to a collection of
one or more computing machines. A drag and drop operation
may correspond to a move or copy and paste operation for
a particular data object, such as a client 140 or a resource
150. For example, 1f a user drags and drops an 1con repre-
senting a document from one platform to a destination
platform, 1n some cases, the document may be moved to the
destination platform. In some cases, the document may be
copied and stored at the destination platform.

However, moving an object may not simply transier a
single file. The system 1s configured so that moving objects
can also migrate auxiliary data, settings, and user access. For
example, moving a dossier from one application to another,
or from one environment may initiate a series of tasks that
connect and disconnect data sources, migrate users and
resources between systems, and so on, as described below.
Moving a document can thus change which servers or
environments host the document and serve i1t to a set of
users. Similarly, moving objects such as applications and
databases, while shown 1n a simple interface, can initiate
various processes to address the dependencies and require-
ments ol those applications.

In response to completing the drag and drop operation by
dragging and dropping the graphical representation of the
“Corporate Performance” dossier (hereinaiter referred to as
“object”) on the “Merit” application representation, a system
performance prediction indicator may be displayed. In some
implementations, the system performance prediction indi-
cator may be implemented as a window, notification, alert,
or message that provides information indicative of the likely
performance of one or more portions of the unified, multi-
platform enterprise system. To provide system performance
prediction information, the unified, multi-platform enter-
prise system may generate a simulation of the environment
with the moved data to predict the performance of the
unified, multi-platform enterprise system. As part of the
simulation, the unified, multi-platform enterprise system
may determine the type of object (e.g., dossier) being moved
and 1dentily each asset of the object.

Determining the type of object may include one or more
ol determining a category or subcategory of the object, an
asset of the object, a file type of the object, a programming
language used to program the object, and, 1n general, deter-
mimng any 1dentification feature of the object. Assets of the
object may include one or more a metadata model associated
with the object, data indicative of users associated with the
object, data structures associated with the object, and data
sources associated with object.

In some implementations, a metadata model associated
with the object includes information indicating how meta-
data for the object can be obtained and assigned to the object
and how the metadata can be represented. The metadata
model may include classifications of data that can be
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assigned to the object and a worktlow model that provides
a method to access and or use the object and the object’s
metadata.

In some 1mplementations, data indicative of users asso-
ciated with the object may include data identifying one or
more users of the unified, multi-platform enterprises system
that have interacted with the object 1n any manner, and, for
cach user, data that indicates a relationship or interaction
between the user and the object. The relationship or inter-
action of the user may include, for example, a creation of the
object, a modification of the object, a view or access of the
object, an edit of the object, a migration of the object, a
copying of the object, and, 1n general, any action taken by
the user connected to the object.

In some implementations, data structures associated with
the object may include, for example, an indication of a
programming language 1n which the object 1s programmed
in or can be executed in, a programming code or algorithm
for implementing the object, and data indicating how to
access or execute the object. The data structures may include
keys, hash tables, compiler data, format data, encryption/
decryption information, compression information, and pass-
word and security information.

In some 1mplementations, data sources associated with
object include any source, location, or resource from which
data 1s imported or used by the object when the object 1s
executed.

Retferring to FIG. 4, 1n response to the user request to
change the configuration of the “Corporate Performance”
document, the management server 160 generates perfor-
mance estimates representing the performance that would
occur if the requested change was made. In some 1mple-
mentations, the client device provides information ndicat-
ing the requested change to the management server 160, and
may send a request for the management server 160 to
provide performance estimates corresponding to the change.
In other implementations, the client device that showed the
GUI 300 simply requests that the change to the computing
system be made, and the management server 160 evaluates
the performance impact before carrying out the change.
Estimates may be requested to be generated for all changes
to enterprise assets, only for changes imvolving certain data
assets or computing devices, only for certain users or
documents, or for specific types of actions.

The management server 160 can access logs or other data
indicating performance of the document in the current
configuration (e.g., response time, throughput, reliability,
CPU load, memory usage, etc.), and can determine predicted
performance measures for the same performance measures.
The predicted performance measures can be generated after
the user request, to indicate estimates specific to the con-
figuration change that the user requested, e.g., taking into
account the characteristics of the document or other resource
to be moved, the data sources relied on by the document, the
configurations and other demands on the source server
environment and the destination server environment, the
usage patterns of the users that use the document, and so on.

The management server 160 also compares the predicted
performance for the document with the current performance
of the document. The management server 160 determines
that the performance would change, and that the change
would decrease performance by at least a threshold amount.
For example, predetermined thresholds can be set for each
of multiple performance metrics to represent when users
should be notified. For example, a change that reduces
reliability 20% or more, or increases response time more
than 50%, or 1s predicted to increase average CPU load more
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than 10% can trigger a notification of the potential adverse
ellects of the user’s requested change. The thresholds can
measure relative changes with respect to the current con-
figuration. The thresholds may additionally or alternatively
measure absolute performance, e.g., whether average CPU
load would exceed 80%, 1f available storage 1s less than a
particular amount, or i1f the number of users that would be
assigned would exceed a particular amount.

If the predicted performance measures do not meet the
threshold, and thus indicate that performance aifter the
change would be acceptable, the management server 160
carries out the requested change. The management server
160 may acknowledge the request and provide confirmation
when the configuration change has been completed.

If the predicted performance measures meet the thresh-
olds, and thus indicate that performance after the change
would be unacceptable, then the management server 160
temporarily blocks the change. In response to determiming,
that the predicted performance following the requested
change would trigger one of the thresholds, e.g., would
decrease performance by at least a predetermined minimum
amount, the management server 160 provides a notification
to the client device that indicates the potential effects of the
requested change. For example, the management server 160
can provide a message instructing the client device to show
a user interface to the user. The message may include
information indicating performance measures before the
change and predicted performance measures representing
the capability of the system after the change.

As shown 1n FIG. 4, 1 response to the message from the
management server 160, a system performance prediction
indicator (SPPI) 402 1s displayed on a GUI 400 user’s device
as a “Heads Up” window and provides information that
compares the likely performance of the environment (e.g.,
“Aqueduct Production™) and object (e.g., “Corporate Per-
formance” dossier) after the object 1s migrated relative to the
performance of the environment and object before the object
1s migrated. For example, as shown 1 FIG. 4, the SPPI
indicates that by migrating the object into the new environ-
ment, enterprise system reliability may drop by 32.7% and
a response time of the object may increase by 42.7%. The
reliability and response time information may be part of an
anticipated health score presented to the user that reflects a
likely state of one or more portions of the enterprise system
if the object 1s migrated. Although the change 1n reliability
and response time shown in FIG. 4 1s provided in a per-
centage change, 1n some cases, the change may be presented
in non-relative terms. For example, the SPPI may indicate
that the response time will likely increase from 3 millisec-
onds to 3.6 milliseconds and the increase may correspond to,
for example, a 42.7% increase. The SPPI 402 can indicate to
the user that the requested change has not been made, and
requires confirmation before the configuration change will
be carried out. By blocking or deferring execution of the
requested change, the system can limit the potential for
changes with unintended consequences to adversely allect
the enterprise computing system. Similarly, erroneous or
inadvertent changes can be i1dentified and stopped more
casily.

The health score calculations may be executed before the
scores are requested. For example, the health scores may be
calculated periodically, and may be available very quickly
upon request. In some 1mplementations, the health scores
may be calculated 1n response to certain actions taken with
respect to the system 100. For example, the health scores can
be calculated 1n response to an environment migration, a
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change 1n configuration to the environment, and various
other actions taken within the system 100.

The health score calculations can be based on specific
performance metrics of the system 100. For example, the
health score calculations can be based on an amount of time
for a report to be generated (e.g., a standard report used for
benchmarking, or a particular report specific to and used in
the organization), a response time of a particular server to a
ping, a load time of a server when an application 1s
requested, and various other performance metrics. The task
ol generating a report or generating other types ol docu-
ments can provides information about particular character-
1stics and performance metrics of a system. In some 1mple-
mentations, generating a report mvolves extracting values
from data sources and populating various fields of the report.
For example, a report may be a template with fields for
specific characteristics of the system including available
memory, percentage of CPU used, and various other char-
acteristics.

In some 1mplementations, the health scores may be cal-
culated by migrating the selected object and generating a
report using the object 1n the new environment, which may
be an existing environment in the enterprise or a newly
generated environment created by the system. For example,
a health score for a migration of a user named Brad may be
calculated by migrating a copy of Brad’s processes into the
new environment and then generating a report on particular
characteristics of Brad’s processes. The health score for
Brad’s migration to the new environment may include an
indication of Brad’s eflect on the new environment. In such
examples, the migration may be temporary, and the user may
be able to reverse the migration after being presented with
the eflects of the migration. In some implementations, a
simulation of aspects of the migration may be performed
without actually mitiating or temporarily performing migra-
tion. For example, a profile of usage patterns of a user or
group of users may be determined from logs or other usage
records. The profile may indicate, for example, a frequency
ol database accesses, typical storage requirements, types of
queries run, etc. From this profile, actions similar to those 1n
the profile can be performed in the new environment to
measure performance, even without performing the same
actions or using the same documents the users actually used.

In some 1implementations, the health scores for a migra-
tion from a current environment to a new environment (e.g.,
one different from the previous environment) may be cal-
culated by using known characteristics of the new environ-
ment. In such examples, the health scores provide accurate
predictions for the performance of the object being migrated
in the new environment. Benchmark results or scores for
particular characteristics of the initial system are taken prior
to the migration, and these benchmark values can be used to
estimate performance of the system in the new environment.
For example, 1f the system has access to 32 computing cores
in the current environment and has access to only 16 cores
in the new environment, a projection that the system has
reduced access to processing power can be generated. A
health score for the migration of the system may indicate
that there 1s a reduced performance, and, for example,
reports may take longer to generate, applications may take
longer to imitialize, etc. In some implementations, health
scores and other measures are generated by the management
server 160 and provided to a user’s client device for display.
In some implementations, health scores and other measures
are generated by a client device, for example, by computing
the scores from data from the management server 160 and/or
one or more databases. The scores can be generated 1n
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response to a notification from a management server or in
response to a policy for the enterprise. As an example, a
policy may indicate that certain actions, such as changing
the assignment for an item to be served from one environ-
ment (e.g., a {irst server system) to a second environment
(e.g., a second server system), should always be evaluated
for performance impact.

In general, the anticipated health score may include
various suitable system performance indicators. For
example, the anticipated health score may 1nclude, but 1s not
limited to, data indicative of one or more of a response time,
reliability, data processing speed, data processing capacity,
available storage, user capacity, security status and indica-
tors, and network connectivity and performance.

The system may generate the expected load characteris-
tics 1n response to the user action to drag from one portion
of an environment to another. To generate health scores or
performance predictions, the system may access data indict-
ing prior usage of the object and current configuration data.
Various documents, applications, and other objects may be
profiled to indicate typical usage patterns and resource
requirements. For example, bandwidth, storage, and com-
putation requirements can be determined from the charac-
teristics of the application, determined from previous access,
or estimated from objects with similar characteristics. In this
manner, the resource needs of an object can be known at the
time a user attempts a change. The available capacity of the
destination environment, and the recent history for the
environment, can be used also to generate the scores.

The SPPI may also provide supplementary information
regarding the object. For example, as shown 1n FIG. 4, the
SPPI may provide information regarding a reliability of the
object or a remaining user capacity for the object prior to
migration of the object. In some 1mplementations, the SPPI
may also provide one or more ol reports, analyses, or
recommendations regarding the migration of the object. The
SPPI may provide guidance to a user regarding the etlects of
the migration of the object on the performance of the system
or environment.

For example, as shown 1n FIG. 4, the SPPI indicates that
migration of the object “might cause the environment to be
in bad performance.” In some implementations, the SPPI
may provide a recommendation and/or instructions for
migrating the object to another environment or category as
a more suitable option for data migration or for improved
system performance. In some implementations, the SPPI
may provide a recommendation not to migrate the object.

In some implementations, the SPPI may provide feedback
to the user 1in terms of which functionality would be aflected.
The feedback may be provided through a user interface such
as an application dashboard, a separate window, etc. In some
implementations, the SPPI may provide a visual represen-
tation of the eflect of a user’s actions (e.g., an object
migration) on the environment or system. For example, the
SPPI may provide a visual data representation of the change
the migration of a particular machine to a new environment
would have on the environment through a bar graph on a
dashboard interface displayed to a user. In other examples,
the SPPI may provide a textual indication of the effect of an
object migration on a particular environment or system’s
performance, such as “Are you sure you wish to complete
this migration? The change in report generation time 1s +0.6
seconds, 1ndicating a 45% decrease 1n performance.”

In some 1mplementations, the SPPI may classity the
predictions into different alert levels and provide an indica-
tion of the alert level to the user. For example, the SPPI may
use a four-level alert system such that: in the first level, the
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enterprise system 1s not predicted to be impacted negatively
by the object migration and no warning message 1S gener-
ated for the user; 1n the second level, the enterprise system
1s predicted to be impacted negatively by the object migra-
tion by less than a threshold amount, and a proceed with
caution alert message 1s generated and presented to the user;
in the third level, the enterprise system 1s predicted to be
impacted negatively by the object migration by more than a
threshold amount and an alert indicating that the object
cannot be migrated without a system administrator’s
approval 1s generated for the user; and, 1n the fourth level,
the enterprise system 1s predicted to be harmed significantly
(e.g., much greater than the threshold amount) by the object
migration and an alert indicating that the object migration
cannot be completed 1s generated for the user. Although a
four level alert system 1s described, multiple levels of alert
may be used to communicate the likely eflectiveness, secu-
rity, or etliciency consequences resulting from the object
migration.

By providing a user with alerts and project performance
changes, the SPPI allows users to make informed decisions
about whether they wish to complete certain actions. The
alerts, prompts, and supplemental information provided by
the SPPI are unobtrusive, and are presented only when a user
attempts to make a change to an environment or system. By
analyzing the system in response to a user action, the
described method of providing alerts reduces the amount of
computing resources used.

In some implementations, the SPPI may actively monitor
an environment or system to provide suggestions that
improve performance. The SPPI may provide actionable
insights, or recommendations, automatically without user
input or action. For example, the SPPI may display a prompt
to a user asking if the user would like to migrate a particular
application to a diflerent environment in order to increase
performance of the application.

To determine when to provide a recommendation or
warning, the management server 160 can estimate perfor-
mance impact of user changes in response to user actions.
For example, for each configuration change a user initiates,
or for changes that meet certain predetermined critena, the
management server 160 can determine one or more esti-
mated performance measures. While the performance mea-
sures are generated 1n response to user configuration change
requests, and are customized for the particular change
requested (e.g., the specific servers, documents, users
involved), the management server 160 can use previously
generated benchmark results and conversion measures to
maintain appropriate responsiveness.

For example, the management server 160 may store
benchmark results, performance measures for different com-
puting environments, and conversion factors prior to the
time a user requests a configuration change, so that predic-
tions of the performance impact of a configuration change
can be generated quickly once a change 1s requested. For
example, 1n some implementations, the predicted pertor-
mance measures may be generated and provided e.g., 10
seconds, 5 seconds, 2 seconds, 1 second, or less after a
change 1s requested. In some implementations, these per-
formance predictions may be provided substantially in real
time, as the user 1s managing the configuration of the system.

The management server 160 may automatically bench-
mark the capabilities of different devices in the enterprise
computing system. This can involve actively instructing
different devices to perform a standardized set of tasks while
measuring the performance. The management system 160
can also monitor storage capacity remaining, average and
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peak CPU loads, and other performance measures for dif-
ferent systems 1n their current configurations. In addition,
the management system 160 can passively momitor and store
data indicating the resource demands required to perform
particular tasks, such as to load or generate individual
documents or run 1ndividual applications, as users use the
enterprise computing resources 1n everyday use. In addition
to these profiles of system capabilities and typical resource
demands, the management system 160 can compare the
performance of the same or similar task on one system
relative to another. From these comparisons, and from
comparisons from benchmark test results, the management
server 160 can determine conversion factors to generate
predictions.

For example, the performance of a task of a particular
application may be determined to vary between servers
having different numbers of CPUs, for example with a
response time of 8 seconds for a server with 4 CPUs, 6
seconds for a server with 8 CPUSs, 4.5 seconds with a server
with 12 CPUs and so on. For this application, a curve that
extrapolates expected performance for different CPU counts
can be determined. Then, when a requested change would
change the CPU count from 10 CPUs to 5 CPUs, the impact
on responsiveness can be calculated based on the change
between locations on the curve corresponding to the change
from 10 CPUs to 5 CPUs. Other factors, such as available
working memory, communication bandwidth, existing load,
and so on can also be taken into account with other com-
parisons.

In some 1implementations, the SPPI may provide the user
with alerts asking “Are you sure you wish to complete this
action? This decreases the security of your system and
increases latency.” In some implementations, the SPPI pro-
vides the user with an option to proceed with or terminate
the object migration. For example, after presenting the
predicted health score of the enterprise system 11 an object
1s migrated, the SPPI may request the user to confirm
whether the user would still like to continue with the object
migration or ii the user would like to terminate the object
migration. In some cases, 1f the predicted health score 1s less
than a particular threshold (e.g., representing a particularly
adverse result of a change), the user may not be presented
with the option to continue with the object migration, and
the user will mstead be informed that the object migration
will either be terminated or requires approval by a system
administrator.

After presenting the SPPI, 11 the enterprise system
receives a selection indicating that the user has elected to
continue with the object migration, the enterprise system
may execute the object migration and provide system health
reports to the user.

In some implementations, to execute the object migration,
cach asset of the object 1s provided in the destination (e.g.,
“Aqueduct Production”) environment. In some implemen-
tations, to provide the assets 1n the destination (e.g., “Aque-
duct Production”) environment, the original object assets
may be copied, redistributed, or modified so that the object
may function and be executed 1n the new “Aqueduct Pro-
duction” environment.

In some 1mplementations, the system may automatically
make changes to environments based on health scores for
the environments. The system may periodically generate
health scores for a particular environment and monitor the
health scores to determine that a change to the environment
should be made, and may use the health scores or other
performance measures to determine what change to make.
For example, the system may determine that the health score
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for server reliability for a certain environment has decreased,
and that the lowest factor 1n the server reliability score 1s the
amount of memory available. In this example, the system
may automatically determine that more memory will be
made available to the objects within the environment, and
determine the amount of memory to add to the environment.

FIG. 5 1s an exemplary illustration of the enterprise
system providing health reports and alerts on a GUI 500
shown at a client device after object migration has occurred.
For example, as shown in FIG. §, four health alerts have
been generated for the “Aqueduct Production™ environment.
The health alerts indicate that system reliability and capacity
has reduced, and that the performance of the “Dossiers” and
“Dashboards” subcategories has reached a threshold. In
general, health alerts may be provided for any environment
in the enterprise system, and the health alerts may be
generated on a continuous or periodic basis. In some 1mple-
mentations, health alerts are generated after detection of an
event, such as a decrease 1n capacity, performance, or
reliability beyond a set threshold.

In some implementations, users may be able to review
alerts at any time. For example, a user may select the health
alerts from an interface element to view the active health
alerts. In some examples, users may be able to perform
actions related to the alerts, such as dismiss the alerts, delay
the alerts, etc.

FIG. 6 1s an exemplary illustration of an interface 600
displaying an overall environment health score for a par-
ticular environment. An environment 1s a grouping of serv-
ers to engage 1n a certain task. A health score represents an
estimated or projected measure of performance of an envi-
ronment. In FIG. 6, the overall health score for the “Aque-
duct Production” environment i1s shown. The overall health
score for an environment may be calculated based on
multiple dimensions, and these dimensions may be dis-
played in a user interface. In some examples, users may
select dimensions to be included in the health score calcu-
lations through the user interface.

The health score may be calculated based on various
characteristics of the system, such as the mean time to
generate a report, the mean time between failures of the
system, etc. The reports may be templates with fields that are
populated with values determined by the system. As
described above with respect to FIG. 4, the reports may be
highly customizable. An end user may create reports used in
health score calculations, and may change the factors
included in a report. In some 1mplementations, a user may
customize a report to include only the factors they are
interested 1n.

In some 1implementations, users may select which reports
or which portions of the reports are part of the health score
calculations. A user may select reports on characteristics and
performance metrics of particular machines to be included in
a health score calculation. For example, a user may select
their particular machine and their two most frequently used
applications to be used 1n a calculation for their environment
health score. In some implementations, the reports that are
included 1n a health score calculation for a particular envi-
ronment are predetermined. For example, an overall envi-
ronment health score for an environment including
machines, users, and applications may include a report on a
randomly selected machine, a report on a randomly selected
user, and a report on a randomly selected application.

Different environments and applications may have difler-
ent algorithms for calculating a health score and a different
set of reports included 1n the health score calculation. In
some 1mplementations, different environments and applica-
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tions can have difterent health scores, such as overall
machine health scores, individual user health scores, etc.
In some 1mplementations, each resource or object 1 an
environment includes a universal product code (UPC) that
uniquely 1dentifies the resource or object. The system may
use the UPCs to determine when a particular functionality or
object 1s accessed by a report, altered by a user, etc. For
example, the system may access a database of UPCs to
determine which portion of the system was ail

ected by a
user-imitiated cache clearing. The system may determine
which objects were accessed while a report was generated
by determining which UPCs are included in the report and
which portions of the environment are included 1n the health
score calculations. In some implementations, the system can
determine when users have interacted with products asso-
ciated with a particular UPC. In some implementations, the
system may use the UPCs to locate a resource or object. For
example, a user may determine which portions of an envi-
ronment are included 1n a health score calculation by 1ndi-
cating which UPCs are included.

In some 1mplementations, users may set parameters for
the health score calculations. For example, a user may define
that a health score 1s generated by averaging the scores of
C
C

liffterent components of the health score. The user may
lefine a range of time within which a report must be
generated in order for that aspect of the health score to
receive tull marks. In such an example, the user may define
that 1f a report 1s generated within 3 seconds, that portion of
the health score 1s 100, 1f a report 1s generated after 3
seconds but within 5 seconds, that portion of the health score
1s 50, and otherwise, that portion of the health score 1s 0. In
another example, a user may determine that the score for a
portion of the health score can be determined based on the
performance of the reports imncluded 1n the calculation. For
example, 11 73% of the reports are generated within the set
range of time, the overall health score 1s 73.

In some implementations, an mndividual score that 1s used
in the calculation of an overall health score can be weighted
based on the distance a metric 1s from a predetermined score
or a user seclected gumdeline. For example, a user may
determine a band of acceptable values for a particular
metric, such as the load time for a particular application, the
amount of memory used, etc. In such an example, i the
value of the particular metric for a particular environment 1s
determined to be outside of the band of acceptable values,
the particular metric 1s weighted more heavily than 11 1t was
within the band of acceptable values. In some implementa-
tions, the farther outside of a band of acceptable values a
metric 1s, the more heavily 1t 1s weighted. For example, if a
metric 1s two standard deviations outside of the band of
acceptable values, 1t will be weighted more heavily than 1f
it 1s one standard deviation outside of the band of acceptable
values.

In some implementations, factors are weighted based on
their impact on the environment’s performance. For
example, 11 an application within a particular environment
runs out ol disk space, the performance metric for the
application could be weighted heavily because the applica-
tion 1s using an excessive amount of processing power 1o
compensate for the lack of disk space.

In some 1mplementations, there may be a default set of
rules or a default algorithm for determining a health score.
For example, there may be a default set of reports that are
generated, and the scores assigned to each health report may
be averaged to determine a health score. In some implemen-
tations, users may customize the set of rules or the param-
eters of the health score calculation. For example, a user may
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customize the set of reports that are included in the health
score calculation, alter the algorithm used to determine the
health score, select certain portions of the environment to
include 1n the reports, etc. Different environments and
applications can have different algorithms, different sets of
reports, etc. for calculating a heath score.

In some 1mplementations, data used for generating the
reports are captured periodically. For example, data 1 a
particular environment may be captured every hour. In some
implementations, data used for generating the reports are
captured 1n response to certain actions. For example, data 1n
a particular environment may be captured in response to a
user initiating a migration of an object to a new environ-
ment.

FIG. 6 1s an exemplary 1illustration of an overall system
health score. In this particular example, the SPPI 1s dis-
played 1n the mterface 600, and may display information
regarding the performance parameters ol an environment.
Information regarding various performance parameters such
as the remaining user capacity and server reliability in the
“Aqueduct Production” environment, machine storage size,
memory usage efliciency, disk usage etliciency, and a central
processing umt efliciency associated with particular servers
1s displayed. One or more graphical and alphanumeric
representations may be used to display the various perfor-
mance parameters. For instance, a bar graph i1s used to
illustrate how the remaining user capacity and server reli-
ability has changed over a two-week period.

In some 1mplementations, the intertace 600 may display
the changes 1n a health score across different states of a
particular environment. For example, the interface 600 may
display a line graph that displays the historical trends of a
health score for a particular application. In such examples,
the mterface 600 may display information for a particular
object or resource over a period of a day, a week, a year, etc.
In some immplementations, the interface 600 may display
visual representations of the changes in the overall health
score for an environment, a particular machine, etc.

A user may be able to select an overall health score for a
particular environment or for particular applications within
the environment. For istance, 1n FIG. 6, a “System Health”
tab 1s selected and therefore an overall health score for the
“Aqueduct Production” environment 1s displayed. Upon
selection of the “Application Health” tab, a user may select
one ol more applications in the environment and view the
health score for each application.

In some implementations, the nterface 600 displays an
overall snapshot of the current performance of different
servers or applications 1n a particular environment. For
example, the interface 600 can display performance metrics,
such as health scores, for each server in a particular envi-
ronment. In some implementations, the nterface 600 dis-
plays performance information for a set of machines or
servers 1n an environment. For example, the interface 600
may display performance information for the machines
performing below a performance threshold. In some
examples, the system automatically determines performance
information to display on the interface 600. For example, the
interface 600 may display performance information for a
particular user’s machine when the particular user 1s access-
ing the interface 600.

In some implementations, users may be able to sort the
information displayed in the interface 600 by characteristics
such as display format (e.g., mobile, web), browser, adop-
tion rates, performance, etc. For example, a user may sort the
information display 1n the interface 600 based on whether a
particular application 1s performing at a particular threshold
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performance level. In some implementations, the system
may determine that a particular application 1s performing,
abnormally. For example, the system may determine that the
application 1s using an unusually large portion of the pro-
cessing resources of a particular machine, and may display
the performance metrics of the particular application in the

interface 600.

In some implementations, users can interact with the
interface 600 through wvarious interface elements. For
example, a user can click on the side bar of the intertace 600
to select a different category to view, a different environ-
ment, a different application, etc.

FIG. 7 illustrates another interface 700 providing infor-
mation about the environments available in the unified,
multi-platform enterprise system. However, compared to
FIG. 3, in FIG. 7, status information 1s provided for each
environment. Status information may include various data
indicative of the environment’s health such as, for example,
an overall health score indicator, the number of machines,
alerts, users, warnings, and failures in each particular envi-
ronment.

In some 1implementations, a user may choose to create a
new environment such as a secure cloud environment. As
shown 1n FI1G. 7, a user may select the option to create a new
secure cloud environment from a menu in the GUI 700, and
a new environment, entitled “Cloud Production,” may be
created, as shown 1n the GUI 800 of FIG. 8. If the “Appli-
cations” category 1s selected in the GUI, an alternative view
of the environments available 1n the unified, multi-platform
enterprise system and applications located within the respec-

tive environments 1s displayed, as shown 1n the GUI 900 of
FIG. 9.

FI1G. 10 illustrates a GUI 1000 and another drag-and-drop
operation 1n which a user 1s copying the applications
“Merit,” “Human Resource,” and “Finance” into the “Cloud
Production” environment from the “Aqueduct Production™
environment. As described above, when manipulating data
(c.g., copying data or migrating applications) from one
platform, category, or environment to another, numerous
operations and tasks are being executed 1n the background.
These numerous operations and tasks include, for example,
determining the type of data object (e.g., the applications 1n
FIG. 10) being manipulated and determining features and
assets ol the object. The determined features and assets of
the object may be reconfigured, copied, or modified to copy
the “Merit,” “Human Resource,” and “Finance™ applications
into the “Cloud Production” environment. Assets of the
object may include one or more a metadata model associated
with the object, data indicative of users associated with the
object, data structures associated with the object, and data
sources associated with object.

In some implementations, the resources or data assets of
the object may be displayed 1n user interfaces such as the
interfaces shown 1n and described with reference to FIGS.
3-6.

The process of migrating or upgrading an environment
within an enterprise may include the management server 160
establishing a baseline level of performance by running
quality assurance reports and tests and documenting a base-
line system performance. Establishing a baseline may
include determining the performance characteristics of the
particular system.

Next, the management server 160 determines the states of
machines within an environment by collecting and taking
backups of configuration files within the infrastructure (e.g.,
backing up plug-ins, metadata, .1ni, etc.).
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The management server 160 then deploys the new envi-
ronment. An infrastructure 1s created by allocating hardware
required by the new environment and/or deploying a virtual
machine (VM) with the new environment. The management
server 160 1dentifies pre-requisite components from the
baseline measures and installs those components, and orga-
nization specific settings (e.g., antivirus software, adminis-
trative access rights, etc.) are applied.

The management server 160 sets up the database platform
1s set up by installing and configuring a database server. A
third-party platform for managing the migration and upgrad-
ing of an enterprise’s systems 1s installed. Next, manage-
ment server 160 applies the previous machine state to the
new infrastructure by merging the configuration files form
the original infrastructure into the new infrastructure. Then,
the databases are restored from backup files or copied from
the environment that runs 1n parallel.

The management server 160 sets up and configures 1ndi-
vidual applications and management software in the new
infrastructure. For example, search soitware, network man-
agement soltware, etc. may be configured for operation 1n
the new environment.

The management server 160 performs quality assurance
tests, and a new baseline with performance characteristics
and metrics 1s established. Finally, the management server
160 compares the initial baseline and the new baseline
cvaluates the eflfects of the migration and/or upgrade.

In some 1mplementations, the deployment of an environ-
ment further includes updating a user interface or a console
through which a user provides mput to the system. For
example, the management server 160 may provide a user
device with a notification that the build and deployment of
a new environment 1s complete. Upon completion of deploy-
ment, the management server 160 may continue to configure
non-critical applications, such as platform services, web and
mobile settings, email, etc. In some implementations, the
management server 160 may notily users of the new envi-
ronment that the migration or update i1s complete. For
example, the management server 160 may send users an
email stating that the new environment 1s ready for use.
The process of migrating and/or updating an environment
and deploying the environment may be executed automati-
cally by the management server 160 when a user nitializes
migration. For example, the management server 160 may
perform the process automatically when it 1s given data
indicating that a user instructed the migration to occur, e.g.,
through a drag and drop operation on a user interface of a
client device.

In some 1mplementations, the management server 160
runs soltware that provides the data shown in user interfaces
as 1llustrated and described 1n the present application. That
data can be rendered or interpreted by a client device that
displays the user interfaces depicted in the figures. For
example, the client device can run a management application
that communicates with the management server 160 to
obtain messages or performance measures to display, and the
application on the client device generates the visualizations
and interactive elements based on the data received. The
management server 160 manages the transition, migration,
updating, etc. of the environments within the system 100.

In some implementations, the local server 170 runs soft-
ware that provides the user interfaces as illustrated and
described 1n the present application. The local server 170
manages the transition, migration, updating, etc. of the
environments within the system 100.

FIG. 11 1s an exemplary 1llustration of a tasks and status
indicator for the drag-drop operation to drop the application
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objects 1n a cloud-based “Cloud Production” environment.
For example, the GUI displays status indicators that identily
a source of the data objects being manipulated, a destination
of the data objects being manipulated, current tasks being
performed, a next task to be performed, and any additional
actions required. It should be understood that the displayed
status 1ndicators are exemplary, and various other suitable
status and tasks indicator may be provided.

After data migration for the “Cloud Production™ environ-
ment 1s complete, a user may select the “Cloud Production”™
environment by clicking on the displayed representation of
the “Cloud Production™ environment to view a profile of the
“Cloud Production” environment. As shown 1n FIG. 12, the
“Cloud Production” environment profile includes informa-
tion that identifies machines and applications operating in
the “Cloud Production” environment, and respective char-
acteristics (e.g., address, CPU usage, memory usage, disk
usage) of the identified machines and applications.

In some implementations, a user or system administrator
may want to restrict access of particular users to particular
categories, platforms, environments, or sub-categories.
Accordingly, the GUI provides a tool for selecting one or
more categories, platforms, environments, or sub-categories
and fencing users within the one or more categories, plat-
forms, environments, or sub-categories.

For instance, as shown 1n the example illustrated in FIG.
13, the user has selected two machines and a menu option to
tence users for these two machines. In response to selection
of the menu options, a new window providing data on users
and user groups 1s displayed, as shown in FIG. 14. The user
or system administrator may then select a user group (e.g.,
“CXO”) or one or more users, who will be restricted to
accessing just the two machines. After selecting the users or
user groups, the profile of the environment 1s updated to
reflect the fenced in users. For example, in FIG. 15, the

“Cloud Production” environment has been updated to retlect
that users in the “CXO group” have been fenced into
machines “cloud-07-134" and “cloud-07-138.”

In some 1implementations, users are fenced to particular
machines or environments to ensure performance targets are
met. For example, the CTO of a company may be assigned
or “pmned” to a particularly reliable machine that 1s only
used by him so that his requested reports on productivity for
the entire enterprise system are generated quickly, research
and development employees running resource-intensive
simulations can be pinned to separate, different servers so
that 1 one simulation crashes, 1t doesn’t aflect the other
simulations.

As noted above, a simply process such as a drag-and-drop
move ol a server-hosted document or application may 1ni-
tiate a number of migration actions. These actions may be
performed automatically 1n response to the user’s confirma-
tion for the change 1n serving the object, without further
input from the user. As a few examples of the actions that
may be performed to migrate an object, a server may:
analyze required resources for the application move and
advise on possible outcome; migrate metadata; migrate
object defimitions; migrate data source connections; migrate
object dependencies; migrate users, user groups, and user
directories; migrate environment and application settings;
intelligently merge server-level settings (e.g., governing
limits) or flag when destination limits may cause reduced
application performance; migrate customizations; migrate
enterprise assets; migrate the security layer (access control
list, privileges, and permissions); and/or provide notifica-
tions/migration messaging.
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According to the implementations described hereinabove,
an improved method for manipulating data across a unified,
multi-platform enterprise system 1s described. The described
GUI provides a simple, easy-to-use interface with the uni-
fied, multi-platform enterprise system. Operations such as
drag-drop or copy-paste may be executed using tools on the
front end of the graphical user interface. However, on the
back-end, various operations, such as object asset 1dentifi-
cation, acquisition, and manipulation, may be performed to
ensure that data objects that are manipulated may operate
across multiple platforms, environments, and categories.
Although the implementations noted above have been
described with respect to a unified, multi-platform enterprise
system, 1t should be understood that these implementations
may also be applied and utilized across various other types
ol networks and systems, such as an ad-hoc network with
multiple user devices and platforms.

Because the management server 160 provides manage-
ment functionality that 1s integrated with the information
technology infrastructure of an enterprise, the management
server 160 has access to user data as well as performance
data for all environments, applications, and machines within
the infrastructure. This provides a unique method of migra-
tion and performance monitoring of particular components
within the infrastructure. For example, the management
server 160 can determine that application performance 1s
sullering for a particular user because available memory 1s
low for the virtual machine associated with the user. The
system 1s able to provide actual data for particular use cases.

Embodiments and all of the functional operations and/or
actions described in this specification may be implemented
in digital electronic circuitry, or in computer software,
firmware, or hardware, including the structures disclosed 1n
this specification and their structural equivalents, or in
combinations of one or more of them. Embodiments may be
implemented as one or more computer program products,
¢.g., one or more modules of computer program instructions
encoded on a computer readable medium for execution by,
or to control the operation of, data processing apparatus. The
computer readable medium may be a machine-readable
storage device, a machine-readable storage substrate, a
memory device, a composition of matter elflecting a
machine-readable propagated signal, or a combination of
one or more of them. The term *“data processing apparatus™
encompasses all apparatus, devices, and machines for pro-
cessing data, including by way of example a programmable
processor, a computer, or multiple processors or computers.
The apparatus may include, 1n addition to hardware, code
that creates an execution environment for the computer
program 1n question, e.g., code that constitutes processor
firmware, a protocol stack, a database management system,
an operating system, or a combination of one or more of
them. A propagated signal 1s an artificially generated signal,
¢.g., a machine-generated electrical, optical, or electromag-
netic signal that 1s generated to encode information for
transmission to suitable receiver apparatus.

A computer program (also known as a program, software,
soltware application, script, or code) may be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t may be deployed in any form,
including as a standalone program or as a module, compo-
nent, subroutine, or other unit suitable for use in a computing
environment. A computer program does not necessarily
correspond to a file 1n a file system. A program may be stored
in a portion of a file that holds other programs or data (e.g.,
one or more scripts stored 1n a markup language document),
in a single file dedicated to the program in question, or 1n
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multiple coordinated files (e.g., files that store one or more
modules, sub programs, or portions of code). A computer
program may be deployed to be executed on one computer
or on multiple computers that are located at one site or
distributed across multiple sites and interconnected by a
communication network.

The processes and logic flows described 1n this specifi-
cation may be performed by one or more programmable
processors executing one or more computer programs to
perform actions by operating on mmput data and generating,
output. The processes and logic flows may also be per-
formed by, and apparatus may also be implemented as,
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application specific
integrated circuit).

Processors suitable for the execution of a computer pro-
gram 1nclude, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive istructions and data from a read only memory or a
random access memory or both.

Elements of a computer may include a processor for
performing instructions and one or more memory devices
for storing instructions and data. Generally, a computer will
also 1nclude, or be operatively coupled to recerve data from
or transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto optical disks, or
optical disks. However, a computer may not have such
devices. Moreover, a computer may be embedded 1n another
device, e.g., a tablet computer, a mobile telephone, a per-
sonal digital assistant (PDA), a mobile audio player, a
Global Positioning System (GPS) recerver, to name just a
tew. Computer-readable media suitable for storing computer
program 1nstructions and data include all forms ol non-
volatile memory, media and memory devices, including by
way ol example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto
optical disks; and CD ROM and DVD-ROM disks. The
processor and the memory may be supplemented by, or
incorporated 1n, special purpose logic circuitry.

To provide for interaction with a user, embodiments may
be implemented on a computer having a display device, e.g.,
a cathode ray tube (CRT), liquid crystal display (LCD), or
light emitting diode (LED) monaitor, for displaying informa-
tion to the user and a keyboard and a pointing device, e.g.,
a mouse or a trackball, by which the user may provide mnput
to the computer. Other kinds of devices may be used to
provide for interaction with a user as well; for example,
teedback provided to the user may be any form of sensory
teedback, e.g., visual feedback, auditory feedback, or tactile
teedback; and mput from the user may be received 1n any
form, including acoustic, speech, or tactile mput.

Embodiments may be implemented 1n a computing sys-
tem that includes a back end component, e.g., as a data
server, or that includes a middleware component, e.g., an
application server, or that includes a front end component,
¢.g., a client computer having a graphical user interface or
a Web browser through which a user may interact with an
implementation, or any combination of one or more such
back end, middleware, or front end components. The com-
ponents of the system may be interconnected by any form or
medium of digital data communication, €.g., a communica-
tion network.

The communication network may include one or more
networks that provide network access, data transport, and
other services to and from a user device. In general, the one
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or more networks may include and implement any com-
monly defined network architectures including those defined
by standards bodies, such as the Global System for Mobile
communication (GSM) Association, the Internet Engineer-
ing Task Force (IE'TF), and the Worldwide Interoperability
for Microwave Access (WiIMAX) forum. For example, the
one or more networks may implement one or more of a GSM
architecture, a General Packet Radio Service (GPRS) archi-
tecture, a Universal Mobile Telecommunications System

(UMTS) architecture, and an evolution of UMTS referred to

as Long Term Evolution (LTE). The one or more networks
may implement a WiMAX architecture defined by the
WiIMAX forum or a Wi-F1 architecture. The one or more
networks may include, for instance, a local area network
(LAN), a wide area network (WAN), the Internet, a virtual
LAN (VLAN), an enterprise LAN, a layer 3 virtual private
network (VPN), an enterprise IP network, or any combina-
tion thereof.

The one or more networks may include one or more of
databases, access points, servers, storage systems, cloud
systems, and modules. For instance, the one or more net-
works may include at least one server, which may include
any suitable computing device coupled to the one or more
networks, including but not limited to a personal computer,
a server computer, a series ol server computers, a mini
computer, and a mainframe computer, or combinations
thereof. The at least one server may be a web server (or a
series of servers) running a network operating system,
examples of which may include but are not limited to
Microsoft® Windows® Server, Novell® NetWare®, or
Linux®. The at least one server may be used for and/or
provide cloud and/or network computing. Although not
shown 1n the figures, the server may have connections to
external systems providing messaging functionality such as
¢-mail, SMS messaging, text messaging, and other function-
alities, such as advertising services, search services, etc.

In some implementations, data may be sent and received
using any technique for sending and receiving information
including, but not limited to, using a scripting language, a
remote procedure call, an email, an application program-

ming 1interface (API), Simple Object Access Protocol
(SOAP) methods, Common Object Request Broker Archi-
tecture (CORBA), HI'TP (Hypertext Transier Protocol),
REST (Representational State Transfer), any interface for
soltware components to communicate with each other, using
any other known technique for sending information from a
one device to another, or any combination thereof.

The one or more databases may include various types of
database, including a cloud database or a database managed
by a database management system (DBMS). A DBMS may
be mmplemented as an engine that controls organization,
storage, management, and retrieval of data 1in a database.
DBMSs may provide the ability to query, backup and
replicate, enforce rules, provide security, do computation,
perform change and access logging, and automate optimi-
zation. A DBMS typically includes a modeling language,
data structure, database query language, and transaction
mechanism. The modeling language 1s used to define the
schema of each database 1n the DBMS, according to the
database model, which may include a hierarchical model,
network model, relational model, object model, or some
other applicable known or convenient organization. Data
structures can include fields, records, files, objects, and any
other applicable known or convenient structures for storing
data. A DBMS may also include metadata about the data that
1s stored.
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The computing system may include clients, servers, and
one or more user devices. A client and server are generally
remote from each other and typically interact through a
communication network. The relationship of client and
server arises by virtue of computer programs running on the
respective computers and having a client-server relationship
to each other.

A user device may be any suitable electronic device such
as a personal computer, a mobile telephone, a smart phone,
a smart watch, a smart TV, a mobile audio or video player,
a game console, or a combination of one or more of these
devices. In general, the user device may be a wired or
wireless device capable of browsing the Internet and pro-
viding a user with the GUI for manipulating data i the
unified, multi-platform enterprise system.

The user device may include various components such as
a memory, a processor, a display, and input/output units. The
input/output units may include, for example, a transceiver
which can communicate with the one or more networks to
send and receive data. The display may be any suitable
display including, for example, liquid crystal displays, light
emitting diode displays. The display may display the GUI
described above and shown 1n FIGS. 2-15.

While this specification contains many specifics, these
should not be construed as limitations on the scope of the
disclosure or of what may be claimed, but rather as descrip-
tions of features specific to particular embodiments. Certain
teatures that are described 1n this specification 1n the context
ol separate embodiments may also be implemented 1n com-
bination 1n a single embodiment. Conversely, various fea-
tures that are described in the context of a single embodi-
ment may also be implemented 1n multiple embodiments
separately or 1 any suitable sub-combination. Moreover,
although features may be described above as acting 1n
certain combinations and even mnitially claimed as such, one
or more features from a claimed combination may 1n some
cases be excised from the combination, and the claimed
combination may be directed to a sub-combination or varia-
tion of a sub-combination.

Similarly, while actions are depicted 1n the drawings 1n a
particular order, this should not be understood as requiring,
that such actions be performed in the particular order shown
or 1n sequential order, or that all illustrated actions be
performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system com-
ponents in the embodiments described above should not be
understood as requiring such separation in all embodiments,
and 1t should be understood that the described program
components and systems may generally be integrated
together 1 a single software product or packaged into
multiple software products.

Thus, particular embodiments have been described. Other
embodiments are within the scope of the following claims.
For example, the actions recited in the claims may be
performed in a different order and still achieve desirable
results.

What 1s claimed 1s:
1. A method performed by one or more computers, the
method comprising:

receiving, by the one or more computers, a request from
a client device to change a configuration of a comput-
ing environment provided by one or more servers;

in response to recerving the request and before performing,
the requested change 1n the configuration of the com-
puting environment:
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determining, by the one or more computers, an esti-
mated measure of performance that represents an
estimated level of performance that the computing
environment would provide after being changed
according to the request;

determining, by the one or more computers, a second
measure ol performance that represents a level of
performance that the computing environment pro-
vides without being changed according to the
request; and

providing, by the one or more computers and to the
client device, performance data comprising (1) the
estimated measure of performance for the computing
environment and the second measure of performance
for the computing environment, or (11) an 1ndication
of the estimated measure of performance for the
computing environment relative to the second mea-
sure of performance for the computing environment;

alter providing the data indicating the estimated perfor-

mance measures to the client device, receiving, by the

one or more computers, data indicating user input

confirming the request to change the configuration of

the computing environment; and

in response to receiving the data indicating the user input

confirming the request, performing, by the one or more
computers, the requested change in the configuration of
the computing environment.
2. The method of claim 1, wherein receiving the request
from the user to change a configuration of the computing
environment includes recerving an 1put mstructing the one
Oor more computers to Copy or move one or more objects
from a first computing environment to a second computing
environment.
3. The method of claim 2, wherein receiving the request
from the user to change a configuration of the computing
environment comprises:
recerving an indication that a drag and drop operation has
been executed, 1n which one or more respective repre-
sentations of the one or more objects are dragged from
a representation of the first computing environment and
dropped to a representation of the second computing
environment in the drag and drop operation; or

receiving an indication that a copy and paste operation has
been executed, one or more respective representations
of the one or more objects being copied from a repre-
sentation of the first computing environment and placed
a representation of the second computing environment
in the copy and paste operation.

4. The method of claim 2, wherein the first computing
environment 1s a {irst computing environment provided by a
first server system and the second computing environment 1s
a second computing environment provided by a second
server system, wherein the second server system 1s diflerent
from the first server system.

5. The method of claim 2, further comprising:

determining one or more assets associated with the one or

more objects; and

executing migration of the one or more objects from the

first computing environment to the second computing
environment, the migration of the one or more objects
form the first computing environment to the second
computing environment including configuring the one
or more assets associated with the one or more objects
for the second computing environment.

6. The method of claim 5, wherein the one or more assets
associated with the one or more objects comprises one or
more of:
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a metadata model associated with the object;

data indicative of users associated with the object;
data structures associated with the object; or

data sources associated with object.

7. The method of claim 5, wherein configuring the one or
more assets associated with the one or more objects for the
second computing environment comprises:

copying the one or more assets from the first computing

environment to the second computing environment; or
reconfiguring the one or more assets to operate 1n the
second computing environment.

8. The method of claim 2, further comprising one or more

of:

determining a category or subcategory of the object;

determining a file type of the object;

determining a programming language used to program the
object; or

determining an identification feature of the object.

9. The method of claim 2, further comprising;:

generating an alert based on the estimated performance

measure of the computing environment corresponding,
to the second computing environment, the alert includ-
ng:

a first alert indicating that the computing environment
corresponding to the second computing environment
1s predicted to be impacted negatively by migration
of the one or more objects;

a second alert indicating that (1) the computing envi-
ronment corresponding to the second computing
environment 1s predicted to be impacted negatively
by the object migration, and (11) the object cannot be
migrated without system administrator approval; or

a third alert indicating that (1) the computing environ-
ment corresponding to the second computing envi-
ronment 1s predicted to be harmed by the object
migration, and (11) the object migration cannot be
completed; and

transmitting the alert to the client device.

10. The method of claim 2,

wherein the one or more objects comprise a server-hosted

application;

wherein determining one or more assets associated with

the one or more objects comprises determining users,

application settings, data source connections, and
object definitions associated with the server-hosted
application; and

wherein executing migration comprises migrating the

determined users, application settings, data source con-

nections, and object definitions associated with the
server-hosted application to the second computing
environment.

11. The method of claim 2, wherein the estimated perfor-
mance measure includes data indicative of one or more of a
response time of an object, a reliability of the second
computing environment, data processing speed of the sec-
ond computing environment, data processing capacity of the
second computing environment, available storage in the
second computing environment, user capacity of the second
computing environment, security status of the second com-
puting environment, or network connectivity of the second
computing environment.

12. The method of claim 1, wherein providing the per-
formance data comprises providing, to the client device for
display:

a first score 1indicating the estimated level of performance
that the computing environment would provide after
being changed according to the request; and
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a second score indicating the level of performance that the
computing environment provides without being
changed according to the request.

13. The method of claim 1, wherein providing the per-
formance data comprises providing, to the client device for
display, at least one performance measure that indicates an
amount of difference between (1) the estimated measure of
performance that represents the estimated level of perior-
mance that the computing environment would provide after
being changed according to the request and (11) the second
measure of performance that represents a level of perfor-
mance that the computing environment provides without
being changed according to the request.

14. The method of claim 13, wherein the at least one
performance measure includes a percentage change between
the estimated measure of performance and the second mea-
sure of performance.

15. The method of claim 1, wherein the request to change
the configuration of a computing environment comprises a
request to:

change a set of users supported by the computing envi-
ronment;

change a set of documents, applications, or services
provided by the computing environment; or

change an allocation of resources to the computing envi-
ronment.

16. The method of claim 1, wherein determiming the

estimated measure of performance comprises:

accessing a benchmark result for the computing environ-
ment, wherein the benchmark result was generated
betfore recerving the request to change the configuration
of the computing environment; and

applying a conversion measure to the benchmark result,
wherein the conversion measure 1s determined based on
a type of change indicated by the request.

17. A non-transitory computer-readable storage medium
storing instructions executable by one or more computers
which, upon such execution, cause the one or more com-
puters to perform operations comprising:

receiving, by the one or more computers, a request from
a client device to change a configuration of a comput-
ing environment provided by one or more servers;

1in response to recerving the request and before performing
the requested change in the configuration of the com-
puting environment:
determining, by the one or more computers, an esti-

mated measure ol performance that represents an
estimated level of performance that the computing
environment would provide after being changed
according to the request;
determining, by the one or more computers, a second
measure ol performance that represents a level of
performance that the computing environment pro-
vides without being changed according to the
request; and
providing, by the one or more computers and to the
client device, performance data comprising (1) the
estimated measure of performance for the computing
environment and the second measure of performance
for the computing environment, or (11) an indication
of the estimated measure of performance for the
computing environment relative to the second mea-
sure of performance for the computing environment;
alter providing the data indicating the estimated perfor-
mance measures to the client device, receiving, by the
one or more computers, data indicating user input
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confirming the request to change the configuration of
the computing environment; and

in response to receiving the data indicating the user input

confirming the request, performing, by the one or more
computers, the requested change in the configuration of
the computing environment.

18. The non-transitory computer-readable storage
medium of claim 17, wherein receiving the request from the
user to change a configuration of the environment provided
by the one or more servers imcludes receiving an 1put to
COpY Or move one or more objects from a first computing
environment to a second computing environment.

19. The non-transitory computer-readable storage
medium of claim 18, wherein the first computing environ-
ment 1s a first computing environment provided by a first
server system and the second computing environment 1s a
second computing environment provided by a second server
system, wherein the second server system 1s diflerent from
the first server system.

20. A system comprising:

one or more computers and one or more storage devices

storing 1nstructions that upon execution by the one or
more computers, cause the one or more computers to
perform operations comprising:

receiving, by the one or more computers, a request from

a client device to change a configuration of a comput-
ing environment provided by one or more servers;

in response to recerving the request and before performing,

the requested change 1n the configuration of the com-

puting environment:

determining, by the one or more computers, an esti-
mated measure of performance that represents an
estimated level of performance that the computing
environment would provide after being changed
according to the request;
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determining, by the one or more computers, a second
measure ol performance that represents a level of
performance that the computing environment pro-
vides without being changed according to the
request; and

providing, by the one or more computers and to the
client device, performance data comprising (1) the
estimated measure of performance for the computing
environment and the second measure of performance
for the computing environment, or (11) an 1ndication
of the estimated measure of performance for the
computing environment relative to the second mea-
sure of performance for the computing environment;
alter providing the data indicating the estimated perfor-
mance measures to the client device, receiving, by the
one or more computers, data indicating user input
confirming the request to change the configuration of
the computing environment; and
in response to receiving the data indicating the user input
confirming the request, performing, by the one or more
computers, the requested change in the configuration of
the computing environment.

21. The system of claim 20, wherein receiving the request
from the user to change a configuration of the environment
provided by the one or more servers includes receiving an
iput to copy or move one or more objects from a {first
computing environment to a second computing environ-
ment.

22. The system of claim 21, wherein the first computing
environment 1s a {irst computing environment provided by a
first server system and the second computing environment 1s
a second computing environment provided by a second
server system, wherein the second server system 1s diflerent
from the first server system.
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