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GENERAL-PURPOSE METRICS
PUBLISHING WITH VARIABLLE
RESOLUTION

BACKGROUND

Input/output (I/O) latency 1s an important metric for
tracking the status and performance of two computing
systems coupled via a network. Typically, the computing
systems (€.g., a server, mobile device, laptop, desktop com-
puter, storage volume, router, switch, etc.) record perfor-
mance metrics that can be used to measure system perfor-
mance e.g., 11 one of the entities 1s overworked or 1s assigned
insuilicient bandwidth. System administrators oiten rely on
such metrics to diagnose performance 1ssue and identily
solutions to 1ssues. As such, providing the system adminis-
trator with accurate and detailed performance metrics helps
the admimstrator to make an appropriate decision for
addressing a performance 1ssues.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments in accordance with the present
disclosure will be described with reference to the drawings,
where like designations denote like elements.

FIG. 1 illustrates virtual machines mounted to one or
more storage volumes, according to various embodiments.

FIG. 2 1s a block diagram of an I/O client that provides
performance data to a central monitoring system, according,
to various embodiments.

FIG. 3 1s a flowchart for determining when to generate
high resolution or low resolution performance data for a
storage volume, according to various embodiments.

FIG. 4 1s a chart for displaying high resolution and low
resolution performance data to a customer, according to
various embodiments.

FIG. 5 1s a chart for displaying high resolution and low
resolution performance data to a customer, according to
various embodiments.

FIG. 6 1s a flow chart for scaling the central monitoring
system to handle the performance data transmitted by 1/O
clients, according to various embodiments.

DETAILED DESCRIPTION

Embodiments presented herein describe generating per-
formance data regarding a computing system or device (e.g.,
a server, mobile device, laptop, desktop computer, storage
volume, router, switch, virtual machine, etc.) For example,
one embodiment includes an /O client that switches
between generating high-resolution and low-resolution per-
formance data 1n response to events indicating a perfor-
mance 1ssue with a storage volume. The IO client may be
an intermediary between a storage volume and a computing
system which enables the computing system to read data
from, and store data in, the storage volume. In one embodi-
ment, the I/O client uses a flexible collection of event rules
that define a condition or threshold for determining whether
to generate high-resolution or low-resolution performance
data. For example, an event rule may specily that if the
latency of an I/O request increases above 100 milliseconds
(ms), the I/O client should generate performance data at a
high-resolution rate—e.g., the I/O client determines the
average latency of all the I/O requests completed 1n a
second. Otherwise, the I/O client generates performance
data at a low-resolution rate—e.g., the average latency of all
the I/0 requests completed 1n a minute. In one embodiment,
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the I/O client transmits the performance data to a central
monitoring system which can generate a chart plotting the
performance data overtime. Generating the high resolution
performance data only when an event rule indicates a
potential performance 1ssue reduces the amount of perfor-
mance data transmitted to the central monitoring system.
When an event rule 1s triggered, the I/O client transmaits high
resolution performance data to the central monitoring sys-
tem which can be reviewed by a system administrator to
diagnosis any performance 1ssues and identily an appropri-
ate remedy.

In one embodiment, the I/O client serves as an interme-
diary between a virtual machine and a mounted storage
volume. The wvirtual machine and the mounted storage
volume may be hosted on separate computing systems
connected to a network. To perform a read or write to the
storage volume, the virtual machine transmits an I/0 request
to the I/O client which either requests corresponding read
data from the storage volume or transmits write data to the
storage volume. Further, the I/O client can measure perfor-
mance metrics derived from performing the I/O requests
such as overall latency, data throughput (e.g., Mb/s), or
transaction rate (1.e., the number of I/O requests completed
in a given period of time). The I/O client may compare one
or more of these performance metrics to conditions or
thresholds 1n an event rule to determine when to transition
between generating high resolution or low resolution per-
formance data. The I/O client transmits the performance data
to the central monitoring system.

FIG. 1 1llustrates virtual machines (VM) 110 with one or
more mounted storage volumes 135, according to various
embodiments. As shown, the VMs 110 and storage volumes
135 are contained within a service provider 100 (e.g., an
inirastructure for a cloud environment). The service pro-
vider 100 includes computing environment 105 which hosts
the VMs 110 and a storage system 130 which contains the
storage volumes 135. Although not shown, the computing
environment 103 includes a collection of physical comput-
ing systems, storage systems, and other hardware and soft-
ware used to host virtual machine instances (e.g., VMs 110),
applications, and data for users. In various embodiments, the
computing environment 105 may be a physical data center,
a cluster of computing systems, a geographic region (e.g.,
the Southwest region of the United Stated), or an availability
zone (1.€., a group of redundant, computing resources that
offer failover capability in the event of power failures or
service mterruptions occurring in other computing environ-
ments). Cloud computing regions generally correspond to a
region defined by a service provider 1n offering cloud based
services to clients (e.g., the access to the computing envi-
ronment 105 and storage system 130). Users may develop
and submit applications for execution on the computing
environment 105 1n the regions. While cloud computing
regions may be drawn along arbitrary boundarnies, cloud
computing regions oiten correspond to geographic, national,
or fault tolerance boundaries, where computing resources 1n
one region are deployed and managed 1n a manner that 1s
generally 1solated from other regions. For example, cloud
computing environment 105 and storage system 130 may
cach correspond to a data center (or data centers) located 1n
a particular geographic area. Data centers in different
regions may help provide fault-tolerant services, e.g., should
a data center 1n one region become inaccessible, other data
centers 1n that region (or other regions) may continue to
operate with little or no interruption to the services hosted 1n
such regions. Further, the provider may enable multiple
physical or logical zones within a given cloud computing
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region. For example, a single data center used to provide a
cloud computing region may offer multiple, fault tolerant
availability zones, where a service disruption in one avail-
ability zone does not impact other availability zones within
the same cloud computing region (or other regions) and the
availability zones within a region may provide inexpensive,
low-latency network connectivity to other availability zones
within the same region.

In addition to the VMs 110, the computing environment
105 1ncludes an I/O client 115 and VM manager 120. The
I/O client 115 serves as an intermediary between the VMs
110 and the storage volumes 135. In FIG. 1, the dotted lines
illustrate which of the storage volumes 135 are mounted to
which of the VMs 110. For example, storage volumes 135A
and 135B are mounted to VM 110A while storage volume
135E 1s mounted to VM 110B. To read and write to the
storage volumes 135, the VMs 110 transmuit read and write
requests (referred to generally as 1/0O requests) to the 1/O
client 115 which uses a network 1235 to execute these
requests. That 1s, the storage volumes 135 may be remotely
located from the VMs 110 (e.g., on separate computing
devices) which are communicatively coupled via the net-
work 1235. Although only one I/O client 1135 1s shown, 1n one
embodiment, each VM 110 1s assigned an individual I/O
client. As described 1n more detail below, the I/O client 115
measures one or more performance metrics dertved from
completing the I/O requests. Using these performance met-
rics, the I/O client 115 determines whether to generate high
resolution performance data or low resolution performance
data corresponding to the storage volume (or volumes) 135
mounted to each VM 110. The I/O chent 115 transmits the
performance data (also referred to as storage volume status
data) to a central monitoring system 140.

In one embodiment, the I/O client 115 may be hosted on
the same computing system that hosts the VMs 110. How-
ever, the I/0O client 115 could also be external to the VM 110.
For example, the I/O client 115 may be part of the hypervisor
that manages the VM 110. When a storage volume 135 1s
attached or mounted to a VM 110, the host computing
system for the VM 110 configures the I/O client 115 to
access the mounted storage volume 135 so that the I/O client
can perform the I/O requests. In one embodiment, the host
computing system performs an authorization check to ensure
the I/O client 115 has the proper permissions to access the
storage volume 135.

The VM manager 120 manages the VMs 110. In one
embodiment, the VM manager 120 boots or spins up the
VMs 110 1n response to a request from a customer comput-
ing system 150. The VM manager 120 also manages the
underlying hardware resources hosting the VMs 110 and can
allocate memory, processors, and specialized hardware for
use by the VMs 110. Additionally, when booting the VMs
110, the VM manager 120 selects the operating system as
well as the applications executed by the operation system.
For example, the VM manager 120 may configure a VM 110
to perform a particular task for the customer such as execut-
ing a web server, hosting a database, performing simula-
tions, streaming media content, and the like. The number of
VMs 110 requested by the customer computing system 1350
may vary in which case the VM manager 120 may add or
remove (1.e., spin down) a VM 110. In this manner, the
number of VMs 110 can vary according to the needs of the
customer.

The storage system 130 provides mass storage for appli-
cations and data corresponding to the VMs 110. That 1s, a
VM 110 may mount one of the storage volumes 135, but
storage volumes 135 persist independently from the life of
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that VM 110. Each storage volume 135 may include one or
more storage devices such as a hard disk drive or solid-state
drive. In one embodiment, the data throughput, I/O latency,
and data transaction rate for a storage volume 135 varies
depending on 1ts underlying storage devices. For example, a
storage volume 135 that includes a solid-state drive may
have lower latency than a storage volume 135 with a hard
disk drive. However, the cost of a storage volume 135 that
includes a solid-state drive may be more than a similarly
s1ized storage volume 135 that includes a hard disk drive.

As mentioned above, the central monitoring system 140
receives performance data from the I/0 client 115 regarding
the storage volumes 135. The performance data may indicate
an I/O latency of the storage volume (i.e., the time required
for a particular I/O request or the average time for a plurality
of I/O requests to complete), a data throughput rate (e.g., the
number ol megabytes per second read from or written to the
storage volume), or a transaction rate (e.g., the total number
of I/0 requests completed for a fixed time period). The
central monitoring system 140 can provide this performance
data to a system administrator or to the customer 1n order to
identily potential performance issues. In one embodiment,
the central monitoring system 140 generates a chart which
includes the performance data 1n a graphical format. More-
over, a time axis on the chart may vary depending on
whether the I/O client 115 transmitted high resolution per-
formance data to the central monitoring system 140 (e.g., the
data throughput for each second) or low resolution perfor-
mance data (e.g., the data throughput for each minute). The
high resolution performance data provides a more granular
view of the collected performance data, which, 1n some
cases, may assist to 1dentily a performance problem when a
performance metric changes—e.g., the I/O latency
increases, or the transaction rate or data throughput rate
decrease. Advantageously, during normal operation (i.e.,
when performance metrics are within predefined limaits), the
I/O client 115 transmits low resolution performance data to
the central monitoring system 140, reducing the bandwidth
between the I/0 client 1135 and the central monitoring system
140 and the computing resources that execute the central
monitoring system 140.

FIG. 2 1s a block diagram of an I/O client 115 that
provides performance data to the central monitoring system
140, according to various embodiments. As shown, FIG. 2
illustrates a system 200 that includes the I/O client 115, the
central monitoring system 140, and a customer application
programming interface (API) 255. The /O client 1135
includes a storage handler 205 and a metric generator 210.
The storage handler 2035 receives 1/O requests from VMs
(which may be forwarded to the I/O client 115 from the
hypervisor) to perform on a mounted storage volume. If the
I/O request 1s a read operation, the storage handler 205
transmits a pointer or address that identifies the requested
data to the mounted storage volume which 1n turn provides
the requested data. If the I/O request 1s a write operation, the
storage handler 205 forwards write data received from the
VM to the storage volume which then may transmit a
confirmation to the storage handler 205 when the data is
successiully written into the storage volume.

The metric generator 210 measures performance metrics
derived 1n response to the storage handler 205 performing
the I/O requests. Further, the metric generator 210 deter-
mines when to generate low resolution or high resolution
performance data which 1s then transmitted to the central
monitoring system 140. To do these tasks, the metric gen-
erator 210 stores event rules 2135, I/O latency 220, transac-
tion rates 225, and data throughput 230 corresponding to a
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mounted storage volume. The event rules 215 define con-
ditions or thresholds corresponding to a performance metric
that indicate when the mounted storage volume may be
experiencing a performance 1ssue. For example, the metric
generator 210 may continuously, or at intervals, measure a
performance metric such as the I/O latency 220, the trans-
action rate 225, or data throughput 230 of the mounted
storage volume and compare the performance metric to a
condition or threshold in the event rule 215. If the perfor-
mance metric satisfies the condition or threshold (e.g., the
I/0 latency 220 exceeds 100 ms) the metric generator 210
switches from generating low resolution performance data to
generating high resolution performance data. This process 1s
described in more detail below. Although 1n this example the
metric generator 210 measures the performance metric, in
other embodiments, the performance metrics may be mea-
sured by the hypervisor or a storage volume controller which
torwards the metrics to the I/O client 115.

The performance data may include the same data as the
performance metric. For example, the metric generator 210
may monitor the I/0 latency 220 of the storage volume to
determine when the switch from generating low resolution
I/0O latency performance data (e.g., the average latency of
the I/0 requests performed every minute) to generating high
resolution I/0 latency performance data (e.g., the average
latency of the I/O requests performed every minute). In this
example, the performance metric and the performance data
correspond to the same type of data—i.e., the I/O latency
220 of the storage volume. Conversely, the performance data
may include a different type of data than the performance
metric. For example, the metric generator 210 may monitor
the transaction rate 225 of the storage volume to determine
when to switch between generating low resolution data
throughput performance data (e.g., the data throughput of
the storage volume over the last second) to generating high
resolution data throughput performance data (e.g., the data
throughput of the storage volume over the last tenth of a
second). In this example, the performance metric 1s the
transaction rate 225 while the performance data reported to
the central monitoring system 140 1s the data throughput 230
of the storage volume.

In one embodiment, the metric generator 210 may moni-
tor a combination of performance metrics to determine when
to generate high resolution performance data. For example,
an event rule 215 could specily to generate high resolution
performance data if the I/0 latency 220 1s above 100 ms and
the data throughput 230 1s less than 500 Mb/s. Similarly, the
performance data reported to central monitoring system 140
may include a combination of the I/O latency 220, transac-
tion rate 225, and the data throughput 230.

The customer API 2355 permits a customer (e.g., a party
who controls a VM), to define an event rule 215. In one
embodiment, the customer API 255 may include a web
portal that permits the customer to specily under what
conditions the customer wants the metric generator 210 to
report out high resolution performance data regarding the
mounted storage volumes. For example, the API 255 may
include a sliding scale or data field that allows the customer
to specily an I/O latency value, transaction rate value, or
data throughput value. When the performance metric
exceeds or falls below the value or values, the metric
generator 210 generates high resolution performance data.
In another example, the customer may use the API 255 to
specily a time or day that the conditions 1n the event rules
215 are valid. For example, the customer may want the
metric generator 210 to monitor the performance metric
during times when the VM workload 1s light. Put differently,
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the customer already knows there are performance issues
(e.g., high I/O latency) during times when the VM workload
1s high but wants to see high resolution performance data 1f
there are performance 1ssues when the VM workload 1s light
(1.e., when performance 1ssues are unexpected). Thus, the
customer API 255 may generate an event rule 215 where the
performance metric 1s only monitored during the time of day
when the VM workload 1s historically low.

Additionally, event rules 215 may be defined by the
service provider—i.e., the entity that controls the computing
environment 105 and/or the storage system 130 shown 1n
FIG. 1. In one example, the service provider generates the
event rules 215 depending on the type of storage element 1n
the mounted storage volume. For example, the event rule
215 may compare the performance metric (e.g., I/O latency
220) to a lower threshold value if the storage volume
includes a solid-state drive rather than a hard disk drive. In
one embodiment, the service provider may evaluate histori-
cal data to determine the value of the condition or threshold
in the event rule 215. For example, 1f 99% of the storage
volumes have average transaction rates that are greater than
20,000 transactions a second, the service provider may set
the event rule 215 to trigger whenever the current transac-
tion rate for the mounted storage volume falls below 20,000
transactions a second which indicates the storage volume 1s
behaving abnormal relative to the other storage volumes in
the storage system 130. The service provider may update the
event rule 215 as more historical data 1s processed—i.e.,
increase or decrease the corresponding threshold.

The central momtoring system 140 includes a reporting
application 235, mput limiter 240, and scaling application
250. The reporting application 235 receives the performance
data from the metric generator 210 1n the I/O client 155 and
outputs the data to the customer or a system administrator.
For example, the reporting application 235 may generate a
variety of charts, graphs, etc., that visually present aspects of
the collected performance data. Further, the chart may be
adjustable by the customer to alter the performance data
displayed to the customer.

The mput limiter 240 prevents the central monitoring
system 140 from becoming overloaded by performance data
received from multiple clients. For example, the reporting
application 235 may receive performance data from multiple
I/O clients 115 related to the performance of difierent
storage volumes. If the number of I/O clients 115 transmit-
ting high resolution performance data to the central moni-
toring system 140 increases, the system 140 may lack the
compute capacity to timely process the received data. In
another example, the I/O clients 155 may begin to transmit
performance data for multiple types of data. For example,
several of the I/0 clients 155 may transmit performance data
for both transaction rates and 1I/O latency when previously
the I/O clients 155 transmitted performance data for only
transaction rates. In another example, additional storage
volumes may be mounted to a VM which means the amount
of performance data generated by the corresponding 1/0
client 115 1s increased. Any of these factors can increase the
amount of performance data received by the central moni-
toring system which may inhibit the ability of the system
140 to process and provide near real-time reporting to a
customer or system administrator.

The mput limiter 240 may use a throttling metric to
indicate whether the central monitoring system 140 1is
capable of processing the performance data. For example,
the mput limiter 240 may use the amount of performance
data received or the rate at which the performance data 1s
received as throttling metrics. In other examples, the throt-
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tling metrics may be CPU or memory utilization of the
hardware system executing the central monitoring system
140. The mput limiter 240 includes one or more thresholds
245 compared against the throttling metrics for determining
when to reject received performance data so that the amount
ol performance data to be processed by the central moni-
toring system 140 does not exceeds 1ts compute capacity.
For example, 1f the amount of received performance data
exceeds a threshold 245, the mput limiter may reject the
most recently received performance data (i.e., not accept any
more performance data until the already received perfor-
mance data has been processed). In one embodiment, the
input limiter 240 may prioritize the performance data when
the threshold 245 is crossed. For example, the input limiter
240 may discard newly recerved low resolution performance
data but still accept high resolution performance data since
this data 1s more likely to be relevant to the customer or
system administrator. Further, the mput limiter 240 may
instruct the reporting application 235 to discard any low
resolution performance data that has already been received
so that the central monitoring system 140 can process newly
received high resolution performance data. In this manner,

the mput limiter 240 can manage the amount of performance
data recerved and processed by the reporting application
235.

The scaling application 250 can increase or decrease the
compute capacity of the central monitoring system 140. The
scaling application 250 can operate 1n response to real-time
demands on the central monitoring system 140 such as when
the amount of received performance data exceeds the thresh-
old 245 or based on historical data. As an example of the
latter, the scaling application 250 can evaluate historical
demand on the central monitoring system 140 to predict the
current or future demand on the system 140 and scale the
compute capacity accordingly. In one embodiment, the
central monitoring system 140 may execute on one or more
of the VMs 110 illustrated 1n FIG. 1. The scaling application
250 can scale the compute capacity of the system 140 by
adding or removing VMSs assigned to perform the tasks of
the central monitoring system 140.

FIG. 3 1illustrates a method 300 for determiming when to
generate high resolution or low resolution performance data
for a storage volume, according to various embodiments.
Method 300 begins at block 305 when an I/O client mounts
a storage volume to a VM. For example, a mount point may
be assigned to the storage volume which enables the VM to
transmit I/O requests to the storage volume as 11 the storage
volume was located on the same computing system hosting,
the VM. In one embodiment, the I/O client performs an
authentication process to ensure the VM has the correct
permissions to use the storage volume.

In one embodiment, the VM may mount multiple storage
volumes. The VM may use a single I/O client instance to
execute 1/0 requests on all the storage volumes or the VM
may use respective 1/0 clients to execute the 1/0 requests on
the different storage volumes.

At block 310, the storage handler in the I'O client
transmits 1/O requests between the storage volume and the
VM over a network. The storage handler can transmit read
and write requests to the storage volume which are then
executed on the physical storage elements of the storage
volume. If the I/O request 1s a read request, the storage
handler returns the read data to the VM. If the I/O request 1s
a write request, the storage handler may return a confirma-
tion that indicates the write data was successtully stored in
the storage volume.
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At block 315, the metric generator i the I/O client
measures a performance metric derived from performing the
I/O requests. In one embodiment, the performance metric
may be I/O latency such as the time taken to complete a
single I/0 request or the average time taken to complete a
plurality of I/O requests. In this example, the metric gen-
crator may measure a first time stamp when the storage
handler transmuits the 1/0 request to the storage volume and
a second time stamp when the I/0 request 1s complete—i.e.,
the read data 1s received at the I/O client or when the 1/O
client receives a confirmation that the write data was suc-
cessiully stored. The metric generator identifies the I/O
latency for the I/O request by comparing the two time
stamps. Moreover, the average I/O latency can be derived by
measuring the individual I/O latency for a predefined num-
ber of I/O requests (e.g., 10,000 requests) or for all the
requests that complete during a certain time period (e.g.,
every second) and then average the individual I/O latencies.

In another embodiment, the performance metric 1s the
transaction rate of the storage volume, or 1n other words, the
number of 1/0 requests the storage volume completes for a
given time period. For example, the metric generator may
count the number of I/O requests completed by the storage
volume each second or minute.

In another embodiment, the performance metric 1s a data
throughput rate of the storage volume—e.g., 1 Gb/s. To
measure this rate, the metric generator may measure the total
amount of read data transmitted and stored in the storage
volume and the amount of write data received from the
storage volume for all the completed I/O requests 1n a given
time period—e.g., every second. In other embodiments, the
performance metric may include a combination of the 1I/O
latency, transaction rate, or data throughput rate. These
performance metrics could also be monitored if the I/O
requests were transmitted to other types of computing sys-
tems rather than to a networked storage volume such as a
database or messaging application.

At block 320, the metric generator determines whether the
performance metric triggers an event rule. As described
above, the event rule generally specifies a condition or
threshold compared to the measured performance metric.
For example, 1if the performance metric 1s average 1/0
latency, the event rule could specily an average 1/0 latency
of 100 ms as the threshold or condition for transitioning
between low resolution and high resolution performance
data. Moreover, the event rule may provide conditions or
thresholds for different performance metrics—e.g., an aver-
age 1/0 latency of 100 ms and a data throughput rate of 500
Mb/s. One advantage of using multiple performance metrics
to determine 11 an event rule 1s triggered 1s that this allows
the system administrator to identily a performance 1ssue that
1s different than one where the storage volume i1s busy
simply because the I/O client has transmitted a lot of I/O
requests to the storage volume. For example, the I/0 latency
of the individual I'O requests may suddenly increase
because the 1/0 client has transmitted 25% more read/write
requests to the storage volume which 1s a diflerent perfor-
mance 1ssue than a hard drive becoming corrupted or a bad
network connection between the VM and the storage vol-
ume. To distinguish between a storage volume being busy
and other performance 1ssues, the customer may define an
event rule where the I/0 latency must be above the 100 ms
and the data throughput rate below 500 Mb/s to trigger or
satisly the rule. For example, 11 the 1/O latency increases to
100 ms but the data throughput rate 1s 2 Gb/s, the storage
volume 1s functioning as expected but has a lot of work to
perform which 1s a different performance 1ssue than a
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storage volume that has an I/O latency of 100 ms but a data
throughput of 100 Mb/s. Thus, adding more conditions and
thresholds may result 1n the event rule being triggered or
satisfied only 1n response to specific types of performance
1SSUEs.

If the performance metrics measured at block 313 satisfies
these conditions (e.g., the I/O latency 1s above 100 ms and
the data throughput rate 1s below 300 Mb/s), method 300
proceeds to block 325 where the metric generator generates
performance data corresponding to the storage volume at a
high-resolution time rate. In one embodiment, the metric
generator switches from generating the performance data at
a low resolution time rate to the high resolution time rate.
For example, the metric generator may determine the trans-
action rate of the storage volume every second rather than
every ten seconds. Alternatively, the metric generator may
determine the average 1/0 latency and the data throughput of
the storage volume every ten seconds rather than every thirty
seconds.

As described above, generating high resolution perfor-
mance data can include measuring or collecting performance
data at an increased time rate—e.g., transaction rates for
every second rather than every minute. Additionally, 1n
another embodiment, generating the high resolution perfor-
mance data includes measuring or collecting additional
types of performance data relative to the amount of data in
low resolution performance data. For example, high resolu-
tion performance data can include both I/O latency and
transaction rates for a storage volume while the low reso-
lution performance data includes only 1/0 latency. Thus, the
time rate used to measure the performance data may stay the
same relative to low resolution and high resolution data but
additional types of performance data can be collected by the
metric generator when generating high resolution perfor-
mance data. For example, when generating low resolution
performance data, the metric generator determines the aver-
age 1/0 latency every second. When generating high reso-
lution performance data, however, the metric generator
determines both the average I/O latency and the transaction
rate for every second. Thus, generating performance data at
the high resolution rate can include increasing the time rate
used to measure or collect the performance data as well as
measuring or collecting additional types of performance
data.

However, i1 at block 320 the performance metric does not
trigger the event rule, method 300 proceeds to block 330
where the metric generator generates (or collects) perfor-
mance data corresponding to the storage volume at the
low-resolution time rate. In one embodiment, generating the
low resolution performance data 1s a default setting of the
metric generator. Stated differently, until the performance
metric (or metrics) triggers at least one event rule, the metric
generator generates performance data at the low-resolution
time rate.

However, in another embodiment, when switching from
the high resolution rate to the low resolution rate, the time
rate used to collect the performance data may remain the
same but the metric generator collects less performance
data—i.¢., measures only transaction rate performance data
every minute rather than both transaction rate and data
throughput performance data every minute.

At block 335, the metric generator transmits the perfor-
mance data to the central monitoring system. The bandwidth
required to transmit the performance data, as well as the
compute capacity required to process the performance data,
varies depending on whether the performance data 1s mea-
sured at the low or high resolution time rate. For example,
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determining the average I/O latency every second rather
than every minute results 1n a sixty fold increase of perior-
mance data being transmitted to the central monitoring
system. Thus, using event rules to determine when to
transmit high versus low resolution performance data may
reduce the bandwidth and compute capacity of the central
monitoring system relative to a system that always transmits
high resolution performance data to the central monitoring
system.

In one embodiment, the metric generator transmits (€.g.,
publishes) the high resolution performance data to the
central monitoring system at shorter intervals than when
transmitting low resolution performance data to the central
monitoring system. For example, the metric generator may
publish the average 1/O latency every second to the central
monitoring system when transmitting high resolution per-
formance data but every minute when transmitting low
resolution I/O latency performance data. Alternatively, the
metric generator may transmit the performance data to the
central monitoring system at the same 1nterval regardless 1f
the performance data 1s collected at the high resolution or
low resolution rate.

Although method 300 describes using a performance
metric to switch between a low resolution and high resolu-
tion rate, in other embodiments, the metric generator may
switch between a plurality of different resolution rates. For
example, the performance metric can be compared to mul-
tiple thresholds 1n an event rule (e.g., 100 ms, 150 ms, and
200 ms). As the current value of the performance metric
increase and triggers the event rules, the metric generator
may switch from generating performance data at a low
resolution rate, medium resolution rate, and a high resolu-
tion rate.

As shown 1n FIG. 3, the metric generator uses the event
rules to determine whether to transmit the low resolution or
high resolution performance data to the central monitoring
system, but the metric generator may also use the event rules
to determine whether the generate the high or low resolution
performance data. For example, the metric generator may
generate the high resolution performance data only when an
event rule 1s triggered thereby saving the compute resources
used 1n a computing system to execute the I/O client.
Alternatively, the metric generator may always generate the
high resolution performance data but transmit only low
resolution performance data (1.e., a sub-portion of the high
resolution performance data) to the central monitoring sys-
tem except when the threshold of the event rule 1s triggered
at block 320. Put differently, the metric generator may
collect and transmit low resolution performance data using
high resolution performance data. For example, the metric
generator may use the average 1/0 latency of the storage
volume as both the performance metric and the performance
data. To determine i1f the average 1/O latency satisfies the
threshold of the event rule, the metric generator may mea-
sure the average /0 latency every second. But 1f the average
I/O latency 1s less than the threshold, the metric generator
collects and transmits the average I/O latency for every
minute (even though the metric generator has determined the
average 1/0 latency for every second). However, when the
average I/0 latency crosses the threshold of the event rule,
the metric generator transmits the average I/O latency for
every second to the central monitoring system (1.¢., the high
resolution performance data) which 1s the same rate at which
the performance metric 1s measured.

At block 340, the reporting application in the central
monitoring system displays a chart containing the perfor-
mance data plotted over time. In one embodiment, the
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performance data includes timestamps so the data can be
arranged according to time on an axis of the chart. In other
cases, the reporting application may present dynamic dis-
plays indicating a transaction rate of the storage volume
updated as performance data 1s received from the 1/O client.
The customer can log 1nto a webpage presenting a bar graph
which has a height that changes each time new performance
data 1s received. If an event rule 1s not triggered, the
reporting application may update the bar graph every minute
according to the low resolution time rate. However, if the
event rule 1s triggered, the bar graph changes every second
according to the high resolution time rate. In another
example, the reporting application may use a color scheme
that changes each time the performance data i1s received
(e.g., red 1ndicates a high latency and green indicates low
latency).

Method 300 returns to block 310 where the storage
handler 1n the I/O client continues to transmit I/O request to
the storage volume. The method 300 can then repeat where
the metric generator determines whether an updated perfor-
mance metric triggers the event rule and whether low
resolution or high resolution performance data should be
transmitted to the central monitoring system.

FIG. 4 1s an example of a chart 400 displaying high
resolution and low resolution performance data to a cus-
tomer, according to various embodiments. The x-axis 1s a
time axis that 1s measured 1n seconds. The y-axis indicates
the average latency (1n milliseconds) for a particular time
period. As shown, the far lett data point indicates the average
latency (e.g., 25 ms) for the first sixty seconds. In this
example, sixty seconds 1s the low resolution time rate at
which the I/O client generates the performance data (e.g.,
latency). A second data point i1s generated for the next
minute—i.e., 60-120 seconds—and a third data point 1s
generated for the third minute—i.e., 120 seconds to 180
seconds. However, at 180 seconds Event A occurs which
triggers the I/O client to transmit high resolution perfor-
mance data at a rate of every ten seconds. For example, the
I/0 client may have detected a spike 1n the 1/0 latency or that
the I/O latency has risen and the transaction rate has fallen.
In any case, as described in method 300, the I/O client
begins transmitting the high resolution performance data to
the central monitoring system.

To add the high resolution performance data to chart 400,
the reporting application divides the time axis ito ten
second intervals where a latency data point 1s plotted every
ten seconds. This continues until 230 seconds when the
reporting application no longer receives the high resolution
performance data but again receives the low resolution
performance data—i.e., Event A has ended. For the next
minute (e.g., between 230 and 290 seconds), the chart 400
includes a data point at the low resolution time rate. How-
ever, before the following minute 1s over, the metric gen-
crator switches to transmitting performance data at the high
resolution time rate 1n response to the beginning of Event B
where again, the I/0 latency spikes. Event B continues until
330 seconds when the performance data 1s again reported at
the low resolution time rate.

In one embodiment, the chart 400 1s displayed on demand
on a webpage (e.g., a customer web portal) or a diagnostic
application. For example, the customer or system adminis-

trator may request the performance data for the last five
minutes or for a certain date or time. In one embodiment, the
chart 400 1s interactive such that the customer can zoom 1n
to a particular time or cluster of data points. Moreover, the
customer can control the scale of the x and y axes such as
changing a linear axis to a logarithmic axis.
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In another embodiment, the reporting application updates
the chart 400 in real-time—i.e., as performance data 1s
received from the I/0 client. For example, the time axis may
shift from right to left as new performance data 1s plotted
and old performance data 1s removed from the chart 400.

FIG. § 1s an example of a chart 500 displaying high
resolution and low resolution performance data to a cus-
tomer, according to various embodiments. As shown, the
time axis for chart 500 1s the same as the chart 400 in FIG.
4 but the manner 1n which the performance data 1s presented
to the customer on the y-axis 1s different. In chart 500, the
latency of the I/0O requests completed during a time period
are arranged 1n different groups for a particular time period
according to the shading shown 1n a key 515. For example,
during 0-60 seconds, 50-75% of the I/O requests had an 1/0
latency between 10-50 ms, while 25-50% of the 1/0 requests
had a latency between 35-10 ms. Rather than plotting an
average for all the completed 1/O requests, the shading
defined by the key 5135 1s used to 1illustrate the distribution
of the latency across one or more latency groups. Relative to
chart 400, the chart 500 provides more detailed information
on the distribution of the latencies during a specific time
pertod which may better enable the customer or system
administrator to identily a performance 1ssue and decide on
an appropriate action such as mounting additional storage
volumes to a VM, switching to a larger storage volume,
switching to storage volume with low latency storage ele-
ments, upgrading a network connection between the VM and
the storage volume, and the like.

FIG. 6 illustrates a method 600 for scaling the central
monitoring system to handle the performance data transmuit-
ted by I/O clients, according to various embodiments. The
method 600 begins at block 605 where the scaling applica-
tion on the central monitoring system obtains historical data
describing the usage of the plurality of storage volumes by
a plurality of requesting entities (e.g., VMSs, user computing
devices, databases, etc.). The scaling application may track
the amount of data transmitted to the volumes, the latency of
the I/0 requests, and the number of I/O requests processed
by the storage volumes. This information informs the scaling
application how the requesting entities use the storage
volumes and any corresponding performance issues.

At block 610, the scaling application estimates a number
of the plurality of storage volumes expected to generate
performance data at the high-resolution time rate. That 1s,
the scaling application can evaluate the historical data to
determine the expected number of storage volumes that have
corresponding I/O clients that generate the high resolution
performance data. To do so, the scaling application can use
the condition and threshold of the event rules to determine,
at any point of time, which of the storage volumes would
have performance metrics that trigger the event rules. For
example, 1f the threshold 1s an I/O latency of 100 ms, the
scaling application can review the historical data to deter-
mine, for a particular data and time, how many of the scaling
volumes had latencies above this threshold. Moreover,
because the number may change depending on the time of
day or time of year (e.g., a season or holiday), the scaling
application may track how the number of storage volume
that satisty the threshold changes.

With this information, the scaling application can estimate
for a given time—e.g., a time of day, a particular week, a
holiday, etc.—the percentage of storage volumes expected to
generate high resolution performance data. For example, the
scaling application may determine that 2% of the storage
volumes satisiy the threshold of an event rule during the day
time hours but only 0.5% of the storage volumes satisiy the
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threshold during the nighttime hours. Or the scaling appli-
cation may determine that an average of 0.5% of storage
volumes that have solid-state drives trigger an event rule
while an average of 1.5% of the storage volumes that have
hard disk drives trigger the event rule.

Optionally, at block 615, the scaling application performs
a simulation, for example a Monte Carlo simulation, using
historical data describing the I/0O patterns and requests of the
requesting entities to estimate the number of storage vol-
umes expected to generate performance data at the high-
resolution time rate. Using the historical data, the scaling
application can execute a simulation that includes simulated
servers (e.g., requesting entities) and simulated storage
volumes. The scaling application can determine how often
the simulated servers transmit more I/O request to the
storage volumes than the storage volumes can handle. In
other words, the scaling application can use the Monte Carlo
simulation to determine, based on the historical data, how
often the storage volumes are overworked. Further, the
scaling application can determine when a performance met-
ric of the storage volumes would satisty an event rule,
thereby triggering the I/O client to generate the high reso-
lution performance data. For example, the scaling applica-
tion may learn from the Monte Carlo simulation that on
average of 1% of those systems generate high resolution
performance data at any given time. If the VMs 110 1n FIG.
1 have similar usage patterns as the requesting entities in the
Monte Carlo simulation, the scaling application can estimate
that 1% of the mounted storage volumes 135 will cause the
I/O client 115 to report high resolution performance data.

At block 620, the scaling application scales the computing
resources assigned to the central monitoring system in
response to the estimated number. Put diflerently, the scaling
application alters the compute capacity of the central moni-
toring system so that the system can handle the increased
data that comes from storage volumes that correspond to
high resolution performance data. For example, the scaling,
application may receive real-time updates regarding how
many ol the storage volumes are currently mounted to a
VM—i.e., how many of the storage volumes are currently
being used and how many are mactive. Using the estimated
number derived at block 610, the scaling application can
determine how many of the mounted storage volumes are
expected to cause the I/O client to generate high resolution
performance data. For example, the scaling application may
allocate 20% more compute resources to the central moni-
toring system 1f 2% of the storage volumes are expected to
generate the high resolution performance data relative to
only 1%.

Moreover, the scaling application can consider the types
of the storage volumes—e.g., solid disk drives versus hard
disk drives. As discussed above, the number of storage
volumes expected to generate the high resolution perfor-
mance data may change depending on the underlying stor-
age elements in the volumes. The scaling application may
determine a ratio of the storage volumes that have solid-state
drives versus those that have hard disk drives which can be
used to estimate the amount of compute capacity for the
central monitoring system. For example, 1if the mounted
storage volumes all use solid state disk drives (which
typically have better performance), the scaling application
may allocate less compute capacity to the central monitoring,
system than 11 some of the mounted storage volumes include
hard disk drives.

In one embodiment, the scaling application may dynami-
cally change the compute resources assigned to the central
monitoring system. As described above, the estimated num-
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ber of storage volumes that generate high resolution perfor-
mance data may change depending on a time of day, a
holiday, a particular season, etc. Thus, the scaling applica-
tion may add or remove VMs allocated to the central
monitoring system depending on these factors. Moreover, as
additional storage volumes are activated, e.g., mounted to a
storage volume, or deactivated, the scaling application may
continually evaluate the total number of activate storage
volumes and scale the computing resources of the central
monitoring system accordingly.

In one embodiment, in addition to the estimated need
derived using method 600, the scaling application alters the
compute capacity of the central monitoring system 1n
response to 1mmediate need for additional computing
resources. For example, the mput limiter in the central
monitoring system may inform the scaling application that
the performance data currently being received exceeds the
compute capacity of the central monitoring system as
described above. In response, the scaling application can
increase the compute resources for the monitoring system.

In addition to scaling the compute resources (or as an
alternative), the estimated number of storage volumes can be
used to adjust throttling thresholds (at block 6235) or event
rule thresholds (at block 630) so that the amount of high
resolution performance data processed by the central moni-
toring system 1s reduced. For example, at block 625, the
input limiter 1n the central monitoring system adjusts the
threshold used to throttle received performance data in
response to the estimated number. Specifically, referring to
FIG. 2, the input limiter can lower the throttle threshold 245
in response to a relatively higher estimated number and,
conversely, raise the throttle threshold in response to a
relatively lower estimated number. For example, 1f the
estimated number of storage volumes expected to generate
high resolution performance data would overwhelm the
computing resources ol the central monitoring system, the
input limiter can lower the threshold 245 used to determine
whether to throttle the incoming performance data by reject-
ing the high resolution performance data. By lowering the
threshold 245, the mput limiter 240 begins to discard
received high resolution performance data earlier than 1t
would otherwise with a higher threshold 245 which can
ensure that the central monitoring system has enough com-
pute resources available to, at a minimum, process and plot
the low resolution performance data. Lowering the threshold
245 may be desired, for example, if it 1s too costly to add
more compute resources at block 620 or 11 there are no more
compute resources available.

At block 630, the I/O client adjusts the threshold in the
event rule 1n response to the estimated number. For example,
if the scaling application determines that the central moni-
toring system does not have enough available compute
resources to handle the estimated number of storage vol-
umes generating high resolution performance data (or add-
ing compute resources 1s too costly), the I/O client can alter
the thresholds in the event rules so it 1s less likely a
performance metric will trigger the event rule resulting in
the IO client transmitting high resolution performance data
to the central monitoring system.

Although the embodiments herein describe selecting
whether to generate low resolution or high resolution per-
formance data depending on a performance metric derived
from performing I/O requests, the techniques herein can be
used with any computing system that generates performance
data for computing entities. For example, instead of 1/O
requests, the performance metric could be the packet latency
or packet throughput between network devices. Depending
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on the packet throughput or latency, a controller may report
either low or high resolution performance data for the
network devices. In another example, a bus controller can
monitor the amount of data flowing between diflerent hard-
ware entities (e.g., a processor, accelerator, algorithmic
units, cache memory, etc.) coupled to a bus and alter the
granularity ol the performance data generated for these
hardware entities 1n response to a measured performance
metric. In another example, a monitoring system can moni-
tor jobs or tasks completed by a distributed set of computing,
clusters (e.g., a Hadoop job) and switch from low resolution
to high resolution performance data when the job/task slows
down.

In the preceding, reference i1s made to embodiments
presented in this disclosure. However, the scope of the
present disclosure 1s not limited to specific described
embodiments. Instead, any combination of the described
features and elements, whether related to diflerent embodi-
ments or not, 1s contemplated to implement and practice
contemplated embodiments. Furthermore, although embodi-
ments disclosed herein may achieve advantages over other
possible solutions or over the prior art, whether or not a
particular advantage 1s achieved by a given embodiment 1s
not limiting of the scope of the present disclosure. Thus, the
preceding aspects, features, embodiments and advantages
are merely 1llustrative and are not considered elements or
limitations of the appended claims except where explicitly
recited 1n a claim(s).

As will be appreciated by one skilled in the art, the
embodiments disclosed herein may be embodied as a sys-
tem, method or computer program product. Accordingly,
aspects may take the form of an entirely hardware embodi-
ment, an entirely software embodiment (including firmware,
resident software, micro-code, etc.) or an embodiment com-
bining software and hardware aspects that may all generally
be referred to herein as a “circuit,” “module” or “system.”
Furthermore, aspects may take the form of a computer
program product embodied 1n one or more computer read-
able medium(s) having computer readable program code
embodied thereon.

Any combination of one or more computer readable
medium(s) may be used to implement embodiments of the
invention. The computer readable medium may be a com-
puter readable signal medium or a computer readable stor-
age medium. A computer readable storage medium may be,
for example, but not limited to, an electronic, magnetic,
optical, electromagnetic, infrared, or semiconductor system,
apparatus, or device, or any suitable combination of the
foregoing. More specific examples (a non-exhaustive list) of
the computer readable storage medium would i1nclude the
following: an electrical connection having one or more
wires, a portable computer diskette, a hard disk, a random
access memory (RAM), a read-only memory (ROM), an
crasable programmable read-only memory (EPROM or
Flash memory), an optical fiber, a portable compact disc
read-only memory (CD-ROM), an optical storage device, a
magnetic storage device, or any suitable combination of the
foregoing. In the context of this document, a computer
readable storage medium 1s any tangible medium that can
contain, or store a program for use by or 1n connection with
an 1nstruction execution system, apparatus or device.

A computer readable signal medium may 1include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-
magnetic, optical, or any suitable combination thereof. A
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computer readable signal medium may be any computer
readable medium that 1s not a computer readable storage
medium and that can communicate, propagate, or transport
a program for use by or in connection with an instruction
execution system, apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, includ-
ing but not limited to wireless, wireline, optical fiber cable,
RFE, etc., or any suitable combination of the foregoing.

Aspects of the present disclosure are described with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments presented 1n this disclosure.
It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks 1n the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a computer or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored
in a computer readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function 1n a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including istructions which
implement the function/act specified 1n the flowchart and/or
block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps
to be performed on the computer, other programmable
apparatus or other devices to produce a computer 1mple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide
processes for implementing the functions/acts specified in
the flowchart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures illustrate
the architecture, functionality and operation of possible
implementations of systems, methods and computer pro-
gram products according to various embodiments. In this
regard, each block in the flowchart or block diagrams may
represent a module, segment or portion of code, which
comprises one or more executable mnstructions for 1mple-
menting the specified logical function(s). It should also be
noted that, 1n some alternative implementations, the func-
tions noted in the block may occur out of the order noted in
the figures. For example, two blocks shown in succession
may, i fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts, or combinations of special pur-
pose hardware and computer instructions.

In view of the foregoing, the scope of the present disclo-
sure 1s determined by the claims that follow.

What 1s claimed 1s:

1. A method, comprising:

mounting, on behalf of a wvirtual machine, a storage

volume;
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transmitting a plurality of input/output (I/0) requests from
the virtual machine to the storage volume over a
network, wherein the storage volume is presented to the
virtual machine as a mounted drive;

measuring a value for a performance metric associated

with one or more of the I/O requests;

determining the measured value of the performance met-

ric satisfies a condition specified 1n at least one event
rule;

in response to determining that the measured value sat-

isfies the condition, generating storage volume status
data at a high-resolution rate;

in response to determining that the measured value does

not satisty the condition, generating the storage volume
status data at a low-resolution rate, wherein the storage
volume status data generated at the high-resolution rate
includes more data points regarding a status of the
storage volume for a given time period relative to the
storage volume status data generated at the low-reso-
lution rate for the given time period;

transmitting the storage volume status data generated at

the high-resolution rate or the low-resolution rate to a
monitoring system, wherein the monitoring system
collects status data corresponding to a plurality of
storage volumes;

generating for display a chart of the storage volume status

data, wherein a visualization of the storage volume
status data presented 1n the chart varies depending on
whether the storage volume status data was generated
at the high-resolution rate or the low-resolution rate.

2. The method of claim 1, wherein measuring the perfor-
mance metric comprises:

measuring a latency between when a write request 1s

transmitted to the storage volume over the network
until a write complete confirmation is received from the
storage volume, wherein the condition comprises a
latency threshold to which the latency 1s compared 1n
order to determine 1f the performance metric satisfies
the condition.

3. The method of claim 1, wherein the chart comprises the
storage volume status data measured at both the low-
resolution and high-resolution rates, and wherein the chart
indicates a respective number of 1/0 requests grouped nto
different value ranges of the performance metric.

4. The method of claim 1, further comprising;:

estimating a number of the plurality of storage volumes

that 1s expected to have performance issues which
result in the monitoring system receiving the storage
volume status data generated at the high-resolution
rate; and

scaling computing resources corresponding to the moni-

toring system 1n response to the estimated number of
the plurality of storage volumes expected to have
performance 1ssues so that the monitoring system can
process the storage volume status data.

5. A system, comprising;:

at least one computer processor; and

at least one memory storing a program which, when

executed by the system, performs an operation com-

prising:

attaching, on behalf of a virtual machine, a storage
volume:

transmitting input/output (I/0O) requests from the virtual
machine to the storage volume over a network,
wherein the storage volume 1s attached to the virtual
machine as a mounted drive;
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measuring a value of a performance metric associated
with the I/O requests performed on the storage
volume;
generating performance data corresponding to the 1/0O
requests performed on the storage volume storage
volume at a low-resolution rate until determining
that the value of the performance metric satisfies an
event rule;
in response to determining that the value of the per-
formance metric satisfies the event rule, switching
from generating performance data corresponding to
I/0 requests performed on the storage volume at the
low-resolution rate to a high-resolution rate, wherein
the performance data generated at the high-resolu-
tion rate includes more data points regarding the
performance of the storage volume for a given time
period relative to the performance data generated at
the low-resolution rate for the given time period; and
transmitting the performance data generated at the
high-resolution rate and the low-resolution rate to a
monitoring system.
6. The system of claim 5, wherein the performance metric
comprises at least one of an average latency of completing
the plurality of IO requests, an amount of data sent to or
received from the storage volume when completing the
plurality of I/O requests, and a total number of I/O requests
performed 1n a fixed time period.
7. The system of claim 5, wherein the operation com-
Prises:
recerving the event rule from an application programming
interface (API), wherein the API enables a user to
define a type of the performance metric and a threshold
of the performance metric that indicates when the event
rule 1s satisfied.
8. The system of claim 5, wherein the storage volume and
the virtual machine are hosted on computing systems com-
municatively coupled via the network, wherein a computing
system hosting the virtual machine comprises an 1I/O client,
wherein the I/0 client 1s configured to transmit I/O requests
from the virtual machine to the storage volume and measure
the performance metric.
9. The system of claim 8, wherein the I/O client 1s
executed on the computing system hosting the virtual
machine and 1s external to the virtual machine.
10. The system of claim 5, the operation comprising;:
estimating a number of a plurality of storage volumes that
1s expected to have performance 1ssues which result 1n
the monitoring system receiving the performance data
generated at the high-resolution rate from a plurality of
I/O clients:

determining the number of the plurality of storage vol-
umes expected to have performance issues has
increased; and

increasing computing resources assigned to the monitor-

Ing system.

11. The system of claim 10, wherein estimating the
number of the plurality of storage volumes expected to have
performance 1ssues comprises:

performing a Monte Carlo simulation to determine the

number of the plurality of storage volumes expected to
have performance issues based on at least i part
historical data describing the usage of the plurality of

storage volumes by a plurality of requesting entities.

12. The system of claim 35, wherein the operation com-
Prises:

alter recerving the performance data generated at the

high-resolution rate and the low-resolution rate at the
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monitoring system, determiming a throttling metric of
the monitoring system indicating whether the monitor-
ing system 1s capable of processing the performance
data generated at the high-resolution rate;

determining the throttling metric satisfies a threshold; and

disregarding the performance data generated at the high-
resolution rate.

13. A method, comprising:

attaching, on behalf of a wvirtual machine, a storage
volume;

transmitting input/output (I/0O) requests from the virtual
machine to the storage volume over a network, wherein
the storage volume 1s attached to the virtual machine as
a mounted drive;

measuring a value of a performance metric dertved from

completing the I/0 requests on the storage volume;

generating performance data corresponding to the I/O

requests performed on the storage volume storage
volume at a low-resolution rate until determining that
the value of the performance metric satisfies an event
rule;

in response to determining that the value of the perfor-

mance metric satisfies the event rule, switching from
generating performance data corresponding to I/0
requests performed on the storage volume at the low-
resolution rate to a high-resolution rate, wherein the
performance data generated at the high-resolution rate
includes more data points measuring a performance of
the storage volume for a given time period relative to
the performance data generated at the low-resolution
rate for the given time period; and

transmitting the performance data generated at the high-

resolution rate and the low-resolution rate to a moni-
toring system.

14. The method of claim 13, wherein the performance
metric comprises at least one of an average latency of
completing the plurality of I/O requests, an amount of data
sent to or received from the storage volume when complet-
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ing the plurality of I/O requests, and a total number of 1/0
requests performed 1n a fixed time period.

15. The method of claim 13, further comprising:

recerving the event rule from an API, wherein the API

ecnables a user to define a type of the performance
metric and a threshold of the performance metric that
indicates when the event rule 1s satisfied.
16. The method of claim 13, wherein the storage volume
and the virtual machine are hosted on computing systems
communicatively coupled via the network, wherein a com-
puting system hosting the virtual machine comprises an 1/O
client, wherein the I/O client 1s configured to transmit I/O
requests from the virtual machine to the storage volume and
measure the performance metric.
17. The method of claim 16, wherein the I/O client 1s
executed on the computing system hosting the virtual
machine and 1s external to the virtual machine.
18. The method of claim 13, further comprising:
estimating a number of a plurality of storage volumes that
1s expected to have performance 1ssues which result 1n
the monitoring system receiving the performance data
generated at the high-resolution rate from a plurality of
I/O clients:

determining the number of the plurality of storage vol-
umes expected to have performance issues has
increased; and
increasing computing resources assigned to the monitor-
Ing system.

19. The method of claim 13, further comprising:

alfter receiving the performance data generated at the
high-resolution rate and the low-resolution rate at the
monitoring system, determining a throttling metric of
the monitoring system 1ndicating whether the monitor-
ing system 1s capable of processing the performance
data generated at the high-resolution rate;

determining the throttling metric satisfies a threshold; and

disregarding the performance data generated at the high-
resolution rate.
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