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SYSTEM AND METHOD OF PREDICTION
OF PAPER JAMS ON MULTIFUNCTION
PERIPHERALS

TECHNICAL FIELD

This application relates generally to maintenance of docu-
ment processing devices. The application relates more par-
ticularly to predicting paper jams for multifunction periph-
erals to minimize device downtime and {facilitate
prophylactic device repair.

SUMMARY

In an example embodiment a system and method for
paper jam prediction includes a processor, memory and a
network interface. Ongoing jam data 1s received from an
identified, networked multifunction peripheral. Service call
data for the multifunction peripheral indicative of prior
service calls placed for 1t 1s stored in the memory. A
sampling window of the paper jam data prior to a service call
date 1s defined and a point 1n the sampling window when no
symptoms of a forthcoming paper jam were present 1s
determined so as to define a prediction window. A relation-
ship between paper jam data 1n the prediction window of the
sampling window and paper jam data outside the prediction
window 1n the sampling window 1s determined and 1ncom-
ing paper jam data 1s monitored relative to the relationship
data. A paper jam warning 1s generated when monitored
incoming paper jam data indicates a forthcoming paper jam
on the multifunction peripheral.

In a turther example, the processor 1s further configured
to determine a standard deviation value for incoming paper
jam data relative to the rolling window.

In a further example, the relationship data corresponds to
a determined standard deviation.

In a further example, the paper jam data includes data
corresponding to a frequency ol paper jams.

In a further example, the memory 1s further configured to
store replacement part data corresponding to replacement
parts associated with the multifunction peripheral and
wherein the processor 1s further configured to monitor
incoming paper jam data relative to the replacement part
data.

In a turther example, the processor 1s further configured
to i1mitiate a service call request in accordance with a
generated paper jam warning.

In a further example, the processor 1s further configured
to generate a service call request identifying multifunction
peripheral indicated for a forthcoming paper jam.

BACKGROUND

Document processing devices include printers, copiers,
scanners and e-mail gateways. More recently, devices
employing two or more of these functions are found in office
environments. These devices are referred to as multifunction
peripherals (MFPs) or multifunction devices (MFDs). As
used herein, MFP means any of the forgoing.

Given the expense in obtamning and maintain MFPs,
MFPs are frequently shared by users and monitored by
technicians via a data network for example using Simple
Network Management Protocol (SNMP). As with any
mechanical device, MFPs are subject to wear and tear. Paper
movement through an MFP can be problematic when a
device’s parts are worn or when mechanical adjustments are
required. Paper jams in an MFP can be particularly frustrat-
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ing for device users. They can result 1in periods when a MFP
1s out of service, leaving users without a powertul ofhice tool
and causing user frustration when a jam must be cleared or
an alternative MFP used, such as one that 1s not conveniently
located or one without needed capabilities that were avail-
able on the out of service MFP.

Not only are paper jams a burden on end users, they can
provide significant financial cost to MFP providers. A com-
mon business model for MEFPs 1s one wherein a distributor
enters 1nto an end user agreement where the distributer
provides a device, at little or no upiront cost. User charges
are based a cost per page. This cost retlects device usage
charges, as well as maintenance costs. If a paper jam that
cannot be cleared by an end user occurs, or 1f jams are
becoming more frequent, the end user must make a service
call, and the distributor must dispatch a technician to fix the
MFP. Significant human resource costs are associated with
receiving a service call, logging a call, scheduling a service
time, dispatching a service technician, and diagnosing and
repairing the device. Such service costs can lower the
distributor’s profitability, increase the end user’s cost per
page, or both.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments will become better understood with
regard to the following description, appended claims and
accompanying drawings wherein:

FIG. 1 1s an example embodiment of a predicative device
failure system;

FIG. 2 1s a networked document rendering system:;

FIG. 3 1s an example embodiment of a digital data
processing device;

FIG. 4 1s a flow diagram of a device error prediction
system:

FIG. 5 1s a flow diagram of an example embodiment of a
machine learning system;

FIG. 6 1s an 1illustration of example machine learning
algorithms;

FIG. 7 illustrates example visual depictions of machine
learning algorithm results;

FIG. 8 1s an example embodiment of a breakdown of
device symptoms;

FIG. 9 15 an example embodiment of resolution of device
failures:

FIG. 10 1s a cross section of an example embodiment of
a multifunction peripheral; and

FIG. 11 illustrates an example embodiment of machine
learning training.

DETAILED DESCRIPTION

The systems and methods disclosed herein are described
in detail by way of examples and with reference to the
figures. It will be appreciated that modifications to disclosed
and described examples, arrangements, configurations, com-
ponents, elements, apparatuses, devices methods, systems,
etc. can suitably be made and may be desired for a specific
application. In this disclosure, any 1dentification of specific
techniques, arrangements, etc. are either related to a specific
example presented or are merely a general description of
such a technique, arrangement, etc. Identifications of spe-
cific details or examples are not intended to be, and should
not be, construed as mandatory or limiting unless specifi-
cally designated as such.

Embodiments herein provide for automated monitoring of
and MFPs state to facilitate prediction of paper jams. Such
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prediction can negate placing, receiving and processing of
service calls. A technician may be dispatched in advance to
address a failing MFP before 1t becomes problematic. If a
nearby service call 1s already scheduled, the technician can
address the failing MFP at the same time. Turning to FIG. 1,
illustrated 1s example embodiment of a predicative paper
jam system 100 that includes a plurality of MFPs 104,
illustrated with 104a, 1045 through 1047. The MFPs 104 are
dispersed geographically. One or more MFPS 104 may be
located at a single business location 108, over multiple
locations for a single business, or among multiple busi-
nesses. All MFPs 104 are configured for data communica-
tion via network cloud 112, suitably comprised of some or
all of a local area network (LAN) or wide area network
(WAN) which may comprise the global Internet. Also 1n data
communication with network cloud 112 1s a data analysis
and machine learming service suitably including one or more
servers as 1llustrated by server 116. MFPs 104 cach include
one or more components configured to monitor one or more
states of the device which are reported to server 116 which
also stores additional information such as repair histories
and device maintenance schedules, suitably coordinated
with one or more service technicians.

Server 116 accumulates MEP data such as device error
logs, device usage, such as number of print jobs or device
page count, mechanical wear and tear tracking, forced
shutdowns, copy iterruptions or environmental factors such
as temperature, humidity, ground stability, barometric pres-
sure, and the like. Server 116 uses 1ts available information
to predict likely device failures in advance of an actual
failure. This information can be communicated to a service
center or service technician via a digital device, such as
tablet computer 120 of service technician 124. Server 116
suitably associates suggested maintenance procedures and
required part information with identified devices predicted
to fail.

Turning now to FIG. 2 1llustrated 1s an example embodi-
ment of a networked digital device comprised of document
rendering system 200 suitably comprised within an MFP,
such as with MFPs 104 of FIG. 1. It will be appreciated that
an MFP includes an intelligent controller 201 which 1s itself
a computer system. Thus, an MFP can 1itself function as a
cloud server with the capabilities described herein. Included
in controller 201 are one or more processors, such as that
illustrated by processor 202. Fach processor is suitably
associated with non-volatile memory, such as ROM 204, and
random access memory (RAM) 206, via a data bus 212.

Processor 202 1s also in data communication with a
storage interface 208 for reading or writing to a storage 216,
suitably comprised of a hard disk, optical disk, solid-state
disk, cloud-based storage, or any other suitable data storage
as will be appreciated by one of ordinary skill in the art.

Processor 202 1s also in data communication with a
network interface 210 which provides an interface to a
network interface controller (NIC) 214, which 1n turn pro-
vides a data path to any suitable wired or physical network
connection 220, or to a wireless data connection via wireless
network interface 218. Example wireless connections
include cellular, Wi-F1, Bluetooth, NFC, wireless universal
serial bus (wireless USB) satellite, and the like. Example
wired 1nterfaces include Ethernet USB, IEEE 1394
(FlreW1re) nghtmng,, telephone line, or the hke Processor
202 1s also 1n data communication Wlth user interface 219
for interfacing with displays, keyboards, touchscreens, mice,
trackballs and the like.

Processor 202 can also be 1n data communication with
any suitable user input/output (I/0) iterface 219 which
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provides data communication with user peripherals, such as
displays, keyboards, mice, track balls, touch screens, or the
like.

Also 1n data communication with data bus 212 1s a
document processor interface 222 suitable for data commu-
nication with MFP functional units. In the illustrated
example, these units include copy hardware 240, scan hard-
ware 242, print hardware 244 and fax hardware 246 which
together comprise MFEP functional hardware 250. It will be
understood that functional umts are suitably comprised of
intelligent units, including any suitable hardware or software
platform.

Turning now to FIG. 3, illustrated 1s an example embodi-
ment of a digital data processing device 300 such as tablet
computer 120 or server 116 of FIG. 1. Components of the
data processing device 300 suitably include one or more
processors, 1llustrated by processor 310, memory, suitably
comprised of read-only memory 312 and random access
memory 314, and bulk or other non-volatile storage 316,
suitable connected via a storage interface 325. A network
interface controller 330 suitably provides a gateway for data
communication with other devices via wireless network
interface 332 and physical network interface 334, as well as
a cellular iterface 331 such as when the digital device 1s a
cell phone or tablet computer. Also included 1s NFC 1nter-
face 335, Bluetooth interface 336, and GPS intertace 337. A
user input/output interface 350 suitably provides a gateway
to devices such as keyboard 352, pointing device 354, and
display 360, suitably comprised of a touch-screen display. It
will be understood that the computational platform to realize
the system as detailed further below 1s suitably implemented
on any or all of devices as described above.

FIG. 4 1s a flow diagram of a device error prediction
system 400 such as one implemented 1n conjunction with
server 116 of FIG. 1. Device monitoring 1s suitably accom-
plished with a device management system 404. By way of
particular example, Toshiba TEC MFP devices are configu-
rable and monitor able via their e-BRIDGE CloudConnect
(eCC web) mterface. e-BRIDGE CloudConnect 1s an inte-
grated system of embedded and cloud-based applications
that provide functionality to support remote momtoring and
management of Toshiba MFEPs. It enables management of
configuration settings through automated interaction.
¢-BRIDGE CloudConnect gathers service information from
connected MFPs, including meter data, to speed 1ssue diag-
nosis and resolution.

Device management system 404 provides device state
information 408 for application of machine learning and
analysis for predictive device failures by a suitable machine
learning platform 412 such as Microsoit Azure. Additional
information for such prediction, such as device service log
information, 1s provided by a suitable CMMS (Computer-
1zed Maintenance Management System (or Software)) 420,
and 1s sometimes referred to as Enterprise Asset Manage-
ment (EAM). By way of particular example a CMMS
system 420 can be based on CMMS Software, Field Service
Software, or Field Force Automation Software provided by
Tessaract Corporation.

FIG. 5 illustrates a flow diagram 500 of an example
embodiment of a machine learning system. In the example
system, the process starts with one or more questions 304,
such as when will a device likely fail and what aspects or
aspects will be associated with such failure. Data 1s retrieved
and cleansed of unneeded or problematic data at 308 and this
data 1s provided for both training 512 and testing 516. These
results are provided to a machine learning system, suitably
comprised of one or more learning models such as learning
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models 520, 524 and 528. Each learning model 520, 524,
528 includes one or more algorithms learn method, such as
algorithm learn methods 532 and 536 of learning model 520.
Parameters, such as parameters 340 of learning model 520,
are provided for evaluation at 550, and results are fed back
to data acquisition at 508 for iterative calculation.

FIG. 6 provides example machine learning algorithms
600 including classification algorithms 604 and forecasting
algorithms 608. FIG. 7 provides example visual depictions
of algorithm results 700, including classification results 704
and forecasting results 708. Device clusters, such as cluster
712 may be indicative of device error conditions with
corresponding failure forecasting with results 716. By way
of particular example, a determination of likeliness of a
forthcoming service call can be utilized to schedule device
maintenance. Such scheduling 1s suitably integrated with
service calls already scheduled or with servicing of two or
more geographically proximate devices to minimize travel
time needed for technician on-site visits. Suitable machine
learning systems are built on available third party platforms
such as R-Script, Microsoit Azure, Google Next, Kaggle-
.com or the like.

FIG. 8 1s an example embodiment of breakdown of device
symptoms 800 for determination of service call likelihood.
FIG. 9 1s an example embodiment of problem resolutions
900 associated with device error conditions. Resolutions 900
can be ranked and presented as potential resolution options
for preventative service calls.

FIG. 10 1s a cross sectional view of a portion of an MFP,
such as with one of MFPs 104 of FIG. 1. As will be detailed
below, an MFP paper path has many points where a paper
jam may occur. Each mechanical paper touch point can
provide for possible jams. A paper path illustrated by the
arrowed line starts with a paper 1002 being picked up by
rollers 1008 from paper tray 1004 as shown, or {from a sheet
bypass feed 1006. Rollers 1008 suitably include a pickup
roller, a feed roller, and a separation roller. A pair of
transport rollers 1010 receive paper 1002 and urge 1t past a
position detection sensor 1012 to a pair of registration rollers
1014. The position detection sensor 1012 detects a leading
edge of paper 1002 and the trailing edge of paper 1002 as
paper 1002 moves between transport rollers 1010 and reg-
istration rollers 1014. Registration rollers 1014 urge paper
1002 into the nip between transier roller 1016 and transier
belt 1018. Transter roller 1016 has an electrical charge that
causes toner on transfer belt 1018 to transfer from transfer
belt 1018 to paper 1002. Paper 1002 enters fuser 1020 where
the toner 1s fused to the paper by heat. Fuser 1020 suitably
includes a fuser roller, fuser belt, and pressure roller. A paper
length can be determined by a diflerence between a time of
a leading edge sensing versus a time for sensing a trailing
edge. For a known paper size, and with known paper speed.,
a determination can be made 11 the leading edge and trailing
edge are too close to one another, possibly indicating a paper
jam. Other sensors can be suitably implemented in the paper
path to determine relative paper position during a jam. By
way of further example, monitoring of rotation of feeder
wheels can indicate that a wheel moves too much or too little
for an expected paper size, thus indicating a potential paper
jam. An array ol such sensors can allow for detailed posi-
tiomng of paper within an MFP to determine printer jam
properties.

Device training for predicative paper jams, such as illus-
trated by block 512 of FIG. 3, uses historical data to train
machine learning modules. Training allows for machine
prediction of jamming incidents. In an example embodiment
process, a date of a paper jam service call 1s used to mark or
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classity training data into two classes. A fixed number of
daily data of an MFP before a service call date are classified
as having symptoms of failure. This fixed number of days 1s
referred to as a prediction window. Another fixed number of
daily data, older than the data from the prediction window,
are classified as having no symptoms of failure. Altogether,
the two fixed number of days 1s referred to as a sampling
window.

Certain machine learming models may have dithculty
finding patterns across historical set of records. Accordingly,
a number of engineered features are created using a rolling
window calculation, such as rolling average and standard
deviation, to capture past data of a particular record. See
FIG. 11. To ensure that each record has enough past data to
calculate the rolling values, only data from sampling win-
dow minus a rolling window will be used to train the model.

Each training set suitably goes through a data cleansing
process, such as illustrated by block 508 of FIG. 5. In a
suitable cleansing process:

Overlapping sets are removed

Training set with high ratio of missing data are removed

Maissing values 1n a set 1s filled with last available values

Rolling values are calculated

Once traiming has been done, a prediction process can be
implemented. The training sets are then used to train various
machine learning models. The one that gives better predic-
tion will be selected for the prediction process. In a suitable
prediction process, live daily data are collected and the same
method of creating rolling values on the training data are
used to calculate the rolling values for the current day data.
The result 1s passed to the trained model for prediction.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the mventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such
forms or modifications as would fall within the spirit and
scope of the inventions.

What 1s claimed 1s:
1. A system comprising:
a network interface configured for ongoing, automated
receipt of paper jam data from an 1dentified, networked
multifunction peripheral, the paper jam data corre-
sponding to paper jams experienced by the multifunc-
tion peripheral; and
a processor and associated memory,
the memory configured to store service call data for the
multifunction peripheral indicative of prior service
calls placed for the multifunction peripheral,

the processor configured to define a sampling window
of the paper jam data prior to a service call date,

the processor further configured to determine a point 1n
the sampling window when no symptoms of a forth-
coming paper jam were present so as to define a
prediction window,

the processor further configured to determine a rela-
tionship between paper jam data in the prediction
window of the sampling window and paper jam data
outside the prediction window 1n the sampling win-
dow, and

the processor further configured to generate relation-
ship data corresponding to a determined relationship,
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the processor further configured to monitor mcoming
paper jam data relative to the relationship data, and

the processor further configured to generate a paper jam
warning when monitored incoming paper jam data
indicates a forthcoming paper jam on the multifunc-
tion peripheral.

2. The system of claim 1 wherein the processor 1s further
configured to generate the sampling window as a rolling
window relative to incoming paper jam data.

3. The system of claim 2 wherein the processor 1s further
configured to determine a standard deviation value {for
incoming paper jam data relative to the rolling window.

4. The system of claim 3 wherein the relationship data
corresponds to a determined standard deviation.

5. The system of claim 1 wherein the paper jam data
includes data corresponding to a frequency of paper jams.

6. The system of claim 1 wherein the paper jam data
includes data corresponding to a page count for paper
processed by the multifunction peripheral.

7. The system of claim 1 wherein the memory 1s further
configured to store replacement part data corresponding to
replacement parts associated with the multifunction periph-
eral and wherein the processor 1s further configured to
monitor incoming paper jam data relative to the replacement
part data.

8. The system of claim 1 wherein the processor 1s further
configured to initiate a service call request 1n accordance
with a generated paper jam warning.

9. A method comprising:

receiving an automated, ongoing report of paper jam data

from an 1dentified, networked multifunction peripheral
into a digital processing device including a processor
and associated memory, the paper jam data correspond-
ing to paper jams experienced by the multifunction
peripheral;

storing, 1n the memory, service call data for the multi-

function peripheral indicative of prior service calls
placed for the multifunction peripheral;
defining a sampling window of the paper jam data prior to
a service call date;

determining, by the processor, a point 1n the sampling
window when no symptoms of a forthcoming paper
jam were present so as to define a prediction window;

determining, by the processor, a relationship between
paper jam data in the prediction window of the sam-
pling window and paper jam data outside the prediction
window 1n the sampling window;

generating, by the processor, relationship data corre-

sponding to a determined relationship;

monitoring, by the processor, incoming paper jam data

relative to the relationship data; and

generating, by the processor, a paper jam warning when

monitored mmcoming paper jam data indicates a forth-
coming paper jam on the multifunction peripheral.

10. The method of claim 9 further comprising generating
the sampling window as a rolling window relative to incom-
ing paper jam data.

11. The method of claim 10 further comprising determin-
ing a standard deviation value for incoming paper jam data
relative to the rolling window.
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12. The method of claim 11 wherein the relationship data
corresponds to a determined standard deviation.

13. The method of claim 9 wherein the paper jam data
includes data corresponding to a frequency of paper jams.

14. The method of claim 9 wherein the paper jam data
includes data corresponding to a page count for paper
processed by the multifunction peripheral.

15. The method of claim 9 further comprising;

storing replacement part data corresponding to replace-

ment parts associated with the multifunction periph-

eral; and
monitoring ncoming paper jam data relative to the

replacement part data.
16. The method of claim 9 turther comprising 1nitiating a
service call request 1n accordance with a generated paper
jam warning.
17. A system comprising:
a network itertface configured for ongoing, automated
receipt of paper jam data from a plurality of 1dentified,
networked multifunction peripherals, the paper jam
data corresponding to paper jams experienced by the
multifunction peripheral; and
a processor and associated memory,
the memory configured to store service call data for the
multifunction peripheral indicative of prior service
calls placed for each of the multifunction peripher-
als,

the processor configured to define a sampling window
of the paper jam data for each of the multifunction
peripherals relative one of 1ts earlier service call
dates,

the processor further configured to determine a point 1n
cach sampling window when no symptoms of a
forthcoming paper jam were present so as to define
a prediction window for each multifunction relative
to 1ts earlier service call date,

the processor further configured to determine a rela-
tionship between paper jam data 1n each prediction
window of each sampling window and paper jam
data outside each prediction window 1n each sam-
pling window,

the processor further configured to generate relation-
ship data corresponding to a determined relationship,

the processor further configured to monitor mcoming
paper jam data relative to the relationship data for
cach of the multifunction peripherals, and

the processor further configured to generate a paper jam
warning when monitored mcoming paper jam data
indicates a forthcoming paper jam on any identified
multifunction peripheral.

18. The system of claam 17 wherein the processor 1s
turther configured to generate a service call request 1dent-
tying multifunction peripheral indicated for a forthcoming
paper jam.

19. The system of claam 17 wherein the processor 1s
turther configured to cleanse mcoming paper jam data.

20. The system of claam 19 wherein the processor 1s
turther configured to cleanse the incoming paper jam data by
a removal of overlapping data sets or removal of data with
missing elements.
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