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intersection testing for use in rendering an 1mage of a 3D
scene. A hierarchical acceleration structure may be traversed
by: traversing one or more upper levels of nodes of the
hierarchical acceleration structure according to a first tra-
versal technique, the first traversal technique being a depth-
first traversal technique; and traversing one or more lower
levels of nodes of the hierarchical acceleration structure
according to a second traversal technique, the second tra-
versal technique not being a depth-first traversal technique.
Results of traversing the hierarchical acceleration structure
are used for rendering the image of the 3D scene. The upper
levels of the acceleration structure may be defined according
to a spatial subdivision structure, whereas the lower levels of
the acceleration structure may be defined according to a
bounding volume structure.

17 Claims, 9 Drawing Sheets

1302 1304
CPU GPU

1310

8

1316

Display 1312

Speakers rr1314

1308 - Memory Ray Tracing unit p—~_-502




US 10,417,807 B2
Page 2

(56) References Cited

OTHER PUBLICATIONS

Sung; “A DDA Octree Traversal Algorithm for Ray Tracing”
Proceedings of Eurographics '91(1991); Department of Computer

Science University of Illinois; 14 pages.

Nam et al., “Parallel Tree Traversal for Nearest Neighbor Query on
the GPU,” Proceedings of the 45th International Conference on
Parallel Processing, Aug. 16, 2016, pp. 113-122.

Vinkler et al., “Bounding Volume Hierarchies versus Kd-trees on
Contemporary Many-Core Architectures,” Computer Graphics, ACM
May 28, 2014, pp. 29-36.

Fu et al., QR-Tree: A Hybrid Spatial Index Structure, Proceedings

of the 2nd International Conference on Machine Learning and
Cybernetics, vol. 1, Nov. 2, 2003, pp. 459-463.

* cited by examiner



U.S. Patent Sep. 17, 2019 Sheet 1 of 9 US 10,417,807 B2

100 102

102 %’2

FIGURE 1b

. [T

cen ] [ o
2141 . 2142

216, 216,

*' : 202
204~_/ N ST
(¢ A4
Egﬁfﬂ#fff 7
206

206 FIGURE 2a FIGURE 2b




U.S. Patent Sep. 17, 2019 Sheet 2 of 9 US 10,417,807 B2

302
302 ~/-
i
304
308 FIGURE 3a FIGURE 3b
400

\ 410°

4127 Y/ e 410
2 ' M
;%%
i
""f___,-"i/;;/f.r’fﬁ
“ 4 4124 412,
4124
| 4144|414,
414,
- 402
~
406
FIGURE 4a FIGURE 4b

406



US 10,417,807 B2

¢ 34N9l4
8¢5 osg 909 gzg V7
". ||||||||||||||||||||||||| A
Z r |
_ ves  Tves 2160 ayoed TN CES
80G— Bulinpayosg Ajowoa9 - | 276G )
| eleq Aey
> n%%ﬂm_v | s 2160 Bulleyeb ayoe?d — ! oo
= | A =
- — _ 0160| BuISS800.d UOR99||00 e "
> L e — - 0160] Builsa) uonoasialu| " £1G
e | _
7 81S _ _
| |
_ "
|
= 210}S | J160| Buip|ing 3 MlsWwosg
~ swelboud . SINONIIS 00V Jnauj " oU80g
o~ lepeys TS _ " < =
c. _ s|npow BUISS820.1 "
¥ p, | _ OLG
| o e e e e — — — N ||||||| _—— e e =]
I3 cha y0S  0CS
cCS 70C
004

U.S. Patent



U.S. Patent Sep. 17, 2019 Sheet 4 of 9 US 10,417,807 B2

Recelve primitive data S602
Determine nodes of the acceleration structure S604
Store the acceleration structure S606

FIGURE 6

Recelve acceleration structure S702
Recelve data defining rays to be tested against S704
the acceleration structure

Traverse one or more upper levels of the
acceleration structure according to a first S706
traversal technique

Traverse one or more lower levels of the
acceleration structure according to a second S708
traversal technique

Use the results of the intersection testing for S710
rendering

FIGURE 7




U.S. Patent Sep. 17, 2019 Sheet 5 of 9 US 10,417,807 B2

8

814

!

814

6

814

2

814
FIGURE 8b

4

814

3

814

812

11(814-

814,

802

810"
FIGURE 8a

800 \

8121 ==
812, ==



US 10,417,807 B2

Sheet 6 of 9

Sep. 17, 2019

U.S. Patent

46 J4MNOld

e6 MOl

OL6
706 Ve Cl6 806 906 V06

2, ) ) NS N

€316|[°816||'816
’5TE E 206

¢08

‘18

906



U.S. Patent Sep. 17, 2019 Sheet 7 of 9 US 10,417,807 B2

100

1002

FIGURE 10

110

NEEEEEE"

FIGURE 11



US 10,417,807 B2

Sheet 8 of 9

Sep. 17, 2019

U.S. Patent

¢l JdNOl4

uonesijn 3 8susJayod
SpIe |esI8AR)
1Sdl Yipeaud |9|jeled

0GCL | |8VCL | |9VPCL | | PPCl crel | |0bCl | [8ECl||9cCl

Ayoielsiy
JO S|BA8] JOMOT]

g
-
-
N
<~

SuUOoIlOd S8S11BO0|
lesJenel) 1841 yida(

Ayoielsiy
JO s|eA8] Jadd

EE E Q| 9cCl Vecl Occl) |8Lell |9Lcl
111111 —_ I:;;;;aaiuiau/aa-auaaiiiaaihﬁmmW I, S
S N N L Iy A .
|
| AXA) Q0¢C 1 _
| |
“ — _
_ - _
_ sAel Bunixs Ajues 1oy _
| S1S8) s8onpal 88} sy} 90cl Ocl L~ '007]
_ JO suoilod buiAe|e | o84} 8y} JO “
“ _
| |
| |
| |
| |
| |
| |



U.S. Patent Sep. 17, 2019 Sheet 9 of 9 US 10,417,807 B2

1302 1304
CPU GPU 1310
| Display I 1312
1316 1314
1308 Memory Ray Tracing unit 502
FIGURE 13
1402
1404 1406
Circuit layout Inter faféd
IC definition Layout definition rore Integrated
- = circuit Uit
dataset processing . circu
generation

FIGURE 14



US 10,417,807 B2

1

HYBRID HIERARCHY OF BOUNDING AND
GRID STRUCTURES FOR RAY TRACING

BACKGROUND

Ray tracing systems can simulate the manner 1n which
rays (e.g. rays of light) interact with a scene. For example,
ray tracing techniques can be used in graphics rendering
systems which are configured to produce images from 3-D
scene descriptions. The images can be photorealistic, or
achieve other objectives. For example, animated movies can
be produced using 3-D rendering techniques. The descrip-
tion of a 3D scene typically comprises data defining geom-
etry 1n the scene. This geometry data 1s typically defined 1n
terms of primitives, which are often triangular primitives,
but can sometimes be other shapes such as other polygons,
lines or points.

Ray tracing mimics the natural interaction of light with
objects 1n a scene, and sophisticated rendering features can
naturally arise from ray tracing a 3-D scene. Ray tracing can
be parallelized relatively easily on a pixel by pixel level
because pixels generally are independent of each other.
However, 1t 1s diflicult to pipeline the processing involved 1n
ray tracing because of the distributed and disparate positions
and directions of travel of the rays in the 3-D scene, 1n
situations such as ambient occlusion, reflections, caustics,
and so on. Ray tracing allows for realistic images to be
rendered but often requires high levels of processing power
and large working memories, such that ray tracing can be
dificult to implement for rendering 1mages 1n real-time (e.g.
for use with gaming applications), particularly on devices
which may have tight constraints on silicon area, cost and
power consumption, such as on mobile devices (e.g. smart
phones, tablets, laptops, etc.).

At a very broad level, ray tracing involves: (1) identiiying
intersections between rays and geometry (e.g. primitives) 1n
the scene, and (1) performing some processing (e.g. by
executing a shader program) 1n response to 1dentifying an
intersection to determine how the intersection contributes to
the 1mage being rendered. The execution of a shader pro-
gram may cause further rays to be emitted into the scene.
These further rays may be referred to as “secondary rays”.

A lot of processing 1s involved in 1dentifying intersections
between rays and geometry in the scene. In a very naive
approach, every ray could be tested against every primitive
in a scene and then when all of the intersection hits have
been determined, the closest of the intersections could be
identified. This approach 1s not feasible to implement for
scenes which may have millions or billions of primitives,
where the number of rays to be processed may also be
millions. So, ray tracing systems typically use an accelera-
tion structure which characterises the geometry in the scene
in a manner which can reduce the work needed for inter-
section testing. However, even with current state of the art
acceleration structures it 1s difhicult to perform intersection
testing at a rate that 1s suitable for rendering images in
real-time (e.g. for use with gaming applications), particu-
larly on devices which have tight constraints on silicon area,
cost and power consumption, such as on mobile devices (e.g.
smart phones, tablets, laptops, etc.).

SUMMARY

This Summary 1s provided to introduce a selection of
concepts 1 a sumplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentify key features or essential features of the
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claimed subject matter, nor 1s 1t intended to be used to limat
the scope of the claimed subject matter.

There 1s provided a computer-implemented method of
performing intersection testing 1n a ray tracing system for
use 1 rendering an immage of a 3D scene, the method
comprising;

traversing a hierarchical acceleration structure by:

traversing one or more upper levels of nodes of the
hierarchical acceleration structure according to a first
traversal technique, said first traversal technique
being a depth-first traversal technique; and
traversing one or more lower levels of nodes of the
hierarchical acceleration structure according to a
second traversal technique, said second traversal
technique not being a depth-first traversal technique;
wherein results of said traversing the hierarchical accel-
eration structure are used for rendering the image of the
3D scene.

There 1s provided a ray tracing unit configured to perform
intersection testing for use in rendering an image of a 3D
scene, the ray tracing unit comprising:

intersection testing logic configured to access a hierarchi-

cal acceleration structure and to traverse the hierarchi-

cal acceleration structure by:

traversing one or more upper levels of nodes of the
hierarchical acceleration structure according to a first
traversal technique, said first traversal technique
being based on a depth-first traversal technique; and

traversing one or more lower levels of nodes of the
hierarchical acceleration structure according to a
second traversal technique, said second traversal
technique not being a depth-first traversal technique;
and

processing logic configured to use results of traversing the

hierarchical acceleration structure for rendering the
image of the 3D scene.

The second ftraversal technique may be based on a
breadth-first traversal technique, wherein intersection test-
ing ol nodes with rays 1s scheduled based on availability of
node data and ray data (e.g. using a scheduling scheme). For
example, the one or more lower levels of nodes of the
hierarchical acceleration structure may be traversed accord-
ing to the second traversal technique by gathering intersec-
tion testing work items together into collections to be
executed 1n parallel, wherein an intersection testing work
item 1dentifies a ray and a node which are to be tested for
intersection, and wherein collections of work i1tems are
scheduled to be executed based on the numbers of work
items 1n the collections.

The traversal of the one or more upper levels of nodes of
the hierarchical acceleration structure according to the
depth-first traversal technique may comprise using a metric
to determine an order i which to descend nodes of the
hierarchical acceleration structure. The metric may com-
prise: (1) a distance metric component, wherein the distance
metric component 1s arranged to cause closer nodes to be
descended before more distant nodes; (11) an occlusion
metric component, wherein the occlusion metric component
1s arranged to cause nodes with more occluding geometry to
be descended before nodes with less occluding geometry;
(111) an 1ntersection length metric component, wherein the
intersection length metric component 1s arranged to cause
nodes with which a ray has a longer intersection interval to
be descended before nodes with which the ray has a shorter
intersection interval (where the intersection interval for a ray
and a node 1s the distance between the point at which the ray
enters the volume represented by the node and the point at
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which the ray exits the volume); and/or (1v) a previous
intersection metric component, wherein indications of the
number of intersections are stored for different nodes of the
one or more upper levels, and wherein the previous inter-
section metric component 1s arranged to cause, based on said
indications, nodes with a greater number of intersections to
be descended before nodes with a lower number of inter-
sections.

The one or more upper levels of nodes of the hierarchical
acceleration structure may be defined according to a first
structure, and the one or more lower levels of nodes of the
hierarchical acceleration structure may be defined according,
to a second structure, wherein the first structure 1s diflerent
to the second structure.

The one or more upper levels of nodes of the hierarchical
acceleration structure may be defined according to a spatial
subdivision structure, such as: (1) a gnid structure, (11) a
multi-level grid structure, (111) an octree structure, or (1v) a
space partitioming structure (e.g. a k-d tree).

The one or more lower levels of nodes of the hierarchical
acceleration structure may be defined according to a bound-
ing volume structure. The bounding volume structure may
be defined with reference to an octree structure.

The number of upper levels of nodes which are traversed
according to the depth-first traversal technique may be
predetermined. Alternatively, an indication of the number of
upper levels of nodes which are to be traversed according to
the depth-first traversal technique may be retrieved from a
store, wherein the indication 1s determined when the hier-
archical acceleration structure 1s built, and 1s stored in the
store.

There 1s provided a computer-implemented method of
generating a hierarchical acceleration structure to be used
for 1ntersection testing 1n a ray tracing system, the method
comprising;

receiving primitive data for primitives located in a 3D

scene;

determining nodes of the hierarchical acceleration struc-

ture based on the received primitive data, wherein one
or more upper levels of nodes of the hierarchical
acceleration structure are defined according to a spatial
subdivision structure, and wherein one or more lower
levels of nodes of the hierarchical acceleration structure
are defined according to a bounding volume structure;
and

storing the hierarchical acceleration structure for use 1n

intersection testing.

There 1s provided a processing module configured to
generate a hierarchical acceleration structure to be used for
intersection testing 1n a ray tracing system, the processing
module comprising:

an 1nput configured to receirve primitive data for primi-

tives located 1n a 3D scene; and
acceleration structure building logic configured to deter-
mine nodes of the hierarchical acceleration structure
based on the received primitive data, wherein one or
more upper levels of nodes of the hierarchical accel-
eration structure are defined according to a spatial
subdivision structure, and wherein one or more lower
levels of nodes of the hierarchical acceleration structure
are defined according to a bounding volume structure;

wherein the processing module 1s configured to cause the
hierarchical acceleration structure to be stored for use
in 1ntersection testing.

The nodes of the hierarchical acceleration structure may
represent volumetric elements within the 3D scene, wherein
primitive indications may be stored for leal nodes of the
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4

hierarchical acceleration structure to indicate primitives
which are present within the volumetric elements corre-
sponding to the respective leatl nodes.

The nodes of the hierarchical acceleration structure may
be determined by identifying which primitives are present
within volumetric elements within the 3D scene.

In examples described herein the one or more upper levels
of nodes are at the top of the hierarchical acceleration
structure, and the one or more lower levels of nodes are
below (e.g. immediately below) the one or more upper levels
in the hierarchical acceleration structure.

The one or more lower levels of nodes may represent
multiple sub-hierarchies within the lhierarchical acceleration
structure, and the root nodes of the sub-hierarchies may be
represented as leal nodes within the one or more upper levels
of the hierarchical acceleration structure.

The ray tracing units and processing modules described
herein may be embodied 1n hardware on an integrated
circuit. There may be provided a method of manufacturing,
at an integrated circuit manufacturing system, a ray tracing
unit or a processing module as described herein. There may
be provided an integrated circuit definition dataset that,
when processed 1n an integrated circuit manufacturing sys-
tem, configures the system to manufacture a ray tracing unit
or a processing module as described herein. There may be
provided a non-transitory computer readable storage
medium having stored thereon a computer readable descrip-
tion of an integrated circuit that, when processed, causes a
layout processing system to generate a circuit layout
description used 1n an integrated circuit manufacturing sys-

tem to manufacture a ray tracing unit or a processing module
as described herein.

There may be provided an integrated circuit manufactur-
ing system comprising: a non-transitory computer readable
storage medium having stored thereon a computer readable
integrated circuit description that describes a ray tracing unit
or a processing module as described herein; a layout pro-
cessing system configured to process the integrated circuit
description so as to generate a circuit layout description of
an integrated circuit embodying the ray tracing unit or the
processing module; and an integrated circuit generation
system configured to manufacture the ray tracing unit or the
processing module according to the circuit layout descrip-
tion.

There may be provided computer program code for per-
forming any of the methods described herein. There may be
provided non-transitory computer readable storage medium
having stored thereon computer readable instructions that,
when executed at a computer system, cause the computer
system to perform any of the methods described herein.

The above features may be combined as appropnate, as
would be apparent to a skilled person, and may be combined
with any of the aspects of the examples described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

Examples will now be described 1n detail with reference
to the accompanying drawings in which:

FIG. 1a shows a scene divided according to a gnd
subdivision structure;

FIG. 15 represents an acceleration structure for the gnd
subdivision structure shown 1n FIG. 1a;

FIG. 2a shows a scene divided according to a binary space
partitioning structure;

FIG. 26 represents a hierarchical acceleration structure for
the binary space partitioning structure shown in FIG. 2a;



US 10,417,807 B2

S

FIG. 3a shows a scene divided according to a quadtree
structure;

FI1G. 3b represents a hierarchical acceleration structure for
the quadtree structure shown in FIG. 3a;

FIG. 4a shows a scene divided according to a bounding
volume structure;

FI1G. 4b represents a hierarchical acceleration structure for
the bounding volume structure shown in FIG. 4a;

FIG. § 1illustrates a ray tracing system;

FIG. 6 1s a flow chart for a method of generating a
hierarchical acceleration structure;

FIG. 7 1s a flow chart for a method of performing
intersection testing in a ray tracing system;

FI1G. 8a illustrates the path of a ray through a scene which
1s subdivided according to a spatial subdivision structure;

FI1G. 85 represents a hierarchical acceleration structure for
the scene shown 1in FIG. 8a;

FIG. 9a represents the path of a ray through a gnid
clement, wherein the space within the grid element 1is
subdivided according to a bounding volume structure;

FI1G. 9b represents a hierarchical acceleration structure for
the bounding volume structure shown 1n FIG. 9a;

FIG. 10 1illustrates the spatial position of a node of a
bounding volume hierarchy within a scene with reference to
an octree subdivision structure:

FI1G. 11 1llustrates the path of a ray through a scene which
1s subdivided into grid elements;

FI1G. 12 illustrates traversal of a hierarchical acceleration
structure;

FIG. 13 shows a computer system in which a ray tracing
unit 1s 1implemented; and

FI1G. 14 shows an integrated circuit manufacturing system
for generating an integrated circuit embodying a ray tracing
unit or a processing module.

The accompanying drawings 1llustrate various examples.
The skilled person will appreciate that the illustrated ele-
ment boundaries (e.g., boxes, groups of boxes, or other
shapes) 1n the drawings represent one example of the
boundaries. It may be that in some examples, one element
may be designed as multiple elements or that multiple
clements may be designed as one element. Common refer-
ence numerals are used throughout the figures, where appro-
priate, to indicate similar features.

DETAILED DESCRIPTION

The following description 1s presented by way of example
to enable a person skilled 1n the art to make and use the
invention. The present invention 1s not limited to the
embodiments described herein and various modifications to
the disclosed embodiments will be apparent to those skilled
in the art.

Embodiments will now be described by way of example
only.

Previous ray tracing systems use hierarchical acceleration
structures which have a single type of structure throughout.
To give some examples, a hierarchical acceleration structure
may have one of a grid structure, an octree structure, a space
partitioning structure (e.g. a k-d tree), or a bounding volume
structure. In contrast, 1n examples described herein, a hier-
archical acceleration structure has different structures at
different levels. For example, one or more of the upper levels
of the hierarchy have a spatial subdivision structure, whilst
one or more lower levels (i.e. below the one or more upper
levels 1n the hierarchy) have a bounding volume structure.
The spatial subdivision structure i1s different to the bounding
volume structure. Therefore, the hierarchical acceleration
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structure has a hybrid structure. In other words, the hierar-
chical acceleration structure (or “hierarchy”) does not have
a uniform structure across all of its levels, 1.e. difterent levels
of the hierarchy are built such that they have difierent
structures.

There are diflerent techniques for traversing a hierarchical
acceleration structure for the purposes of intersection testing
in a ray tracing system. For example, some systems imple-
ment a depth-first traversal technique in which a subset of
the nodes at a particular level of the hierarchy are descended
betore other nodes at the particular level of the hierarchy are
descended. However, other systems implement a breadth-
first traversal technique in which all of the nodes at a
particular level of the hierarchy are scheduled, at the same
time, for processing. Previous ray tracing systems imple-
ment a single type of traversal technique when traversing a
hierarchical acceleration structure. In contrast, in examples
described herein, different traversal techniques are used to
traverse different levels of the hierarchical acceleration
structure. In particular, there 1s a transition 1n traversal
behaviour part-way down the hierarchy. In examples
described herein, one or more upper levels of the hierarchi-
cal acceleration structure are traversed according to a depth-
first traversal technique. The depth-first traversal technique
involves choosing the most appropriate node (or subset of
nodes) to descend first, and 1mitially only descending the
chosen node (or subset of nodes). For example, the depth-
first traversal technique might mean that only one node 1s
descended at a time. One or more lower levels of the
hierarchical acceleration structure are traversed according to
a second traversal technique which i1s different to the tra-
versal techmique used to traverse the one or more upper
levels of the hierarchy. In examples described herein, the
second traversal technique i1s based on a breadth-first tra-
versal technique. The second traversal technique involves
descending all nodes of a level of the hierarchy simultane-
ously, wherein a scheduling scheme may govern the order 1n
which the nodes are scheduled for processing, e.g. based on
the opportunistic availability of needed mputs for processing,
the nodes, including fetched node data and a critical mass of
rays to saturate the testing capability. The second traversal
technique 1s based on a breadth-first traversal technique in
the sense that for a given node all children will be processed
before any grandchildren. However, the second traversal
technique does not enforce a condition that every node of
depth N 1s processed before any nodes of depth N+1 are
processed, so 1t may be considered to be not strictly a
breadth-first traversal technique, but 1t 1s based on a breadth-
first technique.

Depth-first traversal techmques allow the most appropri-
ate nodes of a level (e.g. the nodes closest to a ray origin of
a ray to be tested against the nodes) to be descended before
other nodes of the level are descended. If the traversal finds
a hit (1.e. an 1ntersection) for a ray when descending one of
the nodes then it may not need to test the ray against the
sub-hierarchies descending from other nodes.

This can reduce the number of intersection tests which
need to be performed, thereby improving the efliciency of
the intersection testing process. In contrast, traversal tech-
niques based on a breadth-first approach can allow greater
opportunities for parallelising work to be carried out, e.g. by
gathering more rays together mnto a packet to be tested
against the same node. The breadth-first approach can also
reduce memory bandwidth (i.e. the amount of data fetched
from memory) since more rays can be gathered together for
testing against a given node belfore fetching data for the
node. For example, SIMD execution units may be used to
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execute corresponding intersection tests on a collection of
rays 1n parallel. The efliciency of the intersection testing
may be increased by increasing the average number of work
items that are included 1n each SIMD instruction that 1s
processed. A work 1tem 1dentifies a ray and a node which are
to be tested for intersection, and the work i1tems may be
gathered together 1nto collections to be executed in parallel.

The nodes near the top of the hlierarchical acceleration
structure represent relatively large volumes in the scene
(compared to the volumes represented by the nodes near the
bottom of the hierarchical acceleration structure), so the
number of rays that intersect with nodes near the top of the
hierarchy 1s greater than the number of rays that intersect
with nodes near the bottom of the hierarchy. Therefore, the
ciliciency gains of the depth-first traversal, achieved by
reducing the number of nodes with which rays are tested, are
greater near the top of the hierarchy than near the bottom of
the hierarchy. Furthermore, in some systems, when using a
depth-first traversal technique, the average number of work
items that are included 1n a SIMD 1nstruction 1s relatively
high for nodes near the top of the hierarchy compared to the
number of work items that are included 1 a SIMD 1nstruc-
tion for nodes near the bottom of the hierarchy. For example,
for nodes near the top of the hierarchy most SIMD 1nstruc-
tions may be full, whereas for nodes near the bottom of the
hierarchy, many SIMD mstructions may be executed even
though they are not full. The breadth-first traversal technique
provides more opportunities for gathering work items
together 1nto packets to be executed 1n parallel. Therefore,
the benefit to the average number of work 1tems that can be
executed 1n parallel that 1s achieved by using a traversal
technique which 1s based on a breadth-first traversal tech-
nique (when compared to using a depth-first traversal tech-
nique) 1s greater for nodes near the bottom of the hierarchy.

For these reasons, examples described herein advanta-
geously use a depth-first traversal technique for traversing
nodes near the top of the hierarchical acceleration structure,
and use a traversal technique which 1s based on a breadth-
first traversal technique for traversing nodes near the bottom
of the hierarchical acceleration structure. There 1s a trade-off
between minimising the number of node tests (using the
depth-first traversal technique) and increasing the average
number of work 1tems that are executed 1n parallel (using the
breadth-first traversal technique). As such, the level within
the hierarchy at which the transition in traversal behaviour
1s 1implemented 1s a design choice and may be different 1n
different examples.

As explammed in more detail below, different types of
acceleration structure have different properties. For
example, FIG. 1q illustrates a scene 100 which comprises
three objects 102, 104 and 106. The scene 100 1s subdivided
into a grid structure, with sixteen grid elements (or “grid
cells”), arranged 1n a 4x4 formation. This 1s a very simple
acceleration structure, and 1s not hierarchical. For each grnid
clement, a list of indications of objects (or primitives) which
are present within the grid element 1s stored. The generation
of these lists 1s a simple process and may be performed prior
to 1ntersection testing. FIG. 15 1s illustrative of the contents
of the lists which constitute the acceleration structure 1n this
simple example. FIG. 15 identifies the grid elements 1n
which each of the objects are present. When a ray 1s
processed to 1dentily any intersections with geometry 1n the
scene, the intersection tests can be performed for the ray
against each of the grid elements. If the ray intersects with
a grid element then the ray can be tested against all of the
objects/primitives which are present within the grid element
to find one or more intersections between the ray and one or
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more primitives 1 the scene 100. If more than one inter-
section 1s found, then the closest of the “hits” can be
identified to thereby identify the first intersection of the ray
with a primitive in the scene 100. If the ray does not intersect
a grid cell then the ray might not need to be tested against
primitives 1dentified as being present within that grid cell
(unless those primitives are also present within another grid
cell with which the ray does intersect). Therefore, the ray 1s
scheduled for intersection testing against a primitive only 11
the primitive 1s present within at least one of the grid cells
with which the ray intersects.

The gnd structure shown 1n FIG. 1a 1s simple to imple-
ment but 1t does have some problems, 1n particular when
primitives are not umiformly distributed 1n the scene. Where
there are large areas of empty space 1n a scene, processing
resources are wasted tracing a ray through empty gnid cells.
Furthermore, where there 1s high local complexity, there
may be a large number of primitives within a grid cell with
which a ray which intersects the grid cell 1s to be tested. The
resolution of the grid could be increased to reduce the
number of primitives within a grid cell, but this would
exacerbate the empty space problem. A hierarchical accel-
eration structure allows the resolution of grid cells to be
increased 1n regions which have lots of primitives without
increasing the resolution of grid cells 1n regions which have
relatively few primitives. In this sense a hierarchical accel-
eration structure can be built to adapt to the distribution of
primitives 1n the scene. For example, cells covering empty
regions might not be subdivided, whereas cells covering
regions ncluding many primitives may be subdivided. One
form of hierarchical acceleration structure 1s a multi-level
grid structure.

Another form of hierarchical acceleration structure 1s a
space partitioning structure, such as a k-d tree. A k-d tree 1s
a binary tree 1n which every node 1s a k-dimensional point.
Every non-leal node implicitly generates a splitting plane
that divides the space into two parts. For example, FIG. 2a
shows an example of a two dimensional binary tree (i.e. a
k-d tree, where k=2). Each node of the acceleration structure
may or may not be divided, depending on the number of
primitives which are included 1n the node. FIG. 25 repre-
sents the nodes of the hierarchical acceleration structure
representing the regions shown 1n FIG. 24. In this example,
the scene 200 1includes three objects (202, 204 and 206). The
binary space partitioning structure shown in FIG. 2q has a
top level node 210 which covers the whole scene 200. In this
2D example, nodes which contain more than one object are
split 1n half along either the x or the y direction (in
alternating directions). In 3D examples, the splitting planes
may cycle through the x, y and z axes 1n sequence. Since the
node 200 includes more than one object, 1t 1s split 1nto two
nodes (left and right nodes) 212, and 212,. The right node
212, covers just one object (202) so the node 212, 1s not
turther subdivided. The node 212, i1s a leat node and
includes a reference to the object 202. The left node 212,
covers two objects (204 and 206) and 1s split into two nodes
(top and bottom nodes) 214, and 214,. The top node 214,
covers just one object (204) so the node 214, 1s not further
subdivided (where the term “cover” 1s used here to mean “at
least partially cover”). The node 214, 1s a leal node and
includes a reference to the object 204. The bottom node 214,
covers two objects (204 and 206) and 1s split into two nodes
(left and right nodes) 216, and 216,. The right node 216,
covers only the object 206 so it 1s a leal node which includes
a reference to the object 206. The left node 216, covers both
objects 204 and 206. Although the node 216, covers more
than object, 1n this example the node 1s not further subdi-
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vided because a limit on the number of levels 1n the
hierarchy 1s imposed. The node 216, therefore includes
references to both the objects 204 and 206.

Another example of a spatial subdivision structure 1s an
octree structure, 1n which 3D space 1s recursively subdivided
by halving a node 1n each of three spatial directions (e.g.
along x, v and z axes) thereby subdividing a node 1nto eight
equal regions, which are represented as child nodes in the
hierarchy. FIG. 3a represents a corresponding two dimen-
sional example (1.e. a quadtree) 1n which a node 1s halved 1n
both x and y directions, depending on the complexity of the
content (e.g. the number of primitives) within the nodes.
FIG. 3a illustrates a scene 300 which includes three objects
302, 304 and 306. FIG. 3b represents the nodes of the
hierarchical acceleration structure representing the regions
shown 1n FIG. 3a. The acceleration structure shown 1n FIGS.
3a and 35 has a top level node 310 which covers the whole
scene 300. The node 310 1s subdivided into four quads,
represented by the nodes 312, to 312,. The node 312,
represents the top left quad of the node 310 and 1s not further
subdivided. The node 312, includes a reference to the object
304. The node 312, represents the top right quad of the node
310 and 1s not turther subdivided. The node 312, includes a
reference to the object 302. The node 312, represents the
bottom right quad of the node 310 and i1s empty and not
turther subdivided. The node 312, represents the bottom leit
quad of the node 310 which covers both of the objects 304
and 306. Node 312, 1s subdivided into four quads 314, to
314,. The node 314, represents the top left quad of the node
312, and 1s not further subdivided. The node 314, includes
references to the objects 304 and 306. The node 314,
represents the top right quad of the node 312, and 1s empty
and not further subdivided. The node 314, represents the
bottom leit quad of the node 312, and is not further subdi-
vided. The node 314, includes a reference to the object 306.
The node 314, represents the bottom right quad of the node
312, and 1s not further subdivided. The node 314, includes
a reference to the object 306.

The empty nodes (e.g. 312, and 314,) can either be
excluded entirely from the hierarchy or they can be included
in the hierarchy but marked as “empty” so that no intersec-
tion testing 1s performed on the empty nodes. The encoding
format determines which of these two options 1s more
suitable. In both cases, conceptually, the empty nodes can be
considered to be excluded because the traversal of the
hierarchy during intersection testing will not include testing
of the empty nodes.

FIGS. 1a to 356 described above relate to examples of
spatial subdivision structures for dividing the space of a
scene 1nto regions and forming nodes of a hierarchical
acceleration structure to represent those regions of the scene.
In contrast, FIGS. 4a and 4b relate to a hierarchy having a
bounding volume structure. FIG. 4qa illustrates a scene 400
which includes three objects 402, 404 and 406. FIG. 45
shows nodes of a hierarchical acceleration structure wherein
the root node 410 represents the whole scene 400. Regions
in the scene shown in FIG. 4a have references matching
those of the corresponding nodes in the hierarchy shown in
FIG. 45, but the references for the regions 1n FIG. 4a include
an additional prime symbol (*). The objects 1n the scene are
analysed 1n order to build the hierarchy, and two nodes 412,
and 412, are defined within the node 410 which bound
regions containing objects. In this example, the nodes 1n the
bounding volume hierarchy represent axis-aligned bounding,
boxes (AABBs) but 1in other examples the nodes could
represent regions which take other forms, e.g. spheres or
other simple shapes. The node 412, represents a box 412,
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which covers the objects 404 and 406. The node 412,
represents a box 412, which covers the object 402. The
node 412, 1s subdivided into two nodes 414, and 414, which
represent AABBs (414,' and 414.') which respectively
bound the objects 404 and 406. Methods for determining the
AABBs for building nodes of a hierarchy are known in the
art, and may be performed 1n a top-down manner (e.g.
starting at the root node and working down the hierarchy),
or may be performed 1n a bottom-up manner (e.g. starting at
the leal nodes and working up the hierarchy). In the example
shown 1n FIGS. 4a and 4b, objects do not span more than
one leal node.

When traversing a hierarchical acceleration structure for
intersection testing of a ray 1n a scene, the ray 1s initially
tested against the root node. If an intersection 1s found
between the ray and a node then the ray may be scheduled
for intersection testing with one or more nodes which are
chuldren of the intersected node. In a depth-first traversal
technique a subset of the children of an mtersected node (e.g.
a single child of the intersected node) may be scheduled and
processed for intersection testing before optionally sched-
uling other children of the intersected node for intersection
testing, depending on the results of the previous intersection
testing. However, according to a breadth-first traversal tech-
nique, if an tersection 1s found between a ray and a node
then the ray may be scheduled for intersection testing with
all of the nodes which are children of the intersected node
prior to performing the intersection testing for any of those
chiuldren.

FIG. 5 illustrates a ray tracing system 500 which 1s
configured to render an 1mage of a 3D scene. The ray tracing
system 300 comprises a ray tracing umt 502 which 1s
configured to perform intersection testing and to execute
shader programs in response to identifying intersections.
The ray tracing unit 502 comprises a processing module 504
which 1s configured to generate a hierarchical acceleration
structure to be used for intersection testing 1n the ray tracing,
system 300. The ray tracing unit 502 also comprises inter-
section testing logic 506 and processing logic 508. The ray
tracing system 500 also comprises a number of different
stores (510 to 518) which are coupled to the ray tracing unit
502. FIG. 5 shows the stores (510 to 3518) being imple-
mented outside of the ray tracing unit 502 and coupled
thereto, but in some examples one or more of the stores (510
to 518) may be implemented as part of the ray tracing unit
502. In particular, the ray tracing system 300 comprises a
scene geometry data store 510, an acceleration structure
store 512, a ray data store 514, a shader program store 516
and an output bufler 518.

The scene geometry data store 510 1s configured to store
data defining the geometry in the scene to be rendered. The
ray tracing umt 502 1s coupled to the scene geometry data
store 510 and configured to receive the data defining the
geometry in the scene (e.g. in the form of primitives describ-
ing objects 1n the scene). The geometry data 1s provided to
the processing module 504 and to the intersection testing
logic 506. The processing module 504 comprises an 1nput
520 and acceleration structure building logic 522, and 1is
configured to use the geometry data to generate a hierarchi-
cal acceleration structure describing the geometry within the
scene. The generation of the hierarchical acceleration struc-
ture 1s described below with reference to FIG. 6. The
hierarchical acceleration structure provided by the process-
ing module 504 is passed to, and stored in, the acceleration
structure store 3512.

The intersection testing logic 506 1s configured to access
the hierarchical acceleration structure stored 1n the store 512.
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The intersection testing logic 506 1s further arranged to
receive the scene geometry data and to receive ray data
defining rays to be traversed through the acceleration struc-
ture. The intersection testing logic 506 comprises a ray
cache 524 for storing ray data, a geometry cache 3526 for
storing geometry data, collection gathering logic 528, sched-
uling logic 530 and one or more execution units 532, to
532,. The intersection testing logic 506 1s configured to
perform 1ntersection testing by traversing the hierarchical
acceleration structure as described below with reference to
FIG. 7.

Results of the intersection testing are passed to the
processing logic 508. The processing logic 508 comprises
one or more execution units 334, to 534, and 1s configured
to use results of the traversal of the hierarchical acceleration
structure for rendering an image of the 3D scene. In par-
ticular, the processing logic 508 can execute shader pro-
grams (e.g. which have been received from the shader
program store 516) 1n response to an indication of an
intersection between a ray and a primitive in the scene. The
execution of a shader program at the processing logic 508
may result 1n the emission of one or more rays (which may
be referred to as “secondary rays™) which can be passed back
to the intersection testing logic 506 for intersection testing.
The execution of a shader program at the processing logic
508 may also determine an 1image value (e.g. a pixel value)
which can be stored in the output builer 518. The output
builer 518 (which may be referred to as a frame bufler) may
store pixel values of an 1image being rendered by the ray
tracing system 500.

FIG. 6 1s a flow chart for a method of generating the
hierarchical acceleration structure to be used for intersection
testing 1n the ray tracing system 500. In step S602 primitive
data for primitives located 1n a 3D scene to be rendered 1s
received at the mput 520 of the processing module 504. In
the example shown 1n FIG. 5 the primitive data (or “geom-
etry data”) 1s recerved from the scene geometry data store
510.

In step S604 the acceleration structure building logic 522
determines the nodes of the hierarchical acceleration struc-
ture for the scene. The nodes of the hierarchical acceleration
structure represent volumetric elements within the 3D scene.
Methods for analysing the primitives within a scene to
determine nodes of an acceleration structure according to a
bounding volume structure are described in U.S. Pat. No.
8,717,3577. For example, the acceleration structure building
logic 522 may i1dentily which primitives are present within
volumetric elements within the 3D scene. The logic 522 may
determine primitive indications for leal nodes of the hier-
archical acceleration structure to indicate primitives which
are present within the volumetric elements corresponding to
the respective leal nodes. However, as described above, in
examples described herein the hierarchical acceleration
structure that 1s built to describe the geometry 1n the scene
does not have a single type of structure. In particular, one or
more upper levels of nodes of the hierarchical acceleration
structure have a diflerent type of structure to the type of
structure used for one or more lower levels of nodes of the
hierarchical acceleration structure. Therefore, the hierarchi-
cal acceleration structure has a hybrid structure. For
example, the one or more upper levels of the acceleration
structure may be defined according to a spatial subdivision
structure (e.g. a grid structure, a multi-level grid structure,
an octree structure or a space partitioning structure such as
a k-d tree); whereas the one or more lower levels of the
acceleration structure may be defined according to a bound-
ing volume structure.
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The transition between the different types of structure
within the hierarchical acceleration structure may be
handled differently in different examples. FIG. 10 shows a
simple example 1n which a scene 1000 1s subdivided using
an octree structure for the upper four levels of the hierarchy.
For clarity, FIG. 10 1s a 2D depiction of some of the regions
corresponding to nodes of the hierarchical acceleration
structure. The highest level node (1.e. the “root node™) of the
hierarchy represents an AABB covering the whole visible
scene. The root node has eight child nodes representing the
octants within the root node region. Fach of those child
nodes 1s subdivided into eight further child nodes, and then
cach of those further child nodes 1s subdivided i1nto eight
final child nodes of the octree structure. The 2D represen-
tation of FIG. 10 shows the root node being subdivided into
four quadrants, each of which 1s subdivided into four quad-
rants, wherein one of those quadrants 1s shown as being
further subdivided 1nto four quadrants, wherein all of the
quadrants are determined according to a subdivision of the
space ol the scene to be rendered. Within one of those
quadrants 1s a bounding box 1002 which 1s defined accord-
ing to a bounding volume structure. The bounding box 1002
1s subdivided into further bounding volume nodes.

In this example, the nodes at the lower levels of the
acceleration structure are assembled from a numerically-
aligned octree scaflolding. For example, the AABB 1002 is
defined by referencing a node of the octree structure and
then specitying the minimum and maximum coordinates (in
x and y directions) of the box 1002 within the referenced
node of the octree structure. The maximum size of the
sub-hierarchy which starts with the box 1002 can be inferred
by simply 1dentilying the node of the octree structure which
1s referenced.

In other examples, the nodes of the lower levels which are
defined according to the bounding volume structure might
not be aligned with the octree structure of the upper levels.
In these examples, the acceleration structure may be built 1n
a top-down manner, e.g. the building of the acceleration
structure may entail conservatively voxelising primitives
into grid voxels (1.e. according to the spatial subdivision
structure) and then constructing leal hierarchies (according
to the bounding volume structure). Alternatively, the accel-
eration structure may be built in a bottom-up manner. A
balancing algorithm may be used where the upper nodes are
defined organically during construction of the acceleration
structure, e.g. when a threshold of enclosed primitives or
surface area 1s exceeded then an upper-level node may be
divided into multiple child nodes 1n the upper-level hierar-
chy.

In some examples the whole hierarchy could be built from
the bottom up according to the bounding volume structure
and then the resulting hierarchy could be analysed and the
nodes of the upper levels could be replaced with nodes
defined according to a spatial subdivision structure. In other
examples, the hierarchy could be built from the bottom
upwards according to the bounding volume structure, until
a point (e.g. a particular octree size), and then the upper
levels (above this point) may be built according to the spatial
subdivision structure.

When the acceleration structure has been built, i step
S606 the hierarchical acceleration structure 1s stored in the
acceleration structure store 512 for use 1n intersection test-
ing. In particular, the processing module 504 sends the
acceleration structure to the store 512 for storage therein. As
mentioned previously, although the acceleration structure
store 512 1s shown 1 FIG. 5 as being outside of the ray
tracing unit 502 (e.g. the store 512 may be implemented in
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system memory and coupled to the ray tracing unit 502 via
a system bus), 1n some examples the acceleration structure
store 512 may be implemented on chip, e.g. as part of the ray
tracing unit 502.

FIG. 7 1s a flow chart for a method of performing
intersection testing in the ray tracing system 500. In step
S702 the intersection testing logic 506 recerves the hierar-
chical acceleration structure representing the geometry 1n
the scene from the acceleration structure store 512. The
intersection testing logic 506 may also receive the geometry
data (e.g. primitive data) from the scene geometry data store
510. In step S704 the intersection testing logic 506 receives
data defining rays to be tested against the acceleration
structure. The ray data may be received from the ray data
store 514. The ray data can be stored in the ray cache 524 so
that 1t can be used more than once without needing to fetch
the data from the store 514 each time 1t 1s used.

The intersection testing logic 506 performs intersection
testing on rays against the geometry 1n the scene by travers-
ing the hierarchical acceleration structure. Methods are
known 1n the art for testing whether a ray intersects with a
volume (e.g. an axis-aligned bounding box) represented by
a node 1n the hierarchy. In particular, in step S706 the
intersection testing logic 506 traverses one or more upper
levels of nodes of the hierarchical acceleration structure
according to a first traversal techmique. In examples
described herein, the one or more upper levels of nodes of
the hierarchical acceleration structure which are traversed
according to the first traversal technique are the nodes which
are defined according to the spatial subdivision structure
(e.g. an octree structure). The first traversal technique 1s
based on a depth-first traversal technique. In this way, where
there are multiple nodes at a level within the acceleration
structure, the intersection testing logic chooses the most
appropriate node (or subset of nodes) to descend first, and
only descends the chosen node (or subset ol nodes) at a time.

In step S708 the intersection testing logic 506 traverses
one or more lower levels of nodes of the hierarchical
acceleration structure according to a second traversal tech-
nique. In examples described herein, the one or more lower
levels of nodes of the hierarchical acceleration structure
which are traversed according to the second traversal tech-
nique are the nodes which are defined according to the
bounding volume structure. When a ray 1s found to intersect
with a leal node of the hierarchical acceleration structure
then the ray i1s tested against the primitives which are
indicated as being present within the volume represented by
the leal node. The geometry data representing primitives to
be tested may be stored in the geometry cache 3526. In
examples described herein, the second traversal technique 1s
not based on a depth-first traversal techmque. In particular,
the second traversal technique may be based on a breadth-
first traversal technique in the sense that for a given node all
chuldren will be processed before any grandchildren are
processed. The scheduling logic 530 may schedule the
intersection testing of nodes with rays based on the avail-
ability of node data and ray data. In some examples, the
second traversal technique may descend all nodes at a level
of the hierarchy simultaneously, with the scheduling of the
intersection testing being governed by the availability of
iputs (e.g. fetched node data) and a sutlicient number of
rays to make eflicient use of the testing capability, 1.e. to
attempt to increase the number of work items that are
included 1n SIMD tasks which are executed by the execution
units 532. As an example, there may be a threshold number
of work 1tems 1n a SIMD task that must be met before the
task 1s executed.
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The collection gathering logic 528 gathers intersection
testing work 1tems together into collections to be executed in
parallel by the execution units 532. As described above, an
intersection testing work item i1dentifies a ray and a node
which are to be tested for intersection. In examples
described herein, the scheduling logic 5330 schedules col-
lections of work items for execution by the execution units
532 based on the numbers of work items 1n the collections.

The results of intersection testing performed by the inter-
section testing logic 3506 indicate, for each ray tested,
whether an 1ntersection has been found 1n the scene (1.e. a
“hit” or a “miss”), and 1f a hit has been found then the results
may indicate which primitive has been intersected (e.g.
usually the closest of the intersected primitives where the
ray has intersected more than one primitive). The results
may also indicate a position of the intersection within the
intersected primitive (e.g. using barycentric coordinates).
Results of the intersection testing can be passed to the
processing logic 508. In step S710, the processing logic 508
uses the intersection testing results, e.g. for rendering an
image of the 3D scene. For example, the processing logic
508 can execute shader programs on the execution units 534.
The shader programs may be retrieved from the shader
program store 516. The results of executing the shader
programs at the processing logic 508 may be rendered pixel
values of the image being rendered, and in this case the
rendered pixel values can be provided to the output bufler
518 for storage therein. As described above, the execution of
a shader program may emit one or more rays (secondary
rays) into the scene which are passed back to the intersection
testing logic 506 for intersection testing.

FIGS. 8a to 95 illustrate an example of intersection testing,
which can be performed for a ray passing through a scene.
This example 1s two dimensional for ease of illustration; a
skilled person would, having read this description, under-
stand how the principles described 1n relation to this 2D
example could be applied to 3D examples. Also, this
example 1s very simple 1n terms of the number of primitives
(or objects) which are present in the scene, and in real
systems, 1t 1s likely that there will be many more objects 1n
the scene than 1s shown 1n FIG. 9a. FIG. 8a shows a scene
800 through which a ray 802 passes. FIG. 85 1llustrates the
upper levels of a hierarchical acceleration structure which 1s
created for the scene 800. A root node 810 corresponds to an
AABB 810' covering the entire scene 800. The space within
the box 810' 1s subdivided 1nto top and bottom halves (812,
and 812,"), and the corresponding nodes 812, and 812, make
up the second level within the lierarchy shown 1n FIG. 85b.
The box 812, is subdivided into four quadrants (814,' to
814."), and the box 812,' 1s subdivided into four quadrants
(814.' to 814.'). The third level of the hierarchy has eight
nodes 814, to 814, corresponding to the eight boxes 814,' to
814.'". In this example, the upper three levels of the hierar-
chical acceleration structure are defined 1n terms of a spatial
subdivision scheme. However, the levels below the third
level within the hierarchical acceleration structure are
defined according to a bounding volume scheme.

FIG. 9a shows more detail within the box 814.'. The box
814.' 1s the first of the boxes corresponding to the third-level

nodes that the ray 802 intersects. In the example shown in
FIG. 9a the scene includes seven objects (902, 904, 906,

908, 910, 912 and 914) within the box 814.'. In the hierar-
chical acceleration structure, the node 814, has two child
nodes: 916, and 916,. As can be seen i FIG. 9a, the box
916,' 1s an AABB which bounds the six objects 904, 906,
908, 910, 912 and 914; and the box 916,' 1s an AABB which
bounds object 902. The box 916,' 1s an AABB which bounds
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object 902. The node 916, does not have any children in the
acceleration structure, such that node 916, 1s a leat node
which includes a reference to the object 902. The node 916,
has three child nodes in the acceleration structure: 918,
918, and 918,. As can be seen 1n FIG. 94, the box 918,' 1s
an AABB which bounds the four objects 904, 906, 908, 910.
The node 918, does not have any children 1n the acceleration

structure, such that node 918, 1s a leal node which includes
a reference to the objects 904, 906, 908 and 910. The box

918, 1s an AABB which bounds object 912. The node 918,
does not have any children 1n the acceleration structure, such
that node 918, 1s a leal node which includes a reference to
the object 912 The box 918" 1s an AABB which bounds
object 914. The node 918, does not have any children in the
acceleration structure, Such that node 918, 1s a leafl node
which includes a reference to the object 914.

The 1ntersection testing logic 506 traverses the hierarchi-
cal acceleration structure shown i FIGS. 86 and 956 to
perform the intersection testing of the ray 802 against the
scene 800. The top three levels of the hierarchy are traversed
in a depth-first manner. The traversal according to a depth-
first technique uses a metric to determine an order 1n which
to descend nodes of the hierarchical acceleration structure.
The metric 1s chosen so that more appropriate nodes are
descended before less appropriate nodes. For example, the
metric may comprise a distance metric component, wherein
the distance metric component 1s arranged to cause closer
nodes (1.e. closer to the ray origin) to be descended before
more distant nodes. The intersection testing logic 506 may
use a Dagital Differential Analyzer (DDA) technique to
determine the ordering in which the nodes of the one or more
upper levels are descended according to the distance metric
component. A DDA algorithm for the DDA technique {first
computes the starting cell of a ray 1n the data structure. The
structure needs to be spatially split (like a grid or octree) so
that cells are packed against each other (i.e. the cells are
contiguously packed). The DDA algorithm then determines
the cells which the ray travels though, in the order they are
intersected. The algorithm uses the slope (i.e. the gradient)
of the ray to compute which face of the current cell the ray
exits first, and that axis 1s the one that the ray should “step”
into next. This 1s equivalent to three (in the 3D case)
ray-plane intersections and we find the smallest intersection

distance. In other words, the algorithm finds which face of

a cell the ray exats and then steps into the cell adjoining that
tace. The current cell 1s then updated and processed however
required, e.g. by traversing a bounding volume sub-hierar-
chy descending from the current cell. The distance to the
next edge can easily be updated using the slope of the ray
and grid cell size, so that subsequent iterations need not
re-compute them. The process can be repeated to walk the
ray through the structure (e.g. as shown 1n FIG. 11, which 1s
described below).

In the example shown m FIG. 8a, the origin of the ray 802
1s below and to the left of the scene 800. Therefore, the node
812, (which corresponds to the lower region 812,") 1s tested
and descended before the node 812, (which corresponds to
the upper region 812,") 1s descended. If the intersection
testing finds a hit within the nodes descending from node
812, then intersection testing might not be performed on
node 812, or on the nodes descending from node 812,.

According to the distance metric component, the nodes
within the node 812, are tested 1n the order 814, 814, 814,

814.. So the sub-hierarchy below the node 814, 1s the first
of the bounding volume sub-hierarchies to be tested for
intersection. The nodes of this sub-hierarchy (shown 1n FIG.
9b) are tested according to the second traversal technique
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(1.e. based on a breadth-first technique). For example, the
nodes 916, and 916, can be scheduled for intersection
testing at the same time. The actual execution of the inter-
section tests depends on how the intersection work items are
gathered together ito collections to be executed in parallel.
For example, different rays to be tested against the same
node can be grouped together for parallel intersection test-
ing. Furthermore, 1n some examples, diflerent nodes to be
tested against the same ray can be grouped together for
parallel intersection testing. The grouping of the intersection
testing work 1tems into collections for intersection testing 1s
implementation dependent, and the details of this grouping
process 1s beyond the scope of the current disclosure. It can
be seen in FIG. 9a that the ray 802 hits the box 916,, so the
ray 802 1s scheduled for intersection testing against the
nodes 918, 918, and 918,.

The results of the intersections tests will show that ray 802
misses the boxes 916,, 918, 918, and 918,. Therelore, the
ray 802 1s not tested against any of the objects (902 to 914).

Since the ray does not intersect any geometry within the
box 814., the intersection testing then descends the next
sub-hierarchy according to the distance metric, 1.e. the
sub-hierarchy descending from node 814 because this 1s the
next node that the ray 802 intersects.

The intersection testing proceeds until an intersection 1s
identified for the ray 802. If no mtersection 1s found within
box 814. then the ray 802 1s tested against node 814, but 1t
will be found that the ray 802 misses the box 814, so the
node 814, 1s not descended, and instead the ray 802 would
be tested against node 814, (which 1s a hit), and then the
sub-hierarchy descending from node 814, would be tra-
versed.

If no intersections have been found for the ray 802 within
the nodes descending from node 812, 1n the hierarchy, then
the nodes descending from node 812, are tested. The nodes
814, to 814, will be tested 1n the order 814, (miss), 814,
(mlss) 814, (th) 814, (hit) according to the dlstance me‘[rlc
used by the depth-first traversal technique of this example.

The lower levels of nodes (e.g. the nodes defined accord-
ing to the bounding volume structure) represent multiple
sub-hierarchies within the hierarchical acceleration struc-
ture, wherein the root nodes of the sub-hierarchies are
represented as leal nodes within the one or more upper levels
of the hierarchical acceleration structure. For example, the
node 814, 1s a leal node within the upper three levels (1.¢. 1t
1s 1n the lowest level (the third level) of the upper levels),
and this node 814, 1s a root node for the sub-hierarchy
shown 1 FIG. 9b. The depth-first traversal of the one or
more upper levels of nodes of the hierarchical acceleration
structure 1n step S706 (1.¢. the traversal of nodes 810 to 814)
determines an order in which the sub-hierarchies are
selected for traversal 1n step S708.

To put i1t another way, there can be considered to be a
hierarchy of sub-hierarchies (or “leat-hierarchies™), wherein
the levels of the hierarchy above the leal hierarchies have a
differently formatted structure to the leaf hierarchies (1.e. the
bounding volume trees) themselves. Rays traverse the “leaf
hierarchies” 1n an order that means leal hierarchies which
include more appropriate nodes (e.g. closer nodes) are
traversed before traversing other leal hierarchies. Further-
more, 1t can be beneficial to limit the simultaneous traversal
operations for a given ray to a subset of the intersected leaf
trees, ellectively deferring traversal in more distant subtrees.
In this way, the intersection testing logic 506 traverses the
one or more lower levels of nodes of the hierarchical
acceleration structure according to the second traversal
technique by grouping intersection testing work items for
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nodes within a subset of one or more of the sub-hierarchies
together 1nto collections to be executed in parallel. The size
of the subset can be one, giving a perfectly ordered “march”
through subtrees. In examples 1n which the subsets each
comprise a single sub-hierarchy, the intersection testing
logic 506 traverses the hierarchical acceleration structure by
sequentially selecting the sub-hierarchies to be traversed,
wherein the order in which the sub-hierarchies are selected
1s determined by the depth-first traversal of the one or more
upper levels of nodes of the hierarchical acceleration struc-
ture. During the traversal of the acceleration structure the
intersection testing logic 506 performs a march of rays
through the upper levels of the acceleration structure and at
cach wvisited volumetric element the ray 1s enqueued for
traversal against the subtree indexing the primitives which
overlap that volume.

FI1G. 11 1llustrates a scene 1100 which 1s subdivided 1nto
a number of grid cells. A ray 1102 passes through the scene
1100 and intersects with the cells labelled 1 to 6, 1n the
indicated sequence. The ordering of this sequence can be
determined using a DDA technique as described above.
Each of the cells may correspond to a root node of a
sub-hierarchy (or “leaf hierarchy™) to be descended. In an
example 1 which single sub-hierarchies are descended at a
time, the sub-hierarchy of which cell 1 1s the root node 1s
traversed first. Then 1 no intersections are found, the sub-
hierarchy of which cell 2 1s the root node 1s traversed; then
iI no mtersections are found, the sub-hierarchy of which cell
3 1s the root node 1s traversed, and so on until an intersection
hit 1s found.

However, 1n some examples the subset of sub-hierarchies
which are traversed together comprises a plurality of sub-
hierarchies (e.g. two sub-hierarchies). For example, with
reference to FI1G. 11, the sub-hierarchies of which cells 1 and
2 are the root nodes are traversed {first together. Then 11 no
intersections are found, the sub-hierarchies of which cells 3
and 4 are the root nodes are traversed, and so on until an
intersection hit 1s found. In these examples, groups of
sub-hierarchies are traversed at a time, e.g. a first group
corresponding to cells 1 and 2 1s traversed, and then a second
group corresponding to cells 3 and 4 1s traversed, and so on.
The intersection testing logic 506 traverses the lower levels
of nodes of the hierarchical acceleration structure by tra-
versing a sequence ol groups ol sub-hierarchies.

FI1G. 12 1illustrates traversal of a hierarchical acceleration
structure according to examples described herein. The hier-
archical acceleration structure shown in FIG. 12 has three
upper levels of nodes 1200, (including nodes 1202 to 1214)
and two lower levels of nodes 1200, (including nodes 1216
to 1250). The traversal of the nodes 1s 1llustrated with the
arrows 1 FIG. 12. The traversal starts with the root node
1202. The traversal of the upper levels 1200, 1s a depth first
traversal which localises portions of the hierarchy (or
“tree”). Node 1204 1s descended before node 1206. Node
1208 1s descended before node 1210. The traversal of the
lower levels 1200, 1s a parallel breadth first traversal, which
increases the opportunities for gathering rays together for
parallel testing, thereby increasing the coherence of the
parallel processing. This increases the ufilisation of the
parallel processing execution units (e.g. increases the aver-
age number of SIMD work items that are executed in

parallel), thereby improving the efliciency of the intersection
testing. Descending from node 1208, the nodes 1216, 1218

and 1220 can be scheduled for execution. Furthermore, 1f
node 1216 1s found to be a hit for a ray then nodes 1236 to
1242 which descend from node 1216 can also be scheduled

for testing for the ray; and similarly 1f node 1220 1s found to
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be a hit for a ray then nodes 1244 to 1250 which descend
from node 1220 can also be scheduled for testing for the ray.
In some examples, 11 a ray finds an 1ntersection (1.e. a hit) 1n
the leal nodes descending from node 1208 then the nodes
descending from nodes 1210 and 1206 do not need to be
tested. In this way, delaying the portions of the tree in the
upper levels of the hierarchy (due to the depth first traversal
of the upper levels) can reduce the number of intersection
tests that are performed for early exiting rays (1.e. rays that
find an intersection in nodes of the hierarchy which are
tested near the start of the mtersection testing, €.g. 1n nodes
descending from node 1208 in the example shown 1n FIG.
12).

In the examples described above the intersection testing
logic 506 traverses the upper levels of the hierarchical
acceleration structure according to a depth-first traversal
technique which uses a metric to determine an order in
which to descend nodes of the hierarchical acceleration
structure. The metric 1s chosen so that more appropriate
nodes are descended first. In this way, the metric can be used
to determine respective prioritisations for descending par-
ticular nodes. As described above, the metric may comprise
a distance metric component. In some examples the metric
may, additionally or alternatively, be based on factors other
than distance. For example, in order to determine lighting
ellects within a scene a ray tracing system can trace occlu-
s10n rays between an intersection point on a primitive and a
light source to determine if the intersection point on the
primitive 1s occluded from the light source. When tracing
primary rays the aim i1s to determine the first piece of
geometry that the ray intersects, and as such the distance
metric 1s useful because finding an intersection with a closer
piece of opaque geometry means that more distant nodes do
not need to be tested. However, when tracing occlusion rays,
the aim 1s to determine whether or not the occlusion ray
intersects any geometry before 1t reaches a light source (i.e.
the distance to the occluding object 1s not necessarily
important). Therefore, in these examples, the metric which
1s used to determine the order in which nodes of the upper
levels are descended may comprise an occlusion metric
component. The occlusion metric component 1s arranged to
cause nodes with more occluding geometry to be descended
before nodes with less occluding geometry. The number of
primitives within a node, and the surface area of primitives
within a node are two examples of indications of the amount
of occluding geometry 1 a node which may be used to
determine the order 1n which nodes are descended according
to the occlusion metric. A ray 1s more likely to have an
intersection 1n nodes with more occluding geometry than 1n
nodes with less occluding geometry, so nodes with more
occluding geometry (even 1f they are more distant) may be
considered “more appropriate” to descend first according to
the occlusion metric component.

The metric which 1s used to determine the order 1n which
upper-level nodes of the hierarchy are descended may com-
prise more than one of the metric components described
herein. As such there may be a trade-ofl between different
metric components when deciding the order 1n which upper-
level nodes are descended. Respective prioritisations for
descending particular nodes can be determined based on one
or more metric components. For example, for occlusion rays
the metric may comprise a distance metric component and
an occlusion metric component. Nodes which are closer to
the origin of an occlusion ray may represent volumes which
span a larger solid angle of a sphere surrounding the
occlusion ray origin than nodes which are further from the
occlusion ray origin; therefore a ray may be more likely to
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intersect occluding geometry within closer nodes compared
to more distant nodes. As such, a metric based on both the
distance metric component and the occlusion metric com-
ponent may be appropriate for determining the order in
which nodes are descended for occlusion rays.

As another example, the metric may comprise an inter-
section length metric component, which 1s arranged to cause
nodes with which a ray has a longer intersection interval to
be descended before nodes with which the ray has a shorter
intersection interval. The intersection interval for a ray and
a node 1s the distance between the ray entering the volume
represented by the node and the ray exiting the volume. In
other words the intersection interval 1s the distance that the
ray travels within the volume represented by the node. The
intersection length metric component 1s a useful metric
component for occlusion rays but can also be used for other
rays. A ray may be more likely to intersect with geometry
within a node if the ray intersects with the node for a greater
distance. For example, with reference to FI1G. 8a, the ray 802
intersects with node 814 for a greater distance than the ray
802 intersects with node 814,.. As such, the intersection
length metric component would act to prioritise descending
node 814, ahead of descending node 814...

In some examples, the intersection testing logic 506 may
store indications of the number of 1ntersections which have
been 1dentified for different nodes of the one or more upper
levels. In these examples, the metric may comprise a pre-
vious 1ntersection metric component. The previous intersec-
tion metric component 1s arranged to cause nodes with a
greater number ol intersections to be descended before
nodes with a lower number of 1ntersections as indicated by
said stored indications. In this way, the system can learn
from the results of previous intersection testing 1n order to
identify which nodes are more likely to contain geometry
with which a current ray intersects. In other words, if many
previous rays have intersected with geometry within a
particular node 1n the past, then the previous intersection
metric component can be used to indicate that a current ray
1s likely to intersect with geometry within the particular
node; whereas 1f few previous rays have intersected with
geometry within a particular node in the past, then the
previous Intersection metric component can be used to
indicate that a current ray 1s less likely to intersect with
geometry within the particular node.

The number of upper levels 1n the hierarchy (e.g. which
are traversed according to the depth-first traversal techmque)
may be predetermined. In this case, the number of upper
levels may be set (e.g. to be three or four) 1n advance of
using the ray tracing system 500 for rendering a scene. The
number of upper levels may be set during the design of the
ray tracing system 500, such that the number 1s fixed.

In other examples, when the processing module 504
builds the acceleration structure 1t may have flexibility in
selecting an appropriate number of levels which are to be
classed as upper levels, e.g. a number of levels of the
hierarchy which are built according to the spatial subdivi-
s10on structure. In particular, the acceleration structure build-
ing logic 522 may determine the number of upper levels of
nodes which are to be defined according to the spatial
subdivision structure, and cause an indication of the deter-
mined number of levels to be stored, e.g. with the accelera-
tion structure in the acceleration structure store 512. The
acceleration structure building logic 522 may determine the
number of upper levels of nodes based on the spatial
coverage of the primitives in the 3D scene. For example, 1f
the primitives are uniformly distributed over the scene then
the number of upper levels of nodes may be determined to
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be greater than 1f the primitives are very non-uniformly
distributed over the scene. As described above, a spatial
subdivision structure works well for uniformly distributed

primitives, but for non-uniformly distributed geometry, spa-
tial subdivision structures might not perform as well as
bounding volume structures.

Increasing the number of upper levels 1n the hierarchical
acceleration structure allows for greater efliciencies to be
achieved by not descending into nodes of the hierarchy
representing occluded regions in the scene. This reduces the
number of intersection tests which are performed. However,
increasing the number of upper levels in the hierarchical
acceleration structure reduces the number of lower levels of
the hierarchical acceleration structure which therefore
reduces the opportunities for improving the parallel process-

ing etliciency by gathering rays together into packets to be
processed together. So there 1s a trade-off to be considered
when deciding the number of upper levels in the hierarchy.

The intersection testing logic 506 can retrieve the stored
indication of the number of upper levels 1n order to deter-
mine how best to traverse the acceleration structure (e.g. to
determine how many levels to traverse according to the
depth-first traversal technique).

In the examples described above, the upper levels of the
hierarchy are defined according to a spatial subdivision
structure and are traversed according to a depth-first tra-
versal technique; whilst the lower levels of the hierarchy are
defined according to a bounding volume structure and are
traversed according to a breadth-first technique. In other
examples, the “upper levels” are not necessarily defined 1n
the same way for determining: (1) whether the nodes are built
according to a spatial subdivision structure or a bounding
volume, or (1) whether the nodes a traversed according to a
depth-first traversal technique or based on a breadth-first
traversal technique. In some examples, the hierarchy may
have a different structure to the structure described above
(e.g. 1t may have a uniform structure), but the traversal may
still be based on a depth-first traversal technique for one or
more upper levels of the hierarchy and based on a breadth-
first traversal technique for one or more lower levels of the
hierarchy. Furthermore, in some examples, the traversal
technique could be different to that described above (e.g. a
consistent traversal technique may be applied for all levels
of the hierarchy), but the hierarchical acceleration structure
may still have the hybrid structure described above wherein
one or more upper levels of the hierarchy are defined
according to a spatial subdivision structure and one or more
lower levels of the hierarchy are defined according to a
bounding volume structure. In particular, the hybrid hierar-
chy structure for the upper and lower parts of the hierarchy
has benefits in 1tself, even 1f the traversal technique 1s
different to that described above. Spatial subdivision struc-
tures tend to enable higher “quality” (1.e. fewer node tests)
hierarchies at the cost of creating extra nodes through
primitive splitting/binning. Object partitioned hierarchies
(e.g. BVHs) tend to create fewer nodes but there can be
redundant spatial overlap between them. This 1s worse 1n
terms of the number of node tests that are performed, but the
reduced node count makes 1t easier to gather coherence on,
since there are fewer unique nodes 1n flight at one time. A
spatial subdivision structure 1s used in the upper levels to
minimise the mtersection tests where node count or coher-
ency 1s not an 1ssue. However, in the lower levels the choice
of a bounding volume hierarchy (BVH) structure over a
spatial subdivision structure helps to reduce the total number
of nodes (where the number of nodes 1s already high), and
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synergises with the breadth first style traversal to increase
coherence where 1t 1s needed most.

FI1G. 13 shows a computer system in which the ray tracing
systems described herein may be implemented. The com-
puter system comprises a CPU 1302, a GPU 1304, the ray
tracing unit 502, a memory 1308 and other devices 1310,
such as a display 1312 and speakers 1314. The components
of the computer system can communicate with each other
via a communications bus 1316. The data stores 510, 512,
514, 516 and 518 may be immplemented as part of the
memory 1308.

The ray tracing system 500 of FIG. 5 1s shown as
comprising a number of functional blocks. This 1s schematic
only and 1s not mtended to define a strict division between
different logic elements of such entities. Each functional
block may be provided in any suitable manner. It 1s to be

understood that intermediate values described herein as
being formed by a ray tracing system need not be physically
generated by the ray tracing system at any point and may
merely represent logical values which conveniently describe
the processing performed by the ray tracing system between
its iput and output.

The ray tracing systems described herein may be embod-
ied 1 hardware on an integrated circuit. The ray tracing
systems described herein may be configured to perform any
of the methods described herein. Generally, any of the
functions, methods, techniques or components described
above can be implemented 1n software, firmware, hardware
(e.g., fixed logic circuitry), or any combination thereof. The
terms “module,” “tunctionality,” “component”, “element”,
“unit”, “block™ and “logic” may be used herein to generally
represent software, firmware, hardware, or any combination
thereol. In the case of a soltware implementation, the
module, functionality, component, element, unit, block or
logic represents program code that performs the specified
tasks when executed on a processor.

The algorithms and methods described herein could be
performed by one or more processors executing code that
causes the processor(s) to perform the algorithms/methods.
Examples of a computer-readable storage medium 1nclude a
random-access memory (RAM), read-only memory (ROM),
an optical disc, flash memory, hard disk memory, and other
memory devices that may use magnetic, optical, and other
techniques to store instructions or other data and that can be
accessed by a machine.

The terms computer program code and computer readable
istructions as used herein refer to any kind of executable
code for processors, including code expressed in a machine
language, an interpreted language or a scripting language.
Executable code includes binary code, machine code, byte-
code, code defining an mtegrated circuit (such as a hardware
description language or netlist), and code expressed 1n a
programming language code such as C, Java or OpenCL.
Executable code may be, for example, any kind of software,
firmware, script, module or library which, when suitably
executed, processed, interpreted, compiled, executed at a
virtual machine or other software environment, cause a
processor of the computer system at which the executable
code 1s supported to perform the tasks specified by the code.

A processor, computer, or computer system may be any
kind of device, machine or dedicated circuit, or collection or
portion thereof, with processing capability such that 1t can
execute 1mstructions. A processor may be any kind of general
purpose or dedicated processor, such as a CPU, GPU,
System-on-chip, state machine, media processor, an appli-
cation-specific integrated circuit (ASIC), a programmable
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logic array, a field-programmable gate array (FPGA), or the
like. A computer or computer system may comprise one or
more processors.

It 1s also mtended to encompass software which defines a
configuration of hardware as described herein, such as HDL
(hardware description language) software, as 1s used for
designing integrated circuits, or for configuring program-
mable chips, to carry out desired functions. That 1s, there
may be provided a computer readable storage medium
having encoded thereon computer readable program code in
the form of an mtegrated circuit definition dataset that when
processed (1.e. run) 1 an integrated circuit manufacturing,
system configures the system to manufacture a ray tracing
unmit configured to perform any of the methods described
herein, or to manufacture a ray tracing unit comprising any
apparatus described herein. An integrated circuit definition
dataset may be, for example, an mtegrated circuit descrip-
tion.

Therefore, there may be provided a method of manufac-
turing, at an integrated circuit manufacturing system, a ray
tracing umt (or ray tracing system, or any component
thereol) as described herein. Furthermore, there may be
provided an integrated circuit definition dataset that, when
processed 1n an integrated circuit manufacturing system,
causes the method of manufacturing a ray tracing unit to be
performed.

An integrated circuit definition dataset may be 1n the form
of computer code, for example as a netlist, code for config-
uring a programmable chip, as a hardware description lan-
guage defining an mtegrated circuit at any level, including as
register transier level (RTL) code, as high-level circuit
representations such as Verilog or VHDL, and as low-level
circuit representations such as OASIS® and GDSII. Higher
level representations which logically define an integrated
circuit (such as RTL) may be processed at a computer
system configured for generating a manufacturing definition
of an integrated circuit 1n the context of a software envi-
ronment comprising definitions of circuit elements and rules
for combining those elements i1n order to generate the
manufacturing definition of an integrated circuit so defined
by the representation. As 1s typically the case with software
executing at a computer system so as to define a machine,
one or more itermediate user steps (e.g. providing com-
mands, variables etc.) may be required in order for a
computer system configured for generating a manufacturing
definition of an integrated circuit to execute code defining an
integrated circuit so as to generate the manufacturing defi-
nition of that integrated circuit.

An example of processing an integrated circuit definition
dataset at an integrated circuit manufacturing system so as to
configure the system to manufacture a ray tracing unit will
now be described with respect to FIG. 14.

FIG. 14 shows an example of an integrated circuit (IC)
manufacturing system 1402 which 1s configured to manu-
facture a ray tracing unit as described 1n any of the examples
herein. In particular, the IC manufacturing system 1402
comprises a layout processing system 1404 and an inte-
grated circuit generation system 1406. The IC manufactur-
ing system 1402 1s configured to receive an IC definition
dataset (e.g. defimng a ray tracing unit as described 1n any
of the examples herein), process the IC definition dataset,
and generate an IC according to the IC defimtion dataset
(e.g. which embodies a ray tracing unit as described 1n any
of the examples herein). The processing of the IC definition
dataset configures the IC manufacturing system 1402 to
manufacture an integrated circuit embodying a ray tracing
unit as described 1 any of the examples herein.
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The layout processing system 1404 i1s configured to
receive and process the IC definition dataset to determine a
circuit layout. Methods of determining a circuit layout from
an IC definition dataset are known 1n the art, and for example
may involve synthesising RTL code to determine a gate level
representation of a circuit to be generated, e.g. 1n terms of
logical components (e.g. NAND, NOR, AND, OR, MUX
and FLIP-FLOP components). A circuit layout can be deter-
mined from the gate level representation of the circuit by
determining positional mmformation for the logical compo-
nents. This may be done automatically or with user mnvolve-
ment 1n order to optimise the circuit layout. When the layout
processing system 1404 has determined the circuit layout it
may output a circuit layout definition to the IC generation
system 1406. A circuit layout definmition may be, for
example, a circuit layout description.

The IC generation system 1406 generates an IC according
to the circuit layout definition, as 1s known 1n the art. For
example, the IC generation system 1406 may implement a
semiconductor device fabrication process to generate the IC,
which may involve a multiple-step sequence of photo litho-
graphic and chemical processing steps during which elec-
tronic circuits are gradually created on a water made of
semiconducting material. The circuit layout definition may
be 1n the form of a mask which can be used 1n a lithographic
process for generating an IC according to the circuit defi-
nition. Alternatively, the circuit layout definition provided to
the IC generation system 1406 may be in the form of
computer-readable code which the IC generation system
1406 can use to form a suitable mask for use in generating
an 1C.

The different processes performed by the IC manufactur-

ing system 1402 may be implemented all in one location,
¢.g. by one party. Alternatively, the IC manufacturing system
1402 may be a distributed system such that some of the
processes may be performed at different locations, and may
be performed by different parties. For example, some of the
stages of: (1) synthesising RTL code representing the IC
definition dataset to form a gate level representation of a
circuit to be generated, (1) generating a circuit layout based
on the gate level representation, (111) forming a mask 1n
accordance with the circuit layout, and (1v) fabricating an
integrated circuit using the mask, may be performed in
different locations and/or by different parties.
In other examples, processing of the integrated circuit
definition dataset at an integrated circuit manufacturing
system may configure the system to manufacture a ray
tracing unit without the IC defimition dataset being processed
so as to determine a circuit layout. For instance, an inte-
grated circuit defimition dataset may define the configuration
of a reconfigurable processor, such as an FPGA, and the
processing of that dataset may configure an IC manufactur-
ing system to generate a reconfigurable processor having
that defined configuration (e.g. by loading configuration data
to the FPGA).

In some embodiments, an 1tegrated circuit manufactur-
ing definition dataset, when processed m an integrated
circuit manufacturing system, may cause an integrated cir-
cuit manufacturing system to generate a device as described
herein. For example, the configuration of an integrated
circuit manufacturing system in the manner described above
with respect to FIG. 14 by an integrated circuit manufac-
turing definition dataset may cause a device as described
herein to be manufactured.

In some examples, an mtegrated circuit definition dataset
could include software which runs on hardware defined at
the dataset or in combination with hardware defined at the

5

10

15

20

25

30

35

40

45

50

55

60

65

24

dataset. In the example shown 1n FIG. 14, the IC generation
system may further be configured by an integrated circuit
definition dataset to, on manufacturing an integrated circuit,
load firmware onto that integrated circuit 1n accordance with
program code defined at the integrated circuit definition
dataset or otherwise provide program code with the inte-
grated circuit for use with the integrated circuit.

The implementation of concepts set forth in this applica-
tion 1n devices, apparatus, modules, and/or systems (as well
as 1n methods implemented herein) may give rise to perfor-
mance improvements when compared with known imple-
mentations. The performance improvements may include
one or more ol increased computational performance,
reduced latency, increased throughput, and/or reduced
power consumption. During manufacture of such devices,
apparatus, modules, and systems (e.g. 1n integrated circuits)
performance 1mprovements can be traded-ofl against the
physical implementation, thereby improving the method of
manufacture. For example, a performance improvement
may be traded against layout area, thereby matching the
performance of a known implementation but using less
silicon. This may be done, for example, by reusing func-
tional blocks 1n a serialised fashion or sharing functional
blocks between elements of the devices, apparatus, modules
and/or systems. Conversely, concepts set forth 1n this appli-
cation that give rise to improvements in the physical imple-
mentation of the devices, apparatus, modules, and systems
(such as reduced silicon area) may be traded for improved
performance. This may be done, for example, by manufac-
turing multiple instances of a module within a predefined
area budget.

The applicant hereby discloses in 1solation each 1ndi-
vidual feature described herein and any combination of two
or more such features, to the extent that such features or
combinations are capable of being carried out based on the
present specification as a whole 1n the light of the common
general knowledge of a person skilled 1n the art, irrespective
of whether such features or combinations of features solve
any problems disclosed herein. In view of the foregoing
description 1t will be evident to a person skilled 1n the art that
various modifications may be made within the scope of the
invention.

The mnvention claimed 1s:
1. A computer-implemented method of rendering an
image of a 3D scene using a ray tracing system, the method
comprising;
performing intersection testing comprising traversing a
hierarchical acceleration structure by:
traversing one or more upper levels of nodes of the
hierarchical acceleration structure according to a first
traversal technique, said first traversal technique
being a depth-first traversal technique; and
traversing one or more lower levels of nodes of the
hierarchical acceleration structure according to a
second traversal technique, said second traversal
technique not being a depth-first traversal technique;
and
using results of said traversing the hierarchical accelera-
tion structure to render the 1image of the 3D scene,

wherein said one or more upper levels of nodes are at the
top ol the hierarchical acceleration structure, and
wherein said one or more lower levels of nodes are
below said one or more upper levels 1n the hierarchical
acceleration structure.

2. The method of claim 1 wherein the second traversal
technique 1s based on a breadth-first traversal technique,
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wherein intersection testing of nodes with rays 1s scheduled
based on availability of node data and ray data.

3. The method of claim 1 wherein said traversing one or
more upper levels of nodes of the hierarchical acceleration
structure according to the depth-first traversal technique
comprises using a metric to determine an order 1n which to
descend nodes of the hierarchical acceleration structure.

4. The method of claim 3 wherein the metric comprises a
distance metric component, wherein the distance metric
component 1s arranged to cause closer nodes to be
descended before more distant nodes.

5. The method of claim 3 wherein the metric comprises an
occlusion metric component, wherein the occlusion metric
component 1s arranged to cause nodes with more occluding
geometry to be descended belfore nodes with less occluding
geometry.

6. The method of claim 3 wherein the metric comprises an
intersection length metric component, wherein the ntersec-
tion length metric component 1s arranged to cause nodes
with which a ray has a longer intersection interval to be
descended before nodes with which the ray has a shorter
intersection interval.

7. The method of claim 3 wherein indications of the
number of intersections are stored for diferent nodes of the
one or more upper levels, and wherein the metric comprises
a previous intersection metric component, wherein the pre-
vious intersection metric component 1s arranged to cause,
based on said indications, nodes with a greater number of
intersections to be descended before nodes with a lower
number of intersections.

8. The method of claim 1 wherein either:

(1) the number of upper levels of nodes which are tra-
versed according to the depth-first traversal technique
1s predetermined; or

(11) the method turther comprises retrieving, from a store,
an indication of the number of upper levels of nodes
which are to be traversed according to the depth-first
traversal technique, wherein the indication 1s deter-
mined when the hierarchical acceleration structure 1s
built, and 1s stored in the store.

9. A ray tracing unit configured to render an 1mage of a 3D

scene, the ray tracing unit comprising:
intersection testing logic configured to access a hierarchi-
cal acceleration structure and to traverse the hierarchi-
cal acceleration structure, for the purposes of 1ntersec-
tion testing, by:
traversing one or more upper levels of nodes of the
hierarchical acceleration structure according to a first
traversal technique, said first traversal technique
being based on a depth-first traversal technique; and

traversing one or more lower levels of nodes of the
hierarchical acceleration structure according to a
second traversal techmique, said second traversal
technique not being a depth-first traversal technique;
and
processing logic configured to use results of traversing the
hierarchical acceleration structure to render the 1image
of the 3D scene,
wherein:
the one or more upper levels of nodes of the hierarchi-
cal acceleration structure are defined according to a
spatial subdivision structure, or

the one or more lower levels of nodes of the hierarchi-
cal acceleration structure are defined according to a
bounding volume structure.

10. The ray tracing unit of claim 9 wherein the second
traversal technique i1s based on a breadth-first traversal
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technique, wherein the intersection testing logic comprises
scheduling logic configured to schedule intersection testing
of nodes with rays based on availability of node data and ray
data, and wherein the intersection testing logic further
COmMprises:
collection gathering logic configured to gather intersec-
tion testing work items together mto collections to be
executed 1n parallel, wherein an intersection testing
work item i1dentifies a ray and a node which are to be
tested for intersection; and
one or more execution units configured to execute col-
lections of 1ntersection testing work items 1n parallel;

wherein the scheduling logic 1s configured to schedule
collections of work 1tems for execution by the one or
more execution units based on the numbers of work
items 1n the collections.

11. The ray tracing umt of claim 9 wherein the one or
more lower levels of nodes represent multiple sub-hierar-
chies within the hierarchical acceleration structure, and
wherein the root nodes of the sub-hierarchies are represented
as leal nodes within the one or more upper levels of the
hierarchical acceleration structure, such that the depth-first
traversal of the one or more upper levels of nodes of the
hierarchical acceleration structure determines an order in
which the sub-hierarchies are selected for traversal.

12. The ray tracing unit of claim 11 wherein the 1ntersec-
tion testing logic 1s configured to traverse the one or more
lower levels of nodes of the hierarchical acceleration struc-
ture according to the second traversal technique by grouping
intersection testing work items for nodes within a subset of
one or more of the sub-hierarchies together into collections
to be executed in parallel, wherein an intersection testing
work 1tem 1dentifies a ray and a node which are to be tested
for 1ntersection.

13. The ray tracing unit of claim 12 wherein the subset
comprises a single sub-hierarchy, wherein the intersection
testing logic 1s configured to traverse the hierarchical accel-
eration structure by sequentially selecting the sub-hierar-
chies to be traversed, wherein the order in which the
sub-hierarchies are selected 1s determined by the depth-first
traversal of the one or more upper levels of nodes of the
hierarchical acceleration structure.

14. The ray tracing unit of claim 12 wherein the subset
comprises a plurality of sub-hierarchies, wherein the inter-
section testing logic 1s configured to traverse the one or more
lower levels of nodes of the lierarchical acceleration struc-
ture by traversing a sequence ol groups of sub-hierarchies.

15. The ray tracing unit of claim 9 wherein the one or
more upper levels of nodes of the hierarchical acceleration
structure are defined according to a first structure, and
wherein the one or more lower levels of nodes of the
hierarchical acceleration structure are defined according to a

second structure, wherein the first structure 1s different to the
second structure.

16. The ray tracing unit of claim 9 wherein the spatial
subdivision structure 1s: (1) a grid structure, (11) a multi-level
orid structure, (111) an octree structure, or (1v) a space
partitioning structure.

17. A non-transitory computer readable storage medium
having stored thereon a computer readable description of an
integrated circuit that, when processed in an integrated
circuit manufacturing system, causes the integrated circuit
manufacturing system to manufacture a ray tracing umnit
configured to render an 1mage of a 3D scene, the ray tracing
unit comprising:
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intersection testing logic configured to access a hierarchi-

cal acceleration structure and to traverse the hierarchi-

cal acceleration structure, for the purposes of ntersec-

tion testing, by:

traversing one or more upper levels of nodes of the s
hierarchical acceleration structure according to a first
traversal technique, said first traversal technique
being based on a depth-first traversal techmique,
wherein said traversing one or more upper levels of
nodes of the hlierarchical acceleration structure 10
according to the depth-first traversal techmque com-
prises using a metric to determine an order 1n which
to descend nodes of the hierarchical acceleration
structure; and

traversing one or more lower levels of nodes of the 15
hierarchical acceleration structure according to a
second traversal technique, said second traversal
technique not being a depth-first traversal technique;
and

processing logic configured to use results of traversing the 20
hierarchical acceleration structure to render the 1image
of the 3D scene.
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