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An 1mage capturing apparatus includes: a first camera mod-
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as a first region of interest (ROI) 1n a first image captured by
the first camera module and to detect a second ROI matching
the first ROI 1 a second image captured by the second
camera module, based on a difference 1n optical character-
istics of the first camera module and optical characteristics
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FIG. 1A
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FIG. 2A
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FIG. ZB
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FIG. 3
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FIG. 4B




US 10,410,061 B2

Sheet 8 of 14

Sep. 10, 2019

U.S. Patent

4C

FIG.

u
i
i
]
i
|
]
i
i
i
u
i
i
i
|
m




US 10,410,061 B2

Sheet 9 of 14

Sep. 10, 2019

U.S. Patent

FIG. 4D




U.S. Patent Sep. 10, 2019 Sheet 10 of 14 US 10,410,061 B2

FIG. 9
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FIG. 7A
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IMAGE CAPTURING APPARATUS AND
METHOD OF OPERATING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based on and claims priority under 35
U.S.C. § 119 to Korean Patent Application No. 10-2015-

0096780, filed on Jul. 7, 2015, in the Korean Intellectual
Property Oflice, the disclosure of which 1s incorporated by
reference herein 1n its entirety.

BACKGROUND

1. Field

The disclosure relates to image capturing apparatuses and
methods of operating the same, and for example, to 1image
capturing apparatuses that match regions of iterest (ROIs)
including the same subject 1n 1mages captured by a plurality
of camera modules having different optical characteristics,
and methods of operating the 1mage capturing apparatuses.

2. Description of Related Art

A multiple camera system may include two or more
camera modules and may detect a focus on a specific subject
or detect depth information of an entire 1mage by using
images put from the two or more camera modules. In
particular, 1n order to detect a location of a specific subject,
the multiple camera system may calculate a disparity
between two 1mages input from two cameras installed on left
and right sides of the multiple camera system. For example,
the multiple camera system may detect a location where a
subject captured at a specific location of one 1mage 1s
captured 1n the other 1image, and detect a difference (dispar-
ity ) between the two locations, 1.e., a diflerence between the
two locations. The multiple camera system may use the
detected disparity to detect a focus on a specific subject or
calculate a distance value from each of two cameras to the
specific subject.

SUMMARY

Image capturing apparatuses capable of detecting regions
including the same subject from a plurality of 1mages
captured by a plurality of camera modules having different
optical characteristics, and methods of operating the image
capturing apparatuses are provided.

Additional aspects will be set forth 1n part in the descrip-
tion which follows and, in part, will be apparent from the
tollowing description.

According to an aspect of an example embodiment, an
image capturing apparatus includes: a first camera module
including a first camera and a second camera module
including a second camera, each camera module having
different optical characteristics and configured to capture
images of a same subject; and a controller configured to set
a region i1ncluding the subject as a first region of interest
(ROI) 1n a first image captured by the first camera module
and to detect a second ROI matching the first ROI 1n a
second 1mage captured by the second camera module, based
on a difference between optical characteristics of the first
camera module and optical characteristics of the second
camera module.

The optical characteristics of the first camera module may
be determined based on at least one of an angle of view of
a lens included 1n the first camera module and a resolution
of an 1mage sensor included in the first camera module, and
the optical characteristics of the second camera module may
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be determined based on at least one of an angle of view of
a lens 1ncluded 1n the second camera module and a resolu-
tion of an i1mage sensor included in the second camera
module.

The controller may be configured to determine a size of
the second ROI based on a size of the first ROI and a
difference between the angle of view of the lens included 1n
the first camera module and the angle of view of the lens
included in the second camera module.

When the angle of view of the lens included in the first
camera module 1s wider than the angle of view of the lens
included 1n the second camera module, the controller may be
configured to determine the size of the second ROI to be
larger than the size of the first ROI.

The controller may be configured to determine a number
ol pixels included 1n the second ROI based on a number of
pixels included 1n the first ROI and a difference between the
resolution of the image sensor included 1n the first camera
module and the resolution of the image sensor included in
the second camera module.

When the resolution of the image sensor included in the
first camera module 1s higher than the resolution of the
image sensor included in the second camera module, the
controller may be configured to determine the number of the
pixels included 1n the second ROI to be smaller than the
number of the pixels included 1n the first ROI.

The controller may be configured to adjust focuses of the
lenses included 1n the first camera module and the second
camera module based on disparity information of the first
ROI and the second ROIL.

The controller may be configured to detect depth infor-
mation of one of the first ROI and the second ROI based on
disparity information of the first ROI and the second ROI.

When a region of the first image, 1n which a second
subject that 1s not included 1n the second 1mage 1s included,
1s set as the first ROI, the controller may be configured to
adjust a focus of a lens included in the first camera module
using only the first ROI including the second subject.

According to an aspect of another example embodiment,
a method of operating an 1mage capturing apparatus
includes: acquiring a first image by capturing a subject using
a first camera module; acquiring a second 1mage by captur-
ing the subject using a second camera module, the second
camera module having different optical characteristics from
the first camera module; setting a first region of interest
(ROI) including the subject 1n the first image; and detecting
a second ROI matching the first ROI 1n the second image
based on a difference between optical characteristics of the
first camera module and optical characteristics of the second
camera module.

The optical characteristics of the first camera module may
be determined based on at least one of an angle of view of
a lens included 1n the first camera module and a resolution
of an 1mage sensor included 1n the first camera module, and
the optical characteristics of the second camera module may
be determined based on at least one of an angle of view of
a lens 1ncluded 1n the second camera module and a resolu-
tion of an 1mage sensor included in the second camera
module.

Detecting the second ROI may include determining a size
of the second ROI based on a size of the first ROI and a
difference between the angle of view of the lens included 1n
the first camera module and the angle of view of the lens
included in the second camera module.

When the angle of view of the lens included in the first
camera module 1s wider than the angle of view of the lens
included in the second camera module, determining the size
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of the second ROI may include determining the size of the
second ROI to be larger than the size of the first ROL.

Detecting the second ROI may include determining a
number of pixels included in the second ROI based on a
number of pixels included 1n the first ROI and a difference
between the resolution of the image sensor included 1n the
first camera module and the resolution of the 1image sensor
included in the second camera module.

When the resolution of the image sensor included 1n the
first camera module 1s higher than the resolution of the
image sensor included i the second camera module, deter-
mimng the number of the pixels included 1n the second ROI
may include determining the number of the pixels included
in the second ROI to be smaller than the number of the pixels
included in the first ROL.

The method may further include adjusting focuses of
lenses included 1n the first camera module and the second
camera module based on disparity information of the first
ROI and the second ROI.

The method may further include detecting depth infor-
mation of one of the first ROI and the second ROI based on
disparity mformation of the first ROI and the second ROI.

The method may further include: setting a region of the
first image, 1n which a second subject that 1s not included 1n
the second i1mage 1s mcluded, as an ROI; and adjusting a
focus of a lens included 1n the first camera module using
only the first ROI including the second subject.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects will become apparent and
more readily appreciated from the following detailed
description, taken in conjunction with the accompanying
drawings, in which like reference numerals refer to like
elements, and wherein:

FIG. 1A 1s a diagram illustrating an example multiple
camera system including a plurality of camera modules, and
FIG. 1B 1s a diagram 1illustrating an example method of
detecting a disparity in the multiple camera system of FIG.
1A;

FIG. 2A 15 a block diagram 1llustrating an example image
capturing apparatus, and FIG. 2B 1s a block diagram 1llus-
trating an example first camera module included in the
image capturing apparatus of FIG. 2A;

FIG. 3 1s a block diagram illustrating an example image
capturing apparatus;

FIGS. 4A to 4D are diagrams illustrating an example
method of detecting a second region of interest (ROI), when
an angle of view of a lens included 1n a first camera module
1s different from an angle of view of a lens included 1n a
second camera module;

FIG. 5 1s a diagram 1llustrating an example method of
detecting a second ROI, when a resolution of an image
sensor included 1n a first camera module 1s diflerent from a
resolution of an 1mage sensor included 1n a second camera
module;

FIG. 6 1s a diagram illustrating an example method of
operating an image capturing apparatus, when a subject 1n an
image captured by only a first camera module 1s set as an
ROI, according to an exemplary embodiment;

FIGS. 7A and 7B are diagrams 1illustrating an example
method of operating an 1image capturing apparatus, when a
region 1n an image captured by only a first camera module
1s set as an ROI; and
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FIG. 8 1s a flowchart 1llustrating an example method of
operating an 1image capturing apparatus.

DETAILED DESCRIPTION

The terms used in the disclosure will be described briefly
and example embodiments will then be described 1n greater
detail.

The terms used in the disclosure are those general terms
currently widely used 1n the art in consideration of functions
in regard to the disclosure, but the terms may vary according
to the intention of those of ordinary skill 1in the art, prec-
edents, or new technology in the art. Specified terms may be
selected by the applicant, and in this case, the meaning
thereof will be described 1n the disclosure. Thus, the terms
used 1n the disclosure should be understood not as simple
names but based on the meaning of the terms and the overall
description of the disclosure.

It will also be understood that the terms “comprises”,
“includes™, and “has”, when used herein, specily the pres-
ence of stated elements, but do not preclude the presence or
addition of other elements, unless otherwise defined. Also,
the terms “unit” and “module” used herein represent a unit
for processing at least one function or operation, which may
be implemented by hardware, software, or a combination of
hardware and software.

The examples will be described with reference to the
accompanying drawings in such a manner that the examples
may be readily understood by a person of ordinary skill in
the art. However, the disclosure may be implemented in
various forms and 1s not limited to the examples. In addition,
descriptions of well-known functions and constructions may
be omitted for clarity and conciseness, and similar reference
numerals are assigned to similar elements throughout the
disclosure. Expressions such as “at least one of,” when
preceding a list of elements, modily the entire list of
clements and do not necessarily modily the individual
clements of the list.

FIG. 1A 1s a diagram illustrating an example multiple
camera system including a plurality of camera modules, and
FIG. 1B 1s a diagram illustrating an example method of
detecting a disparity 1n the multiple camera system of FIG.
1A.

The multiple camera system may, for example, be a
stereoscopic camera configured to generate a stereoscopic
image. The multiple camera system may include a first
camera module 21 and a second camera module 22. The first
camera module 21 and the second camera module 22 may be
disposed spaced apart from each other by a predetermined
distance. The multiple camera system may detect a disparity
using a first 1mage captured by the first camera module 21
and a second 1mage captured by the second camera module
22.

The multiple camera system will be described below 1n
greater detail with reference to FIG. 1B.

Referring to FIG. 1B, a first image 31 1s captured by the
first camera module 21 of FIG. 1A and a second image 32
1s captured by the second camera module 22 of FIG. 1A.
Even when the first camera module 21 and the second
camera module 22 have the same optical characteristics, a
location of a subject 10 1n the first image 31 may be different
from a location of the subject 10 in the second 1image 32 due
to different locations of the first camera module 21 and the
second camera module 22. For example, since the first
camera module 21 of FIG. 1A 1s located on the left side of
the subject 10, the subject 10 included in the first image 31
1s located on the right side of a vertical center line of the first
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image 31. Similarly, since the second camera module 22 of
FIG. 1A 1s located on the right side of the subject 10, the
subject 10 included 1n the second 1image 32 1s located on the
left side of a vertical center line of the second 1image 32.

The multiple camera system may set a region of the first
image 31, in which the subject 10 1s included, as a first
region of interest (ROI) 41 and may set a region of the
second 1mage 32, 1n which the subject 10 1s included, as a
second ROI 42. When the first camera module 21 and the
second camera module 22 have the same optical character-
1stics, for example, when an angle of view of a lens included
in the first camera module 21 1s substantially equal to an
angle of view of a lens included in the second camera
module 22 and a resolution of an 1image sensor included 1n
the first camera module 21 1s substantially equal to a
resolution of an image sensor 1included 1n the second camera
module 22, the multiple camera system may set a size of the
first ROI 41 and a size of the second ROI 42 to be equal to
cach other. In addition, the multiple camera system may set
the number of pixels included in the first ROI 41 (resolution
of the first ROI 41) and the number of pixels included 1n the
second ROI 42 (resolution of the second ROI 42) to be equal
to each other.

However, when the first camera module 21 and the second
camera module 22 have different optical characteristics, the
multiple camera system may set the size of the first ROI 41
of the first image 31 and the size of the second ROI 42 of the
second 1mage 32 to be different from each other based on a
difference between optical characteristics of the first camera
module 21 and optical characteristics of the second camera
module 22. In addition, the multiple camera system may set
the number of pixels included 1n the first ROI 41 and the
number of pixels included in the second ROI 42 to be
different from each other. A description thereof will be
provided below with reference to FIGS. 4A to 5.

On the other hand, referring to FIG. 1B, the multiple
camera system may detect a disparnity d (e.g., a location
difference) between the first ROI 41 and the second ROI 42.
The multiple camera system may use the detected disparity
d to adjust focuses of the lenses respectively included 1n the
first camera module 21 and the second camera module 22 or
to generate a stereoscopic 1mage. Alternatively, the multiple
camera system may acquire depth information of at least one
of the first ROI 41 and the second ROI 42.

FIG. 2A 1s a block diagram 1llustrating an example image
capturing apparatus 100, and FIG. 2B 1s a block diagram
illustrating an example first camera module 110 included 1n
the 1mage capturing apparatus 100 of FIG. 2A.

Referring to FI1G. 2A, the image capturing apparatus 100
may include a first camera module 110, a second camera
module 120, and a controller 130. The image capturing
apparatus 100 according to the example may be a multiple
camera system including a plurality of camera modules,
which has been described above, for example, with refer-
ence to FIG. 1A. In addition, the image capturing apparatus
100 may be implemented 1n various forms. For example, the
image capturing apparatus 100 may be a digital still camera
configured to capture a still image, a digital video camera
configured to capture a video, or the like. Furthermore, the
image capturing apparatus 100 may, for example, be a digital
single lens reflex (DSLR) camera, a mirroless camera, or a
smartphone. However, the image capturing apparatus 100 1s
not limited thereto. The i1mage capturing apparatus 100
according to the example may be an apparatus including a
plurality of camera modules each including a lens and an
imaging element configured to capture a subject and gener-
ate an 1mage.
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FIG. 2B 1s a block diagram of the first camera module 110
included 1n the 1mage capturing apparatus 100 of FIG. 2A.

Referring to FIG. 2B, the first camera module 110 may
include a lens 111, a lens driver 112, an aperture 113, an
aperture driver 115, an 1image sensor 116, an 1mage sensor
controller 117, an analog signal processor 118, and an image
signal processor 119.

The lens 111 may include a plurality of lens groups each
having a plurality of lens elements. The lens driver 112 may
be configured to adjust a location of the lens 111. For
example, the lens driver 112 may adjust the location of the
lens 111 based on a control signal provided by the controller
130 (see FIG. 2A). The lens driver 112 may be configured
to adjust a focal length by adjusting the location of the lens
111 and may also be configured to perform autofocusing,
zoom adjustment, focus adjustment, or the like.

The aperture driver 115 may be configured to adjust a
degree of opening of the aperture 113 so as to adjust an
amount of light incident on the 1image sensor 116.

An optical signal, which has passed through the lens 111
and the aperture 113, may form an 1image of a subject on a
light-receiving surface of the image sensor 116. The image
sensor 116 may, for example, be a charge-coupled device
(CCD) image sensor or a complementary metal-oxide semi-
conductor 1mage sensor (CIS), or the like, configured to
convert an optical signal into an electrical signal. The image
sensor controller 117 may be configured to adjust the
sensitivity or the like of the image sensor 116. The image
sensor controller 117 may be configured to control the 1mage
sensor 116 based on a control signal. The control signal may
be automatically generated by an image signal that 1s input
in real time or may be manually nput.

The analog signal processor 118 may be configured to
perform noise reduction, gain control, wavelform shaping,
and analog-to-digital conversion (ADC) on an analog signal
provided from the image sensor 116 and to generate an
image data signal.

The 1mage signal processor 119 may be configured to
perform a specific function on the image data signal pro-
cessed by the analog signal processor 118. For example, for
image quality enhancement and special effects, the image
signal processor 119 may be configured to perform 1mage
signal processing, such as noise reduction, gamma correc-
tion, color filter array nterpolation, color matrix, color
correction, and color enhancement, white balancing, lumi-
nance smoothing, and color shading, with respect to input
image data signal. The image signal processor 119 may be
configured to compress the input 1mage data into an 1mage
file, or may be configured to reconstruct the image data from
the image file. An 1image compression format may be revers-
ible or irreversible. For example, a still image may be
compressed 1nto a Joint Photographic Experts Group (JPEG)
format or a JPEG 2000 format. In the case of recording a
video, a plurality of frames may be compressed into a video
file 1n accordance with the Moving Picture Experts Group
(MPEG) standard. For example, an image file may be
generated 1n accordance with the exchangeable image file
format (Exif) standard.

The 1mage signal processor 119 may be configured to
generate a video file from an 1imaging signal generated by the
image sensor 116. The imaging signal may, for example, be
a signal that 1s generated by the image sensor 116 and is then
processed by the analog signal processor 118. The image
signal processor 119 may be configured to generate frames
to be 1ncluded 1n a video file from an 1imaging signal, code
the frames 1n accordance with an approprate standard, for

example, MPEG4, H.264/AVC, or windows media video
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(WMYV), compress a video, and generate a video file by
using the compressed video. The video file may be generated
in various formats, such as mpg, mp4, 3gpp, avi, asi, or mov.
The image signal processor 119 may be configured to output
the generated video file to the controller 130.

In addition, the 1mage signal processor 119 may be
configured to perform sharpness processing, chromatic pro-
cessing, blurring processing, edge emphasis processing,
image 1mnterpretation processing, image recognition process-
ing, 1mage eflect processing, and the like. The image rec-
ognition processing may, for example, include face recog-
nition processing and scene recognition processing. The
image signal processor 119 may perform image signal
processing to display image data on a display device. For
example, the 1mage signal processor 119 may be configured
to perform luminance level adjustment, color correction,
contrast adjustment, contour emphasis adjustment, screen
splitting, character 1image generation, and 1mage synthesis.

Similar to the first camera module 110, the second camera
module 120 may include a lens, a lens driver, an aperture, an
aperture driver, an image sensor, an image sensor controller,
an analog signal processor, and an 1mage signal processor.
Since these elements of the second camera module 120 are
similar to those of the first camera module 110, redundant
descriptions thereol will be omitted.

According to the example, the first camera module 110
and the second camera module 120 may have different
optical characteristics. The optical characteristics of each of
the first and second camera modules 110 and 120 may be
determined based on at least one of an angle of view of the
lens 1included 1n the camera module and a resolution of the
image sensor included in the camera module. The angle of
view ol the lens represents an angle (capturing range) at
which an i1mage 1s capable of being captured by the lens
included i the camera module. As the angle of view
becomes wider, 1t 1s possible to capture an 1mage 1n a wider
range. In addition, the resolution of the 1mage sensor may be
determined based on the number of pixels included in the
image sensor. As the number of the pixels mcluded 1n the

image sensor increases, the resolution of the 1mage sensor
1ncreases.

According to the example, the angle of view of the lens
111 included 1n the first camera module 110 may be different
from the angle of view of the lens included 1n the second
camera module 120. For example, when the lens 111
included in the first camera module 110 1s a wide-angle lens
and the lens included 1n the second camera module 120 1s a
telephoto lens, the first camera module 110 may capture an
image 1n a wider range than the second camera module 120
because the wide-angle lens has a wider angle of view than
the telephoto lens. Alternatively, when the lens included in
one of the first camera module 110 and the second camera
module 120 1s a zoom lens and the lens included 1n the other
thereot 1s a single lens, the angle of view of the first camera
module 110 may be different from the angle of view of the
second camera module 120.

In addition, according to the example, the resolution of
the image sensor 116 included 1n the first camera module 110
may be different from the resolution of the image sensor
included 1n the second camera module 120. For example, the
resolution of the image sensor 116 included in the first
camera module 110 may be lower than the resolution of the
image sensor included in the second camera module 120, or
the resolution of the image sensor included 1n the second
camera module 120 may be higher than the resolution of the
image sensor 116 included in the first camera module 110.
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Retferring to FIG. 2A, the controller 130 may be config-
ured to control the overall operation of the 1image capturing
apparatus 100. The controller 130 may be configured to
provide control signals to the elements of the 1image captur-
ing apparatus 100 to control the elements of the image
capturing apparatus 100.

The controller 130 may be configured to process an 1nput
image signal and to control the elements of the image
capturing apparatus 100 based on the processed image signal
or an external input signal. The controller 130 may include
one or more processors. The one or more processors may be
implemented by an array of a plurality of logic gates, or may
be implemented by a combination of a general-purpose
microprocessor and a memory that stores a program execut-
able 1n the general-purpose microprocessor. In addition, 1t
will be apparent to one of ordinary skill in the art that the one
or more processors may be implemented by other types of
hardware.

The controller 130 may be configured to generate control
signals for controlling autofocusing, zoom adjustment, focus
adjustment, automatic exposure compensation, and the like
by, for example, executing the stored program or by using a
separate module, and to provide the control signals to the
aperture drivers, the lens drivers, and the image sensor
controllers respectively included 1n the first camera module
110 and the second camera module 120, and to control the
overall operations of the elements of the 1image capturing
apparatus 100, such as a shutter and a stroboscope.

In addition, the controller 130 may be connected to an
external monitor and be configured to perform 1mage signal
processing and to generate 1image data so that an 1mage
signal input from the 1mage signal processor of the first
camera module 110 or the second camera module 120 is
displayed on the external momtor. The controller 130 may
be configured to transmit processed image data to the
external momitor so that an 1mage corresponding to the
processed 1image data 1s displayed on the external monitor.

According to the example, the controller 130 may be
configured to set predetermined regions including the same
subject 1n a first image captured by the first camera module
110 and a second 1mage captured by the second camera
module 120 as ROIs. For example, the controller 130 may
be configured to set a predetermined region of the first
image, 1n which a specific subject 1s included, as a first ROI.
A size of the first ROI may be set 1n advance or may be set
by an 1put. In addition, the controller 130 may be config-
ured to detect a second ROI matching the first ROI from the
second 1mage based on a diflerence between the optical
characteristics of the first camera module 110 and the optical
characteristics of the second camera module 120.

The controller 130 may be configured to determine a size
of the second ROI to be set 1n the second 1image based on the
s1ze of the first ROI set in the first image and a difference
between an angle of view of the lens 111 included 1n the first
camera module 110 and an angle of view of the lens included
in the second camera module 120. For example, when the
angle of view of the lens 111 included 1n the first camera
module 110 1s wider than the angle of view of the lens
included 1n the second camera module 120, the controller
130 may be configured to set the size of the second ROI to
be larger than the size of the first ROI.

In addition, the controller 130 may be configured to
determine the number of pixels included 1n the second ROI
based on the number of pixels included in the first ROI and
a difference between a resolution of the image sensor 116
included 1n the first camera module 110 and a resolution of
the image sensor included 1n the second camera module 120.
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For example, when the resolution of the 1mage sensor 116
included 1n the first camera module 110 1s higher than the
resolution of the image sensor included 1n the second camera
module 120, the controller 130 may be configured to set the
number of pixels included in the second ROI to be larger
than the number of pixels included 1n the first ROI.

The controller 130 may be configured to adjust focuses of
the lenses respectively included 1n the first camera module
110 and the second camera module 120 based on disparity
information of the first ROI and the second ROI. In addition,
the controller 130 may be configured to detect depth 1nfor-
mation of at least one of the first ROI and the second ROI
based on the disparity information of the first ROI and the
second ROI.

When a predetermined region of the first image, in which
a second subject that 1s not included 1n the second image 1s
included, 1s set as the first ROI, the controller 130 may be
configured to adjust the focus of the lens 111 included 1n the
first camera module 110 using only the first ROI in which the
second subject 1s mncluded. For example, the image captur-
ing apparatus 100 may adjust the focus of the lens 111 by
changing a focus detection method to a contrast autofocus
(AF) method of detecting a focus using only the first camera
module 110. In addition, when a predetermined region of the
second 1mage, in which a second subject that 1s not included
in the first image 1s icluded, 1s set as the second ROI, the
controller 130 may be configured to adjust the focus of the
lens included 1n the second camera module 120 using only
the second ROI 1n which the second subject 1s included. For
example, the image capturing apparatus 100 may adjust the
focus of the lens by changing a focus detection method to a
contrast AF method of detecting a focus using only the
second camera module 120.

FIG. 3 1s a block diagram illustrating an example 1image
capturing apparatus 200.

Referring to FIG. 3, the image capturing apparatus 200
may 1nclude a first camera module 210, a second camera
module 220, a controller 230, a memory 240, a storage/
reading controller 250, a memory card 242, a program
storage 260, a display 270, a display driver 272, a manipu-
lator 280, and a communicator 290.

Since the first camera module 210, the second camera
module 220, and the controller 230 of FIG. 3 correspond to
the first camera module 110, the second camera module 120,
and the controller 130 of FIG. 2A, respectively, redundant
descriptions thereof will be omitted and the other elements
will be described below.

Referring to FIG. 3, the storage/reading controller 250
may store 1image data output from the first camera module
210 or the second camera module 220 1n the memory card
242. For example, the storage/reading controller 250 may
store the 1mage data automatically or in response to a signal
input manually. In addition, the storage/reading controller
250 may read image data from an image file stored 1n the
memory card 242 and input the read image data to the
display driver 272 through the memory 240 or another path
so as to display an 1image on the display device 270.

The memory card 242 may be detachably or permanently
attached to the image capturing apparatus 200. For example,
the memory card 242 may be a flash memory card such as
a secure digital (SD) card.

An 1mage signal, which 1s processed by the first camera
module 210 or the second camera module 220, may be input
to the controller 230 directly or through the memory 240.
The memory 240 may operate as a main memory of the
image capturing apparatus 200 and temporarily store infor-
mation necessary for the operation of the image capturing
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apparatus 200. The program storage 260 may store programs
such as an operating system and an application system for
driving the 1image capturing apparatus 200.

The display 270 may display an operating state of the
image capturing apparatus 200 or i1mage information
acquired by the 1mage capturing apparatus 200. The first
camera module 210 and the second camera module 220 may
perform i1mage signal processing to display the captured
image information on the display 270. For example, the first
camera module 210 and the second camera module 220 may
perform luminance level adjustment, color correction, con-
trast adjustment, contour emphasis, screen splitting, charac-
ter image generation, and 1image synthesis with respect to the
acquired 1mage information.

The display 270 may provide visual information to the
user. In order to provide the visual information, the display
270 may, for example, include a liquid crystal display (LCD)
panel or an organic light-emitting display (OLED) panel, or
the like. In addition, the display 270 may include a touch
screen capable of recognizing a touch input.

The display driver 272 may provide a driving signal to the
display 270.

The manipulator 280 may allow the input of control
signals. The mampulator 280 may include various function
buttons, such as a shutter-release button configured to input
a shutter-release signal for capturing an 1mage by exposing
an 1mage sensor to light for a predetermined period of time,
a power button configured to input a control signal for
controlling a power on/oil state of the image capturing
apparatus 200, a zoom button configured to widen or narrow
an angle of view according to an mput, a mode selection
button, and other buttons configured to adjust capturing
setting values. The manipulator 280 may also be 1mple-
mented 1n any form, such as a button, a keyboard, a touch
pad, a touch screen, or a remote controller, as long as the
mampulator 280 allows mput of the control signals.

The communicator 290 may include communication cir-
cuitry, such as, for example, a network 1nterface card (NIC)
or a modem and may allow the image capturing apparatus
200 to communicate with an external device via a network
in a wired and/or wireless manner.

The block diagrams of the image capturing apparatuses
100 and 200 of FIGS. 2A, 2B, and 3, are merely examples.
The elements 1n the block diagrams may be integrated,
added, or omitted according to the specifications of the
image capturing apparatuses 100 and 200. For example, 1f
necessary, two or more elements may be integrated into one
clement, or one element may be subdivided into two or more
clements. In addition, the functions of the respective blocks
are provided only for describing the examples, and specific
operations or devices are not intended to limit the scope of
the disclosure.

FIGS. 4A to 4D are diagrams illustrating an example
method of detecting a second ROI when the angle of view
of the lens 111 included 1n a first camera module 110 1s
different from the angle of view of the lens included 1n a
second camera module 120.

Retferring to FIG. 4A, the angle of view of the lens
included in the first camera module 110 may be different
from the angle of view of the lens included 1n the second
camera module 120. For example, 11 the lens included 1n the
first camera module 110 1s a wide-angle lens and the lens
included in the second camera module 120 1s a telephoto
lens, the first camera module 110 may capture an 1mage 1n
a wider range than the second camera module 120 because
the wide-angle lens has a wider angle of view than the
telephoto lens. Alternatively, i1 the lens included in one of
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the first camera module 110 and the second camera module
120 1s a zoom lens and the lens included in the other thereof
1s a single lens, the angle of view of the first camera module
110 may be different from the angle of view of the second
camera module 120.

As 1llustrated 1n FIG. 4A, when the angle of view of the
lens included 1n the first camera module 110 1s wider than
the angle of view of the lens included 1n the second camera
module 120, the first camera module 110 may have a first
capturing range 301 including both a first subject 311 and a
second subject 312, and the second camera module 120 may
have a second capturing range 302 including only the first
subject 311.

In FIG. 4A, when a height of the first capturing range 301
1s H1, a height of the second capturing range 302 may be H2
which 1s lower than H1. In addition, the first subject 311
included 1n the first capturing range 301 and the first subject
311 included 1n the second capturing range 302 may have the
same height S1.

FIG. 4B 1s a diagram 1llustrating a first image 321 and a
second 1mage 322 that are respectively captured by the first
camera module 110 and the second camera module 120 of
FIG. 4A.

When a size of the image sensor included in the first
camera module 110 1s substantially equal to a size of the
image sensor included 1n the second camera module 120, a
s1Zze ol an 1mage output by the first camera module 110 may
be substantially equal to a size of an 1mage output by the
second camera module 120. When the heights of the first
image 321 and the second image 322 are HO, the height of
the first subject included 1n the first image 321 1s HO*S1/H1
and the height of the first subject included 1n the second
image 322 1s HO*S1/H2. Therefore, the height of the first
subject included 1n the second 1image 322 may appear to be
greater than the height of the first subject included 1n the first
image 321. The above description has been given 1n terms of
only the height of the subject, but may also be equally
applied 1n terms of, for example, a width of the subject.

Referring to FIG. 4B again, the image capturing apparatus
100 may set a first ROI 341 including the first subject 1n the
first 1image 321. A size of the first ROI 341 may be set
according to a size of the first subject. When the first ROI
341 1s set i the first image 321, the 1mage capturing
apparatus 100 may determine a size of the second ROI 342
based on a difference between the first capturing range 301
of the first camera module 110 and the second capturing
range 302 of the second camera module 120.

For example, as described above, the image capturing
apparatus 100 may calculate the height of the first subject
included 1n the first image 321 as HO*S1/H1 and the height
of the first subject included 1n the second image 322 as
H0*S1/H2 using the first capturing range 301 of the first
camera module 110 and the second capturing range 302 of
the second camera module 120. Accordingly, a ratio of the
height of the first subject included 1n the first image 321 to
the height of the first subject included in the second 1image
322 may be determined as H1 (the height of the first
capturing range)/H2 (the height of the second capturing
range). Similarly, a ratio of a width of the first subject
included 1n the first image 321 to a width of the first subject
included 1n the second 1image 322 may be determined as W1
(the width of the first capturing range)/ W2 (the width of the
second capturing range).

The ratio of the height of the first subject included 1n the
first image 321 to the height of the first subject included 1n
the second 1mage 322 may be equally applied to a ratio of

a height of the first ROI 341 to a height of the second ROI
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342. Therefore, when the height of the first ROI 341 1s hl,
the height h2 of the second ROI 342 may be determined as
h1*H1/H2. In addition, the ratio of the width of the first
subject included 1n the first 1image 321 to the width of the
first subject included in the second image 322 may be
equally applied to a ratio of a width of the first ROI 341 to
a width of the second ROI 342. Theretore, when the width
of the first ROI 341 1s w1, the height w2 of the second ROI
342 may be determined as w1*W1/W2.

When the size of the second ROI 342 1s determined, the
image capturing apparatus 100 may determine the location
of the second ROI 342 matching the first ROI 341 by

comparing pixel values of the first ROI 341 with pixel values
of the second ROI 342 while moving the second ROI 342

within the second 1image 322.
For example, after scaling the size of the second ROI 342
to the size of the first ROI 341, the image capturing

apparatus 100 may compare the pixel values of the first ROI

341 with the pixel values of the second ROI 342. Alterna-
tively, after scaling the size of the first ROI 341 to the size
of the second ROI 342, the image capturing apparatus 100
may compare the pixel values of the first ROI 341 with the
pixel values of the second ROI 342.

When the second ROI 342 matching the first ROI 341 1s
detected, the 1mage capturing apparatus 100 may determine

a disparity between the first ROI 341 and the second ROI
342. As 1llustrated 1n FIG. 4C, when the size of the second
ROI 342 1s larger than the size of the first ROI 341, the

image capturing apparatus 100 may scale the size of the

second ROI 342 to the size of the first ROI 341. However,
the disclosure 1s not limited thereto. The size of the first ROI
341 may be scaled to the size of the second ROI 342.
FIG. 4D 1s a diagram 1illustrating a disparity d between the
first ROI 341 and the second ROI 342. The image capturing
apparatus 100 may perform the autofocusing of the first
camera module 110 and the second camera module 120
based on the disparity d. Alternatively, the 1image capturing
apparatus 100 may detect depth information of at least one

of the first ROI 341 and the second ROI 342 based on the
disparity d.

FIG. 5 1s a diagram illustrating an example method of
detecting the second ROI when the resolution of the image
sensor 1ncluded 1n the first camera module 110 1s different
from the resolution of the image sensor included in the
second camera module 120.

Referrmg to FIG. 5, the resolution of the image sensor
included in the first camera module 110 may be different
from the resolution of the image sensor included in the
second camera module 120. For example, the resolution of
the image sensor may be determined based on the number of
pixels included in the image sensor. As the number of the
pixels included 1n the 1mage sensor increases, the resolution
of the 1image sensor increases.

For example, the resolution of the image sensor included
in the first camera module 110 may be lower than the
resolution of the image sensor included 1n the second camera
module 120, or the resolution of the image sensor included
in the second camera module 120 may be higher than the
resolution of the image sensor included 1n the first camera
module 110. Accordingly, a resolution of a first image 411
captured by the first camera module 110 may be lower than
a resolution of a second 1mage 412 captured by the second
camera module 120. In addition, the resolution of the second
image 412 may be higher than the resolution of the first
image 411.
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Referring to FIG. 5, the number of pixels included m the
second 1mage 412 may, for example, be four times the
number of pixels included 1n the first image 411.

The 1mage capturing apparatus 100 may set a first ROI
421 including a first subject in the first 1image 411. For
example, the number of pixels included 1n the first ROI 421
may be set based on the size of the first subject. When the
first ROI 421 1s set in the first image 411, the image
capturing apparatus 100 may determine the number of pixels
included in the second ROI 422 based on a difference
between the resolution of the first image 411 (the resolution
of the image sensor included 1n the first camera module 110)
and the resolution of the second 1mage 412 (the resolution of
the 1mage sensor included in the second camera module
120).

For example, as illustrated in FIG. 5, when the size of the
first image 411 1s substantially equal to the size of the second
image 412 and the number of pixels included 1n the second
image 412 1s four times the number of pixels included 1n the
first image 411, the 1image capturing apparatus 100 may set
the size of the second ROI 422 so that the number of pixels
included 1n the second ROI 422 1s four times the number of
pixels mncluded 1n the first ROI 421.

When the size of the second ROI 422 1s determined, the

image capturing apparatus 100 may determine the location
of the second ROI 422 matching the first ROI 421 by

comparing pixel values of the first ROI 421 with pixel values
of the second ROI 422 while moving the second ROI 422
within the second 1mage 412.

For example, the image capturing apparatus 100 may
compare the pixel values of the first ROI 421 with the pixel
values of the second ROI 422, taking into consideration a
ratio of the resolution of the first ROI 421 (the number of
pixels included 1n the first ROI 421) to the resolution of the
second ROI 422 (the number of pixels included in the
second ROI 422).

When the second ROI 422 matching the first ROI 421 1s
detected, the 1mage capturing apparatus 100 may determine
a disparity between the first ROI 421 and the second ROI
422. In addition, when a disparity between the first ROI 421
and the second ROI 422 i1s detected, the image capturing
apparatus 100 may perform the autofocusing of the first
camera module 110 and the second camera module 120
based on the detected disparity. In addition, the image
capturing apparatus 100 may detect depth information of at
least one of the first ROI 421 and the second ROI 422 based
on the detected disparity.

FIG. 6 1s a diagram illustrating an example method of
operating an 1image capturing apparatus, when a subject 312
in an 1mage captured by only the first camera module 110 1s
set as an ROL.

The 1mage capturing apparatus 100 according to the
example may determine whether a subject included 1n a first
image captured by the first camera module 110 (a subject set
as an ROI) 1s included 1n a second image captured by the
second camera module 120, based on optical characteristics
of the first camera module 110 and the second camera
module 120.

FIG. 6 1s a diagram illustrating locations of the first
camera module 110, the second camera module 120, and the
second subject 312, according to an example. In FIG. 6, for
convenience ol description, 1t 1s assumed that the {first
camera module 110 and the second camera module 120 are
located at the same location, but the disclosure 1s not limited
thereto.

When an angle of view of the lens included 1n the first
camera module 110 1s wider than an angle of view of the lens
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included 1n the second camera module 120, the first camera
module 110 may capture an image 1n a wider range than the
second camera module 120. For example, when an angle Al
of view of the first camera module 110 1s twice as wide as
an angle A2 of view of the second camera module 120, the
capturing range of the first camera module 110 may be twice

as wide as the capturing range of the second camera module
120.

When the second subject 312 set as the ROI in the first
image 1s positioned at a location deviated from a center 501
of the first camera module 110 by 12 or more of the angle of
view of the first camera module 110, the second subject 312
may not be captured by the second camera module 120.

Accordingly, the 1mage capturing apparatus 100 may
determine whether the second subject 312 1s included in the
second 1mage captured by the second camera module 120,
based on the optical characteristics of the first camera
module 110 and the second camera module 120 and the
location of the second subject 312 set as the ROI. When the
second subject 312 set as the ROI 1n the first 1mage 1s not
captured by the second camera module 120, the image
capturing apparatus 100 may adjust the focus of the lens
included 1n the first camera module 110 using only the first
ROI set 1n the first image, 1.e., the second subject 312.

FIGS. 7A and 7B are diagrams 1illustrating an example
method of operating the image capturing apparatus 100,
when a region captured by only the first camera module 110
1s set as an ROI.

FIG. 7A 1s a diagram 1illustrating a first image 511 and a
second 1mage 512, which are respectively captured by the
first camera module 110 and the second camera module 120
of FIG. 4A. As described above with reference to FIG. 4A,
when the angle of view of the lens included in the first
camera module 110 1s wider than the angle of view of the
lens included in the second camera module 120, the first
camera module 110 may capture an 1image 1n a wider range
than the second camera module 120.

Referring to FIG. 7A, the first image 511 includes the first
subject 311 and the second subject 312 of FIG. 4A, but the
second 1mage 312 includes only the first subject 311.

The 1mage capturing apparatus 100 may set a predeter-
mined region including the second subject 312 as a first ROI
520 based on an mput selecting the second subject 312.

For example, the image capturing apparatus 100 may
display the captured first image 511 on a display device (for
example, a touch screen) and may receive an input of, for
example, touching a region of the first image 511 1n which
the second subject 312 1s displayed. The image capturing
apparatus 100 may set the first ROI 520 including the second
subject. In this case, the size of the first ROI 520 may be set
according to the size of the second subject 312.

On the other hand, the image capturing apparatus 100 may
determine whether the second subject 312 1s included in the
second 1mage 512, based on a difference between the
capturing range of the first camera module 110 and the
capturing range of the second camera module 120.

For example, the image capturing apparatus 100 may
determine the size of the second ROI 525 based on the size
of the first ROI 520 and the diflerence between the capturing
range of the first camera module 110 and the capturing range

of the second camera module 120, which are obtained using
the method described above with reference to FIGS. 4A to
4D. When the size of the second ROI 525 1s determined, the

image capturing apparatus 100 may determine the location
of the second ROI 5235 matching the first ROI 520 by
comparing pixel values of the first ROI 525 with pixel values
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of the second ROI 520 while moving the second ROI 525
within the second 1mage 512.

When a similarity between the pixel values of the first
ROI 520 and the pixel values of the second ROI 525 is
substantially equal to or less than a threshold value, 1t means
that a region matching the first ROI 520 1s not present 1n the
second 1mage 512, and the 1mage capturing apparatus 100
may determine that the second subject 312 1s not included in
the second 1mage 3512.

In addition, referring to FIG. 7B, the image capturing
apparatus 100 may determine whether the second subject
312 is included 1n the second 1image 512 by using a location
relationship between the first subject 311, which 1s com-
monly included 1n the first image 511 and the second 1mage
512, and the second subject 312.

For example, as described above with reference to FIGS.
4 A to 4D, 1f the sizes and the locations of ROls 531 and 532
cach including the first subject 311 are determined within the
first image 511 and the second 1mage 3512, 1t 1s possible to
determine the location of the first ROI 520 (ROI including
the second subject 312) within the first image 511 with
reference to the ROI 531. In addition, the image capturing,
apparatus 100 may determine the location of the second ROI
525 within the second 1mage 512 with reference to the ROI
532 including the first subject 311 based on the difference
between the optical characteristics (e.g., the capturing range)
of the first camera module 110 and the optical characteristics
(e.g., the capturing range) of the second camera module 120.
The 1mage capturing apparatus 100 may determine whether
the second subject 312 1s included 1n the second image 512
by determining whether the determined location of the
second ROI 525 i1s present within the second 1mage 525.

For example, the image capturing apparatus 100 may
determine a relative location relationship 551 between the
ROI 531 and the first ROI 520 within the first image 511. In
addition, the 1image capturing apparatus 100 may determine
a relative location relationship 552 between the ROI 532 and
the second ROI 525 within the second 1mage 512 using the
determined relative location relationship 551 and the difler-
ence between the optical characteristics (e.g., the capturing
range) ol the first camera module 110 and the optical
characteristics (e.g., the capturing range) of the second
camera module 120. Accordingly, the image capturing appa-
ratus 100 may determine that the second ROI 525 i1s located
outside the second image 512 and the second subject 312 i1s
not included 1n the second image 512.

When the second subject 312 1s not included in the second
image 512, the image capturing apparatus 100 may adjust
the focus of the lens included in the first camera module 110
using only the first ROI 520 set in the first image 511.

FIG. 8 1s a flowchart 1llustrating an example method of
operating the image capturing apparatus 100.

Referring to FIG. 8, 1n operation S610, the image cap-
turing apparatus 100 may acquire a first image from the first
camera module 110.

For example, the image capturing apparatus 100 may
acquire the first image by capturing a {irst subject by using
the first camera module 110.

In operation S620, the image capturing apparatus 100
may acquire a second 1image from the second camera module
120.

In this case, the optical characteristics of the first camera
module 110 may be different from the optical characteristics
of the second camera module 120. For example, the angle of
view of the lens included 1n the first camera module 110 may
be diflerent from the angle of view of the lens included 1n the
camera module 120. As described above with reference to
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FIG. 4A, when the angle of view of the lens included 1n the
first camera module 110 1s different from the angle of view
of the lens included i1n the second camera module 120, the
capturing range of the first camera module 110 may be
different from the capturing range of the second camera
module 120.

Alternatively, the resolution of the 1mage sensor included
in the first camera module 110 may be different from the
resolution of the image sensor included 1n the second camera
module 120. As described above with reference to FIG. 5,
when the resolution of the image sensor included in the first
camera module 110 1s different from the resolution of the
image sensor included in the second camera module 120, the
resolution of the first image may be different from the
resolution of the second 1mage.

In operation S630, the image capturing apparatus 100
may set a first ROI 1n the first 1mage.

The 1image capturing apparatus 100 may set a first ROI
including the first subject 1n the first image. In this case, the
s1ze of the first ROI may be set based on the size of the first
subject.

In operation S640, the image capturing apparatus 100
may detect a second ROI 1n the second image based on the
difference between the optical characteristics of the first
camera module 110 and the optical characteristics of the
second camera module 120.

For example, when the angle of view of the lens included
in the first camera module 110 1s different from the angle of
view of the lens included in the second camera module 120,
the image capturing apparatus 100 may determine the size of
the second ROI based on the difference between the cap-
turing range of the first camera module 110 and the capturing
range of the second camera module 120. Since this has
already been described above in detail with reference to FIG.
4B, a detailed description thereotf will be omitted here.

In addition, when the resolution of the image sensor
included in the first camera module 110 1s different from the
resolution of the 1mage sensor included 1n the second camera
module 120, the image capturing apparatus 100 may deter-
mine the number of pixels included 1n the second ROI based
on the difference between the resolution of the first image
(the number of pixels included 1n the first 1mage) and the
resolution of the second image (the number of pixels
included 1n the second 1mage).

When the size of the second ROI 1s determined, the image
capturing apparatus 100 may determine the location of the
second ROI matching the first ROI by comparing pixel
values of the first ROI with pixel values of the second ROI
while moving the second ROI within the second 1mage.

In addition, when the second ROI matching the first ROI
1s detected, the 1image capturing apparatus 100 may deter-
mine a disparity (location diflerence) between the first ROI
and the second ROI. Furthermore, when the disparity
between the first ROI and the second ROI 1s detected, the
image capturing apparatus 100 may perform autofocusing of
the first camera module 110 and the second camera module
120 based on the detected disparity. Moreover, the 1image
capturing apparatus 100 may detect depth information of at
least one of the first ROI and the second ROI based on the
detected disparity.

The examples set forth heremn may be embodied as
program 1instructions that can be executed by various com-
puting units and recorded on a non-transitory computer-
readable recording medium. Examples of the non-transitory
computer-readable recording medium may include program
instructions, data files, and data structures solely or in
combination. The program instructions recorded on the
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non-transitory computer-readable recording medium may be
specifically designed and configured for the disclosure, or
may be well known to and usable by one of ordinary skill in
the field of computer software. Examples of the non-tran-
sitory computer-readable recording medium may include
magnetic media (e.g., a hard disk, a floppy disk, a magnetic
tape, etc.), optical media (e.g., a compact disc-read-only
memory (CD-ROM), a digital versatile disk (DVD), etc.),
magneto-optical media (e.g., a floptical disk, etc.), and a
hardware device specially configured to store and execute
program 1nstructions (e.g., a ROM, a random access
memory (RAM), a flash memory, etc.). Examples of the
program 1nstructions may include not only machine lan-
guage codes prepared by a compiler but also high-level
codes executable by a computer by using an interpreter.

It should be understood that examples described herein
should be considered 1n a descriptive sense only and not for
purposes of limitation. Descriptions of features or aspects
within each example should typically be considered as
available for other similar features or aspects i other
examples.

While one or more examples have been described with
reference to the figures, 1t will be understood by those of
ordinary skill 1in the art that various changes in form and
details may be made therein without departing from the
spirit and scope as defined by the following claims.

What 1s claimed 1s:

1. An 1mage capturing apparatus comprising;:

a first camera and a second camera having different
optical characteristics and configured to capture images
of a same subject; and

a controller configured to:
set a first region of interest (ROI) including the subject

in a color first image captured by the {first camera,
wherein a size of the first ROI 1s determined accord-
ing to a size ol the subject 1n the first 1mage,
determine a size ol a second ROI based on a ratio of a
s1ze of the subject 1n a color second 1image captured
by the second camera to the size of the subject 1n the
first 1mage,
detect the second ROI, having the determined size and
matching the first ROI in the second 1image, based on
a difference in optical characteristics of the first
camera and optical characteristics of the second
camera, and
adjust focuses of lenses included in the first camera and
the second camera based on disparity information of
the first ROI and the second ROI,
wherein a location of the second ROI 1s determined by
comparing pixel values of the first ROI with pixel
values of the second ROI while moving the second
ROI of the determined size within the second 1image.

2. The image capturing apparatus of claim 1, wherein the
optical characteristics of the first camera are determined
based on at least one of: an angle of view of a lens 1included
in the first camera, and a resolution of an i1mage sensor
included 1n the first camera, and the optical characteristics of
the second camera are determined based on at least one of:
an angle of view of a lens included 1n the second camera, and
a resolution of an image sensor included in the second
camera.

3. The image capturing apparatus of claim 2, wherein the
ratio 1s based on a difference in the angle of view of the lens
included in the first camera and the angle of view of the lens
included in the second camera.

4. The image capturing apparatus of claim 3, wherein,
when the angle of view of the lens included in the first
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camera 1s wider than the angle of view of the lens included
in the second camera, the controller 1s configured to deter-
mine the size of the second ROI to be larger than the size of
the first ROI.

5. The image capturing apparatus of claim 2, wherein the
controller 1s configured to determine a number of pixels
included in the second ROI based on a number of pixels
included i the first ROI and a difference between the
resolution of the image sensor included 1n the first camera
and the resolution of the image sensor included 1n the second
camera.

6. The 1image capturing apparatus of claim 5, wherein,
when the resolution of the image sensor included 1n the first
camera 1s higher than the resolution of the 1mage sensor
included 1n the second camera, the controller 1s configured
to determine the number of the pixels included in the second
ROI to be smaller than the number of the pixels included 1n
the first ROL.

7. The image capturing apparatus of claim 1, wherein the
controller 1s configured to detect depth information of one of
the first ROI and the second ROI based on disparity infor-
mation of the first ROI and the second ROI.

8. The image capturing apparatus of claim 1, wherein the
controller 1s further configured to set, as the first ROI, a
region of the first image 1n which a second subject that 1s not
included 1n the second 1image 1s included and, when a region
of the first image, in which a second subject that 1s not
included 1n the second 1mage 1s included, 1s set as the first
ROI, adjust a focus of a lens included in the first camera
using the first ROI including the second subject.

9. A method of operating an 1mage capturing apparatus,
comprising;

acquiring a color first image by capturing a subject by

using a lirst camera;
acquiring a color second 1mage by capturing the subject
by using a second camera, the second camera having
different optical characteristics from the first camera;

setting a first region of terest (ROI) including the
subject 1n the first image, wherein a size of the first ROI
1s determined according to a size of the subject 1n the
first 1mage;

determining a size of a second ROI based on a ratio of a

s1ize ol the subject in the second 1mage to the size of the
subject 1n the first 1mage;
detecting the second ROI, having the determined si1ze and
matching the first ROI, in the second image based on a
difference 1n optical characteristics of the first camera
and optical characteristics of the second camera; and

adjusting focuses of lenses included 1n the first camera
and the second camera based on disparity information
of the first ROI and the second ROI,

wherein a location of the second ROI 1s determined by

comparing pixel values of the first ROI with pixel
values of the second ROI while moving the second ROI
of the determined size within the second 1mage.

10. The method of claim 9, wherein the optical charac-
teristics of the first camera are determined based on at least
one of: an angle of view of a lens included in the first
camera, and a resolution of an 1mage sensor included in the
first camera, and the optical characteristics of the second
camera are determined based on at least one of: an angle of
view of a lens included in the second camera, and a
resolution of an 1image sensor included 1n the second camera.

11. The method of claim 10, wherein the ratio 1s based on
a difference between the angle of view of the lens included
in the first camera and the angle of view of the lens included
in the second camera.
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12. The method of claim 11, wherein, when the angle of

view of the lens included in the first camera 1s wider than the
angle of view of the lens included 1n the second camera,
determining the size of the second ROI comprises determin-

ing the size of the second ROI to be larger than the size of °

the first ROI.

13. The method of claim 10, wherein detecting the second
ROI comprises determining a number of pixels included 1n

the second ROI based on a number of pixels included 1n the
first ROI and a difference in the resolution of the image
sensor included 1n the first camera and the resolution of the
image sensor included 1in the second camera.

14. The method of claim 13, wherein, when the resolution
of the image sensor included in the first camera 1s higher
than the resolution of the image sensor included in the
second camera, determining the number of the pixels
included i the second ROI comprises determining the
number of the pixels included in the second ROI to be
smaller than the number of the pixels included 1n the first
ROI.

15. The method of claim 9, further comprising detecting
depth information of one of the first ROI and the second ROI
based on disparity information of the first ROI and the
second ROI.

16. The method of claim 9, further comprising:

setting, as the first ROI, a region of the first 1mage 1n

which a second subject that i1s not included in the
second 1mage 1s mncluded; and

when a region of the first image, in which a second subject

that 1s not included 1n the second 1mage 1s included, 1s
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set as the first ROI, adjusting a focus of a lens included
in the first camera by using the first ROI including the
second subject.
17. A non-transitory computer-readable recording media
storing a program that, when executed by a computer, causes
the computer to control an 1maging capturing apparatus to:
acquire a color first image by capturing a subject by using,
a first camera;

acquire a color second 1image by capturing the subject by
using a second camera, the second camera having
different optical characteristics from the first camera;

set a first region of 1nterest (ROI) including the subject in
the first 1image, wherein a size of the first ROI 1s
determined according to a size of the subject 1n the first
1mage;

determine a size of a second ROI based on a ratio of a size

of the subject 1n the second 1mage to the size of the
subject in the first image;
detect the second ROI, having the determined size and
matching the first ROI, in the second image based on a
difference 1n optical characteristics of the first camera
and optical characteristics of the second camera; and

adjust focuses of lenses included in the first camera and
the second camera based on disparity information of
the first ROI and the second ROI,

wherein a location of the second ROI 1s determined by

comparing pixel values of the first ROI with pixel
values of the second ROI while moving the second ROI
of the determined size within the second 1mage.
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