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ADVERSARIAL LEARNING AND
GENERATION OF DIALOGUE RESPONSES

CROSS-REFERENCE TO RELATED
APPLICATIONS D

This 1s a continuation of U.S. application Ser. No. 15/891,
972, filed Feb. 8, 2018, which 1s hereby incorporated by

reference in 1ts entirety.

10
TECHNICAL FIELD
The present disclosure 1s generally related to the genera-
tion of automated responses to user input.
15

BACKGROUND

Computer generated responses to user input such as
dialogue, images, and the like, are often limited 1n diversity
and/or not particularly relevant to the user mnput. For 20
example, computer generated responses to user input such as
dialogue 1n conventional systems may include phrases such
as “I don’t know,” “I'm sorry,” and “I don’t know what you
are talking about,” that are safe, limited 1n diversity and not
particularly relevant to the topic of the conversation. In 25
another example, computer generated responses to user
input such as 1images containing stop signs in conventional
systems may generate images that are safe such as 1mages
contaiming red signs, rather than ones that are particularly
relevant. 30

While advances in machine learning, especially within
deep neural networks, have enabled new capacity for
machines to learn behavior from repository human behav-
ioral data, existing neural network architecture and/or meth-
odology are still limited 1n extracting valuable information 33
from these large amounts of data, and continue to produce
computer generated responses to user mnput that are limited
in diversity and/or not particularly relevant to the topic of the
user mput (1.e., dialogue, 1mages).

40
SUMMARY

Accordingly, there remains a need for the generation of
computer responses to user input that are diverse and
relevant to the user mput (1.e., dialogue, 1mages). 45

In one embodiment, a method may include performance
of the steps of recelving a user communication from a user
device, generating an optimal generated response to the user
communication by applying a generative adversarial net-
work, and transmitting the optimal generated response to the 50
user communication to a user of the user device.

In another embodiment, a method may include perfor-
mance of the steps of recerving a user communication by a
user mnterface of a user device, transmitting the user com-
munication to a server, receiving a computer generated 55
response to the user communication that 1s generated by a
generative adversarial network, and providing the computer
generated response to a user of the user device.

In yet another embodiment, a system may include at least
one server communicatively coupled to a user device by a 60
network having a non-transitory memory storing computer-
readable instructions and at least one processor. Execution
of the computer-readable instructions may cause the at least
one server to receive a user communication from the user
device, generate an optimal generated response to the user 65
communication by applying a generative adversarial net-
work 1n a response generation module of the at least one

2

server, and transmit the optimal generated response to the
user communication to a user of the user device.

BRIEF DESCRIPTION OF THE DRAWINGS

r

The accompanying drawings, which are incorporated 1n
and constitute a part of this specification, illustrate several
embodiments and, together with the description, serve to
explain the disclosed principles. In the drawings:

FIG. 1 1s a system diagram for a system for generating
responses to user mput, in accordance with an aspect of the
present disclosure.

FIG. 2 1s a system diagram for a computing system used
in connection with the system for generating responses to
user 1nput, 1 accordance with an aspect of the present
disclosure.

FIG. 3A 1s a flow chart for a process 1n connection with
generating responses to user mput, i accordance with an
aspect of the present disclosure.

FIG. 3B 1s a tflowchart for a sub-process in connection
with generating responses to user input, 1n accordance with
an aspect of the present disclosure.

FIG. 4 1s a data flow diagram for a component of a system
for generating responses such as the system illustrated 1n
FIG. 1 in an application stage, in accordance with an aspect
of the present disclosure.

FIG. § 1s a data flow diagram for a component of a system
for generating responses such as the system illustrated 1n
FIG. 1 1n a traiming stage, 1n accordance with an aspect of the
present disclosure.

FIG. 6 1s a diagram of a component of a system for
generating responses such as the system illustrated 1n FIG.
1, in accordance with an aspect of the present disclosure.

FIG. 7 1s a diagram of a component of a system for
generating responses such as the system illustrated 1n FIG.
1, in accordance with an aspect of the present disclosure.

FIG. 8A 1s a diagram of a component of a system for
generating responses such as the system 1llustrated in FIG.
1, in accordance with an aspect of the present disclosure.

FIG. 8B 1s a diagram of a component of a system for
generating responses such as the system 1llustrated in FIG.
1, 1n accordance with an aspect of the present disclosure.

FIG. 9 1s a schematic for an algorithm for a system for
generating responses, 1 accordance with an aspect of the
present disclosure.

FIG. 10 1s a schematic for an algorithm for a system for
generating responses, 1 accordance with an aspect of the
present disclosure.

FIG. 11 1s a data table summarizing test data used in
connection for testing a system for generating responses, 1n
accordance with an aspect of the present disclosure.

FIG. 12 1s a data table summarizing performance data for
testing a system for generating responses, in accordance
with an aspect of the present disclosure.

FIG. 13 1s a graph 1llustrating performance data for testing
a system for generating responses, 1 accordance with an
aspect of the present disclosure.

FIG. 14 15 a data table summarizing performance data for
testing a system for generating responses, in accordance
with an aspect of the present disclosure.

FIG. 15 1s a data table summarizing responses for a
system ol generating responses, 1 accordance with an
aspect of the present disclosure.

The drawings are not necessarily to scale, or inclusive of
all elements of a system, emphasis nstead generally being
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placed upon illustrating the concepts, structures, and tech-
niques sought to be protected herein.

DETAILED DESCRIPTION

The present disclosure 1s generally directed towards sys-
tems and methods for generating responses to user input
(1.e., images, dialogues) that are both diverse and responsive
to the provided user mput. For example, 1n some embodi-
ments, the systems and methods described herein may
generate responses to user mput using a machine learning
module. In some embodiments, the systems and methods
described herein may provide an end-to-end response gen-
cration system.

While advances in machine learning especially with deep
neural networks has enabled new capacity for machines to
learn behavior from repository human behavioral data, exist-
ing neural network architecture and/or methodology are still
limited 1n extracting valuable information from these large
amount data, and continue to produce computer generated
responses to user mput that are limited 1n diversity and/or
not particularly relevant to the user mnput.

The present disclosure describes a machine learning mod-
ule configured to generate an optimal generated response to
the user commumnication by applying a machine learning
approach including a hierarchical recurrent encoder-decoder
generative adversarial network. The disclosed approach, a
hierarchical recurrent encoder-decoder generative adver-
sarial network, 1s able to produce responses to user input that
1s both diverse and relevant to the user mnput.

Machine learning modules focus on learning from, and
making predictions on, data. The process by which a
machine learning module learns from data may be referred
to as a “tramning” stage. The process by which a machine
learning module makes predictions on the data (based on
their previous learming experience) may be referred to as an
“application” or “inference” stage.

Conventional systems often produce not particularly rel-
evant responses to the user iput due 1n part to the criterion
for the training and application stages being different. For
example, conventional dialogue generation models may be
trained with teacher forcing methods where during training,
the generator generates the next word 1n the response by
taking the past word from an actual human response (past
input) rather than its own past output. However, during the
application stage the generator may produce not particularly
relevant responses to the user mnput because 1t 1s only able to
use 1ts own past input. This phenomenon 1s often referred to
as the exposure bias. Additionally, conventional systems
may also produce responses to user mnput that are limited in
diversity because diversity 1s often not encouraged during
the training stage but expected during the application stage.

To address diversity, conventional systems may apply
heuristic techniques to the output of a machine learning
module, however, this does not provide the same quality and
quantity of diversity as introducing diversity during the
training stage. Additionally, some conventional systems
address diversity by using maximum mutual information
(MMI) criterion, however, the machine learning techmques
still provide limited diversity in generated outputs.

To address exposure bias, some conventional systems
have used a scheduled sampling technmique where the
machine learning module 1s encouraged to use its own past
output word as the basis to generate new responses. How-
ever, this may easily lead to instabilities.

Other conventional systems have attempted to use gen-
erative adversarial networks 1n a remnforcement environment
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in order to train the generator. While this may mitigate some
of the problems associated with the exposure bias, the
conventional systems still sufler from limited diversity.

In some embodiments, the machine learning module
described herein may provide systems and methods that are
able to converse with human subjects across a variety of
topics. The disclosed machine learning module may include
a hierarchical recurrent encoder-decoder generative adver-
sarial network. During the application or inference stage, the
disclosed machine learming module may include a generator
which takes user mput and historical data and generates or
produces several possible output responses. The machine
learning module may also include a discriminator that is
configured to rank the generated or produced output
responses from the generator based on the current user input
and historical data. The process performed by the generator
and discriminator may be referred to as the adversarial
generation of responses.

During the training stage, the disclosed machine learning,
module may be trained using a generative adversarial net-
work (GAN). In particular, the generator of the machine
learning module may be trained to produce several possible
responses to a user iput by mjecting noise into the generator
along with the current user input and the historical data. In
this manner, the generator may produce diverse responses
that can then be ranked by the discriminator. The discrimi-
nators rankings may be provided to the generator to improve
the generator’s performance during the training stage. Addi-
tionally, the variety 1n responses produced by the generator
may improve upon the discriminator’s ability to discriminate
and rank the generated responses, thus improving the overall
performance of the discriminator during the training stage.

As opposed to conventional machine learning based mod-
ules for generating responses to user input, 1n some embodi-
ments, the disclosed machine learning based module may
utilize a discriminator in both the training and application
stages. By contrast, existing conventional machine learning
based modules may utilize a beam search during response
generation.

Conventional machine learning based modules for gen-
erating responses to user mput (e.g., encoder-decoder net-
works such as Seq2Seq) may also be limited 1n their ability
to capture long temporal dependences 1n multi-turn conver-
sations. In some embodiments, the disclosed machine learn-
ing based module may provide improved responses 1n
multi-turn conversations by improving upon the local rel-
evance ol the generated response by including local atten-
tion. In some embodiments, local attention may be added to
a hierarchical recurrent encoder decoder system to improve
the local relevance of the generated response.

Conventional machine learning based modules for gen-
erating responses to user mput may also employ generative
adversarial networks 1n conjunction with maximum likel:-
hood estimation (e.g., professor forcing). Notably, protfessor
forcing and related conventional machine learming based
techniques use utterance-level classification. In contrast to
these conventional machine learning based modules, in
some embodiments, the present system may use a word-
level classification based discriminator and then aggregate
the classification results to the utterance level. Additionally,
in some embodiments, the word-level classification based
discriminator may be combined with a utterance-level clas-
sification based discriminator. Additionally, unlike 1n con-
ventional professor-forcing techniques where the discrimi-
nator may initialized 1n a zero state, in some embodiments,
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the disclosed machine learning based module may utilize a
discriminator that 1s 1mitialized based on one or more com-
ponents of the generator.

Conventional machine learning based modules for gen-
crating responses to user mput may also produce determin-
istic responses (1.e., low diversity). By contrast, in some
embodiments, the disclosed machine learning based module
may condition the response generation on Gaussian noise to
match the response distribution in the training set.

Conventional machine learning based modules for gen-
erating responses to user input may also include complicated
model traiming schemes. For example, in professor training,
teacher forcing and auto-regressive modes may be run with
shared parameters. By contrast, in some embodiments, the
disclosed machine learning based module may include a
generator component having a decoder that runs 1n teacher
forcing mode only.

Reference will now be made in detaill to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings and disclosed herein. Wherever
convenient, the same reference numbers will be used
throughout the drawings to refer to the same or like parts.

We turn now to FIG. 1 which illustrates systems and
methods for the generation of responses to user input. As
illustrated, a system 100 may include a server system 103,
a user mput device 105, a network 101, and a database 107.
In some embodiments, the server system 103 may be com-
municatively coupled to the user mput device 105 via the
network 101. In some embodiments, the server system 103
may be communicatively coupled to the database 107.

In some embodiments, the user mput device 105 may
include a user interface 1135. A user input device may include
a cell phone, tablet, desktop computer, laptop, computer
device, smartphone, telephone, television, home assistant
device, or any suitable device. A user of the user input device
105 may provide the user mput device 105 with user 1nput
such as dialogue, text, images and the like via the user
interface 115. The user interface 115 may include a software
application, a website, a chat program, a telephone prompt
program, a voice-based software application, and the like.
The user interface 115 may also be configured to provide
computer generated responses to the user mput to the user.
User mput may be text-based, voice-based, image-based,
and the like.

The server system 103 may include a user input module
109 and a response generation module 111. In some embodi-
ments, the user mput module 109 may be configured to
process the user input recerved via the user mput device 105
into a format suitable for mput into the response generation
module 111. For example, the user mput module 109 may
include voice to text translation software 1t the response
generation module 111 1s configured to receive text infor-
mation.

The response generation module 111 may include a
machine learning module configured with a hierarchical
recurrent encoder-decoder generative adversarial network.
The response generation module 111 may be configured to
generate an optimal response to the user input (1.e., text,
images). In some embodiments, the produced response may
be capable of being provided to the user mput device 105
without further processing. In other embodiments, the pro-
duced response may be capable of being provided to the user
input device 105 after further processing such as creating a
recording of a produced text response.

In some embodiments, an optimal response may include
a response deemed to be most responsive, and relevant to a
user query both locally and globally within the conversation
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from among a plurality of generated responses based on a
ranking of each response applied by a discriminator com-
ponent, for example. In some embodiments, an optimal
response may be defined as the response that most closely
resembles a human-generated response to the user input. In
some embodiments, the response generation module 111
may be configured such that the selected optimal response
does not include a subset of words (e.g., words associated
with profane or controversial responses, words associated
with a particular feeling such as depression).

The database 107 may include one or more data structures
such as a user training data structure 113 that 1s configured
to provide the machine learning components of the response
generation module 111 with traiming data. In some embodi-
ments, training data may include dialogue history between a
user and a machine, transcriptions of movies, television
shows, books, and the like. The traiming data may include
conversations between people, as well as between people
and computer devices.

The network 101 may include, or operate 1n conjunction
with, an ad hoc network, an intranet, an extranet, a virtual
private network (VPN), a local area network (LAN), a
wireless LAN (WLAN), a wide area network (WAN), a
wireless WAN (WWAN), a metropolitan area network
(MAN), the Internet, a portion of the Internet, a portion of
the Public Switched Telephone Network (PSTN), a plain old
telephone service (POTS) network, a cellular telephone
network, a wireless network, a Wi-Fi® network, another
type ol network, or a combination of two or more such
networks.

FIG. 2 1llustrates a functional block diagram of a machine
in the example form of computer system 200, within which
a set of 1mstructions for causing the machine to perform any
one or more ol the methodologies, processes or functions
discussed herein may be executed. In some examples, the
machine may be connected (e.g., networked) to other
machines as described above. The machine may operate in
the capacity of a server or a client machine 1n a client-server
network environment, or as a peer machine in a peer-to-peer
(or distributed) network environment. The machine may be
any special-purpose machine capable of executing a set of
instructions (sequential or otherwise) that specity actions to
be taken by that machine for performing the functions
describe herein. Further, while only a single machine 1is
illustrated, the term “machine” shall also be taken to include
any collection of machines that individually or jointly
execute a set (or multiple sets) of nstructions to perform any
one or more of the methodologies discussed herein. In some
examples, each of the user input device 105 and the server
system 103 of FIG. 1 may be implemented by the example
machine shown in FIG. 2 (or a combination of two or more
of such machines).

Example computer system 200 may include processing
device 201, memory 205, data storage device 209 and
communication interface 211, which may communicate with
cach other via data and control bus 217. In some examples,
computer system 200 may also include display device 213
and/or user interface 213.

Processing device 201 may include, without being limited
to, a microprocessor, a central processing unit, an applica-
tion specific integrated circuit (ASIC), a field programmable
gate array (FPGA), a digital signal processor (DSP) and/or
a network processor. Processing device 201 may be config-
ured to execute processing logic 203 for performing the
operations described herein. In general, processing device
201 may include any suitable special-purpose processing
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device specially programmed with processing logic 203 to
perform the operations described herein.

Memory 205 may include, for example, without being
limited to, at least one of a read-only memory (ROM), a
random access memory (RAM), a flash memory, a dynamic

RAM (DRAM) and a static RAM (SRAM), storing com-

puter-readable instructions 207 executable by processing
device 201. In general, memory 2035 may include any
suitable non-transitory computer readable storage medium
storing computer-readable instructions 207 executable by
processing device 201 for performing the operations
described heremn. Although one memory device 205 1is
illustrated 1n FIG. 2, 1n some examples, computer system
200 may include two or more memory devices (e.g.,
dynamic memory and static memory).

Computer system 200 may include communication inter-
face device 211, for direct communication with other com-
puters (including wired and/or wireless communication),
and/or for communication with network 101 (see FIG. 1). In
some examples, computer system 200 may include display
device 213 (e.g., a liqud crystal display (LCD), a touch
sensitive display, etc.). In some examples, computer system
200 may include user interface 2135 (e.g., an alphanumeric
input device, a cursor control device, etc.).

In some examples, computer system 200 may include data
storage device 209 storing instructions (e.g., soltware) for
performing any one or more of the functions described
herein. Data storage device 249 may include any suitable
non-transitory computer-readable storage medium, includ-
ing, without being limited to, solid-state memories, optical
media and magnetic media.

FIG. 3A 1s a flow chart for a process in connection with
generating responses to user mput (1.€., user communica-
tion). In step 301, a server system may receive a user
communication from a user device. In step 303, the server
system may generate a response to the user communication.
In particular, this may be done by a response generation
module. In step 305, the generated response may be pro-
vided back to the user device.

In some embodiments, the process illustrated in FIG. 3A
may be embodied within the system illustrated in FIG. 1. For
example, a user may query a user interface 115 (1.e., sofit-
ware program) on a user iput device 105 (1.e., home
assistant) using speech. The user input device 105 may
provide the query to the server system 103 by way of the
user input module 109. The server system 103 may generate
a response to the query by the response generation module
111, and provide 1t back to the user input device 105 to
communicate the response to the user via the user interface
115.

In a further example, consider the following dialogue

sequence:
line 1— Human: Hey you!
line 2— Agent: Hi there!
line 3— Human: I wish I can have some food!
line 4— Agent: Are you hungry?
line 5— Human: I think so, but restaurants are usually
crowded by this time of the day
line 6— Agent: Why don’t you order takeout then?
In some embodiments, the human portion of the dialogue
sequence (lines 1, 3, and 5) may be spoken by a user using
user mput device 105. Similarly, the computer portions of
the dialogue sequence (lines 2, 4, and 6) may be generated
by the server system 103, and more particularly by the
response generation module 111, and then provided back to
the user mput device 105.
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FIG. 3B 1s a tflowchart for a sub-process in connection
with generating responses to user input. The process 1llus-
trated 1n FIG. 3B may be embodied within the system
illustrated 1n FIG. 1. For example, 1n some embodiments,
response generation module 111 may include a generator
component and a discriminator component. As discussed
above, the generator component and the discriminator com-
ponent may form a hierarchical recurrent encoder-decoder
generative adversarial network.

In some embodiments, step 303 of FIG. 3A may include
one or more sub-processes that are illustrated in FIG. 3B. As
illustrated 1n FIG. 3B, at sub-step 303 A a server system may
provide a user communication to a generator component of
the response generation module 111. At sub-step 303B the
generator component may generate one or more computer
generated responses that are responsive to the provided user
communication. At sub-step 303C a discriminator compo-
nent of the response generation module 111 may select the
optimal computer generated response.

FIG. 4 illustrates a data flow diagram for a response
generation module 111 such as the one illustrated within the
system 100 of FIG. 1. In FIG. 4 the response generation
module 111 1s a machine learming module that 1s used 1n an
application or inference stage. As illustrated 1n FIG. 4, the
response generation module 111 may include a generator
111 A and a discriminator 111B. During the application stage,
after the generator 111 A and the discriminator 111B have
been trained, a new user communication 401 may be pro-
vided to a generator 111 A component. The generator 111 A
may then produce a plurality of computer generated
responses 403 which are responsive to the user mput (1.¢.,
the user communication 401). The discriminator 111B may
then determine the optimal computer generated response
405.

In some embodiments, generator 111 A and/or discrimi-
nator 111B may include or be embodied in hardware and/or
soltware components. Generator 111 A and/or discriminator
111B may include one or more recurrent neural networks
and the like. For example, generator 111 A may be config-
ured with recurrent neural networks configured to place
attention on the user mput such that the produced response
1s locally relevant as well as globally relevant. In some
examples, state information from the recurrent neural net-
works of the generator 111A may be used to iitialize the
state of the discriminator 111B, such that the discriminator
111B 1s better able to 1dentify the most relevant responses.

In some embodiments the optimal response determined by
the discriminator 111B may be the generated response
deemed to be most responsive and relevant to a user query.
In some embodiments, the discriminator 111B may rank the
generated responses, at least in part, based on grammatical
correctness, responsivity and relevancy to the user query.
Responsivity and relevancy may be determined both locally
and globally within the context of the conversation. In some
embodiments, an optimal response may be defined as the
response that most closely resembles a human-generated
response to the user input. In some embodiments, the
discriminator 111B may be further configured such that the
selected optimal response does not include a subset of words
(e.g., words associated with profane or controversial
responses, words associated with a particular feeling such as
depression).

FIG. 5 illustrates a data flow diagram for a response
generation module 111 such as the one illustrated within the
system 100 of FIG. 1. In FIG. 5, the response generation
module 111 1s a machine learning module shown being used
in a training stage. As illustrated 1mn FIG. 5, the response
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generation module 111 may include a generator 111A and a
discriminator 111B. During the training stage, both the
generator 111 A and discriminator 111B may be trained to
collectively provide better computer generated responses.
As 1llustrated 1n FIG. 5, the generator 111 A may be provided
with both training data 501 and noise 503. The training data
501 may be retrieved from the user training data structure
113 of database 107. Traiming data 501 may include con-
versational information such as dialogue between characters
in a movie, television show, and the like. The training data
501 may include dialogue between a particular user and a
human customer service provider, and the like. The training,
data 501 may also include the user input. In some embodi-
ments, by providing the generator 111A with noise 503 in
addition to the tramning data 501, the generator 111 may
produce a more diverse range of computer generated
responses 505 to the user iput. The generator 111 A may
generate computer generated responses 5035 that are pro-
vided to a discriminator 111B. During the training stage, the
discriminator 111B may also receive training data 509
including the user input. The discriminator 111B may then
produce a ranking of the best computer generator responses
507. The ranking of the best computer generator responses
507 may be provided back to the generator 111 A so that the
generator 111 A may improve upon the quality of the com-
puter generated responses 305. At the same time the dis-
criminator 111B may improve upon 1ts ability to distinguish
what the optimal computer generated response 1s from
among the plurality of computer generated responses 305 as
the plurality of computer generated responses 505 improve
in quality. In this manner the response generation module
111 and more particularly, the generator 111 A and discrimi-
nator 111B structures included within the response genera-
tion module 111, may form a generative adversarial network.

Additionally, 1n an improvement to conventional systems,
in some embodiments, the response generation module 111
may utilize the discriminator 111B during the application or
inference stage.

In some embodiments, the generator 111 A of the response
generation module 111 may include a hierarchical recurrent
encoder decoder (HRED) and be a recurrent neural network
generator.

In some embodiments, the system 100 illustrated in FIG.

1 may be used for the generation of dialogue responses. In

some embodiments, a generator such as generator 111 A of

FIGS. 4 and 5 may include an encoder and a decoder. In
some embodiments, during training, the encoder may be
configured to encode information related to the dialogue
history portion of the training data as in FIG. 5. In some
embodiments, this information may include data at both the
utterance level and the word level. Accordingly, word,
sentence, grammar and construction data may be encoded.
The generator may also include a decoder that 1s configured
to condition on past dialogues. In this manner, the generator
may focus attention on past utterances to generate better
responses that are more relevant to the mput data. In some
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stage may be used 1n connection with a stochastic gradient
descent algorithm that 1s configured to reduce errors when
generating new responses.

EXAMPLE

FIGS. 6-9 illustrate an example system for generating
responses to user input. The figures illustrate conditional
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generative adversarial tramning of a hierarchical recurrent
encoder-decoder-based conversation model (hredGAN). By
combining maximum likelithood estimation (MLE) and a
generative adversarial objective function, the systems and
methods described herein are able to train a conversation
model that performs 1 a similar fashion during both sam-
pling and training. Furthermore, unlike existing methods
that use a beam-search approach with a log-likelihood score
to select the best response, the systems and methods
described herein sample the noise distribution along the
lines of conditional generative adversarial networks to gen-
crate several possible responses and select the one that 1s
ranked best by the discriminator. The combined adversarial
and maximum likelthood training may perform better than
the traditional teacher forcing methods by (1) training faster
than using just the log-likelithood objective function, and (2)
producing longer, more informative and more diverse
responses even with limited training data.

The disclosed example employs conditional GANs for
text-to-text dialogue models with HRED generators. The
disclosed generator conditions on an input utterance and
dialogue history summary and generates the next utterance.

Since there are two levels of exposure bias 1 conversation
modeling, the disclosed example 1njects nested noise
samples (from Gaussian priors) at both the utterance level
and the word level. The disclosed example also employs a
multi-resolution discriminator, an RNN-based word-level
discriminator, and a convolutional neural network (CNN)-
based utterance level discriminator.

Conditional Adversarial Generation of Dialogue Response

FIG. 6 illustrates a schematic of an example hredGAN. As
illustrated 1n FIG. 6, 1n a conversation with sequence of N
utterances, X=(X,, X,, . . . , X,), where each utterance
X=X X7....X*) contains a variable-length sequence
of M, word tokens such that X/eV for vocabulary V. At any
time step 1, the dialogue history 609 1s given by X =(X,,
X5, ..., X))

The dialogue response generation task can include the
following: Given a dialogue history X, generate a response
601 Y=Y, Y/ .. .Y, where T, is the number of
generated tokens. So that the distribution of the generated
response P(Y.) 1s indistinguishable (or practically indistin-
guishable) from that of the ground truth P(X,_ ,) and Ti=M,
1, and given the conditioning of response generation on
dialogue history and the desire to match the estimated and
ground truth response distributions, the disclosed example
utilizes a conditional GAN as a solution. Conditional GAN
603 learns a mapping from an observed dialogue history 609
X. and a sequence random noise vector 607 to a sequence of
output tokens 601 Y,, G:{X , Z.} =Y. The generator G 603
1s trained to produce output sequences that cannot be dis-
tinguished from the ground truth sequence by an adversari-
ally trained discriminator D 605 that 1s trained to do well at
detecting generator’s fakes.

The distribution of the generator output sequence can be
factored by the product rule:

T; (1)

P | X = PO | Y Y Y X
=2
i1 vl i1 vy L;j-1 + o)
PIY 1Y) o Y X)) =P (Y, X)) (2)
ij-1_ o~ 1, j-1
where Y,/""=(Y, ..., Y/ ") and ¢ are the parameters of the

generator model. P, (Y7, X,) is an autoregressive genera-
&
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tive model where the probability of the current token
depends on the past generated sequence. Training the gen-
crator G 1s unstable i1n practice and therefore the past
generated sequence 1s substituted with the ground truth, a
method known as teacher forcing, 1.e.,

PV, .. Y X)ePg (X, 7, X) 3)

Using (3) 1n relation to GAN, the disclosed example may
define a fake sample as the teacher forcing output with some
input noise Z,

Y{mPo (Xi1 7 X, Z5) (4)

and the corresponding real sample as ground truth X’ .
With the GAN objective discussed below, the disclosed
example will be able to bring (3) close to (2).
Objectives

In the disclosed example, the objective of a conditional
GAN can be expressed as

LCGAN(G?D):EIf,_Ii_l_l [ng D(‘X;'I‘X'f+l)]+

Exi,zf[l _ng D(“X;? G(“X;?ZI))] (5)

where G 603 tries to minimize this objective against an
adversarial D 605 that tries to maximize it:

G* = argmin mSKLﬂGAN(G, D). (6)
G

It may be beneficial to mix GAN objective with a more
traditional loss such as cross-entropy loss. The discrimina-
tor’s job remains unchanged but the generator 1s tasked to
not only fool the discriminator but also to be near the ground
truth X, , 1n the cross-entropy sense:

LMLE(G):Exf,,xi+l,zf[‘X}+li lﬂg PB@(X;+IEJ_IJ‘XEJZI')] (7)

The final objective 1s

G* = ﬂl‘gﬁgﬂ HEiK(RGLcGAN (G, D)+ Ap Ly e(G) (8)

Without Z.,, the net could still learn a mapping from X, to
Y. as in professor forcing, but would produce deterministic
outputs, and fail to match any distribution other than a delta
function.

As 1llustrated 1in FIG. 6, the generator 603 makes one-
step-ahead prediction conditioned on the dialogue history,
h, attention, A/, noise sample 7, 607, and ground truth,
X7t . 609. The discriminator conditioned on h, 611 distin-
guishes between the generated output 601 {Y;/}_,**! and
ground truth 609 {X, /}_ **. The hredGAN forces the
generator to behave similarly between the traiming and
generative modes.

(enerator

The HRED generator of the disclosed example contains
three recurrent structures, unlike Seq2 Seq which has two
recurrent neural networks (RNN) structures. The HRED
consists of the encoder (eRNN), context (cRNN), and
decoder (ARNN) RNN. The conditional probability modeled

by the HRED per output work token 1s given by

9)

where h,=cRNN (eRNN (X)), h,_,), eRNN(.) maps a
sequence of 1nput symbols into fixed-length vector, and h
and h are the hidden states of the decoder and context RNN
respectively.

The responses generated using (9) lack local relevance to
current input utterance X,. Therefore, the disclosed example

£ Bg(EﬂXle:j_l:)@:dRNN(X}Hj_l:kfj L))
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introduces local attention mto (9) and encodes the memory
differently from the context through an attention encoder

RNN (aRNN) vielding:
Pg (¥/ X7, X)=dRNN(X,, /LB, 47 1) (10)

where

M;
exXp(ay,)

Al =
i M:

m=1, eXp(Qy)
m=1

i1
e,

"=aRNN (X™, h""), ' is the hidden state of the atten-
tion RNN, o, is either a logit projection of (V" , h'"") or
(hy™)"h,™.

FIG. 7 1illustrates an improved HRED architecture,
according to some embodiments. As 1llustrated in FIG. 7, the
HRED may include an attention component 701A, 701B,
mput 703A, 703B, dialogue information 707A, 7078, con-
text recurrent neural network 709A, 709B, and encoder
recurrent neural network 705A, 705B. As illustrated, the
decoder may also receive dialogue information 713A, 7138
and produce decoder output 711A, 711B.

The modified HRED architecture illustrated in FIG. 7 has
improved the local relevance of generated responses com-
pared to conventional HRED. In the illustrated example, the
improvement 1s achieved by adding an attention RNNN. The
attention RNN ensures local relevance while the context

RNN ensures global relevance. Their states are combined to
initialize the decoder RNN.
Noise Injection

In the disclosed example, Gaussian noise may be injected
at the mput of the decoder RNN. Noise samples could be
injected at the utterance and/or word level. With noise
injection, the conditional probability of the decoder output
becomes

Po (Y] X0V, 2 X)=dRNN(X,, 0 47, Z ) (11)

Where ZY=(N, (0, 1), N7 (0,1)). Prior N, (0, I) is sampled once
per utterance, while N7 (0, I) is sampled per each word per
utterance to be generated.
Discriminator

The disclosed example employs an independent multi-
resolution discriminator that can discriminate between gen-
erator output and ground truth at both the utterance and word
level. The word-level discriminator may be RINN-based and
the utterance-level discriminator may be CNN-based. This
allows the discriminator to capture both synthetic and con-
ceptual difference between the generator output and the
ground truth. The discriminator output can be expressed as

DX, )=D(hy, ) =D, )+ heD e, ) (12)

where h. 1s an encoded vector of the dialogue history X,
obtained from the generator’s cRNN(.) output. Since a
discriminator’s outputs are binary probabilities, (12) 1s sub-
ject to the constraint, A,+A _=1. The RNN-based discrimi-
nator can be factored over word-level discrimination. For
example, the aggregate classification over the generated
response sequence Y, 1s given by

1
My | M (15)

Dpyy (B, YY) = ]_I Dy (hi, Y7)
/=1 ]

An example discriminator architecture 1s depicted 1n
FIGS. 8A and 8B. In particular, FIG. 8A 1illustrates a
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RNN-based discriminator and FIG. 8B illustrates a CINN-
based discriminator. The RNN-based discriminator discrimi-
nates at the word level, while the CNN-based discriminator
discriminates at the utterance level. The combined system
provides multi-resolution adversarial discrimination.

As 1llustrated, dialogue history 803 may be provided to
the discriminator along with outputs generated by the gen-
erator 805. The word-level recurrent neural network dis-
criminator (e.g., FIG. 8 A) may then produce a word level
output 801. The convolutional neural network based dis-
criminator depicted 1 FIG. 8B may also receive the dia-
logue history and outputs generated by the generator 807.
The convolutional neural network based discriminator may
perform one or more convolutions 809, and global max
pooling 811 1n order to produce an utterance level output
813.

As 1llustrated 1in FIG. 8B, for the case of CNN discrimi-

nator, the encoded dialogue history hi 1s concatenated with
the embedded mput tokens before feeding 1nto the network.
However, for the RNN discriminator illustrated in FIG. 8A,
the state of cRNN 1s used to imitialize the discriminator.

Also, the mitial state of dRNN 1s obtained by projecting
combined states of aRNN and cRNN into the dimension of

dRNN with tank activation. In some embodiments, the
dRNN 1s 1nitialized to the state of either aRNN or cRNN,

such that the generator’s output loses global and local
context consistency respectively. Finally, the embedding
matrix for the input tokens 1s shared across the generator and
discriminator. Accordingly, the discriminator 1s linked to the
generator through the embedding matrix, which allows
training both the generator and the discriminator in an
end-to-end fashion.

Adversarial Generation of Dialogue Response

In some embodiments, the generation process during
inference or application 1s also adversarial in nature. The
generation objective can be mathematically described as

; ; L 14
Y; = argm.{ax{P(}’I-J | Xi) + D (X, YE,!)]}J_I (14)

where Y, ~G*(X,, Z;;), Z,; 1s the lth noise samples at
dialogue step 1 and L 1s the number of response samples.
Equation (14) shows that an inference objective 1s the same
as the training objective (8), combining both the MLE and
adversarial criteria. Thus, mnstead of discarding the discrimi-
nator during inference, in this example the discriminator 1s
still used.

The inference described by Equation (14) may be intrac-
table due to the enormous search space ot Y, ;. Therefore, an
approximate solution may be determined using greedy
decoding (MLE) on the first part of the objective function to
generate L lists of responses based on noise samples
{Z,,},-,". In order to facilitate the exploration of the gen-
erator’s latent space, a modified noise distribution may be
sampled, Z, /~N, (0,al) or Z, /~N, /(0, o) where o>1.0, is
the exploration factor that increases the noise variance. The
L. lists may be ranked using the discriminator (still condi-
tioned on the dialogue history). The response with the
highest discriminator ranking 1s the optimum response for
the dialogue context. The adversarial response generation
steps are itemized 1n FIG. 9. FIG. 9 1s a schematic for an
algorithm for a system for generating responses as discussed
above with respect to the examples also illustrated 1n FIGS.

6-8B.
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Training of hredGAN

As 1llustrated in FIG. 10, which 1s a schematic for an
algorithm for a system for generating responses, in the
disclosed example both the generator and the discriminator
are tramned simultaneously. As illustrated, the generated
samples are labelled as negative examples, while the corre-
sponding ground-truth utterances are labelled as positive
examples. Parameter updates are conditioned on the dis-
criminator performance. Discriminator may only updated
when its accuracy 1s less than about 99%. If the discrimi-
nator accuracy 1s less than about 75%, the generator may be
updated using only the gradients from the MLE loss. Oth-
erwise, 1t may be updated with gradients from the combined
MLE and adversarial losses.

In the disclosed example, the generator consists of four
RNNs with different parameters, that 1s, aRINN, eRNN,

cRNN, and dRNN. aRNN and eRNN are both bidirectional,
while cRNN and dRNN are unidirectional. Each RNN has 3
layers, and the hidden state size 1s 512. The word embedding
size 1s 512, and the vocabulary size V 1s 50,000. The
generator’s hyperparameters are set as follows: A=A ,=1.

In the disclosed example, the discriminator RNN, D,
1s a stacked bidirectional gated recurrent unit (GRU) with 3
layers and a hidden state size of 512. The cRNN states are
used to initialize the states of the Dy The output of both
the forward and the backward cells for each token are
concatenated and passed to a fully-connected layer with
binary output. Softmax 1s applied to each output to compute
the conditional binary probabilities given the past and future
tokens. One of the softmax outputs 1s designated as the
probability that a word 1s produced from the generator given
the past and future words of the sequence, and the other
output 1s designated as the probability that a word 1s from the
ground truth given the past and future words of the
sequence.

During training, in the disclosed example, the initial
learning rate was 0.5 with decay rate factor of 0.99. A batch
s1ze of 64 and clip gradients around 5.0 were used during
training of the disclosed example. All parameters were
initialized with Xavier uniform random 1nitialization. Also,
a same word embedding matrix was used throughout the
generator and the discriminator models. Due to the large
vocabulary size, during training of the disclosed example the
training process was expedited by using sampled softmax
loss for the MLE loss. However, 1n the disclosed example,
tull softmax was used for inference. Algorithm 2 1n FIG. 10
illustrates a summary of the steps used to train the proposed
dialogue model. In the disclosed example two model vari-
ants (with utterance level and word level noise 1njections)
were implemented, trained, and evaluated using the Tensor-
Flow deep learning framework.

Experiments and Results

The disclosed example (hredGAN model) generates dia-
logue responses conditioned on dialogue history and current
input utterance. The performance of the hredGAN model
was compared against several alternatives on publicly avail-
able datasets.

Publicly available datasets include the Movie Trplets
Corpus (MTC) dataset and the Ubuntu Dialogue Corpus
(UDC) dataset. The MTC dataset spans a wide range of
topics with few spelling mistakes, however 1ts small size of
only about 240,000 dialogue triples makes it diflicult to train
a dialogue model. The UDC dataset was extracted from the
Ubuntu Relay Chat Channel. Although the topics 1n the
dataset are not as diverse as 1n the M'TC, the dataset 1s very
large, containing about 1.85 million conversations with an
average of 5 utterances per conversation. When comparing
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the disclosed hredGAN model against other alternatives for
generating dialogue responses, both the MTC and UDC
datasets were split into training, validation, and test sets,
using 90%, 5% and 5% proportions respectively. The data-
sets were minmimally pre-processed by replacing all words
except the top 50,000 most frequent words by an UNK
symbol. A summary of the dataset splits 1s provided in FIG.
11.

Automatic evaluation metrics that are used 1n probablistic
language and dialogue models) and statistical machine trans-
lation were used to comparing dialogue model performance.
Evaluation metrics include perplexity and a BLEU score.

For a model with parameter 0, perplexity may be char-
acterized as:

(15)

exp Yy, )

| X
- | Yi, 1, ...
Nw; ogPy(Yy, Y?

where K 1s the number of conversations in the dataset, N, 1s
the number of utterances in conversation k, and N 1s the

total number of word tokens 1n the entire dataset. The lower
the perplexity, the better. The perplexity measures the like-
lithood of generating the ground truth given the model
parameters. While a generative model can generate a diver-
sity of responses, 1t may be desirable to assign a high
probability to the ground truth utterance. Therefore, per-
plexity may be considered a good measure of the model’s
ability to account for the syntactic structure of the dialogue.

The BLEU score provides a measure of overlap between
the generated response (candidate) and the ground truth
(reference) using a modified n-gram precision.

The performance of the disclosed example (hredGAN
model) was compared to a general hierarchical encoder
decoder model (HRED) and a variable hierarchical encoder
decoder model (VHRED). HRED differs from the disclosed
example (hredGAN) because i1t does not include the mput
utterance attention and noise samples. VHRED differs from
the disclosed example (hredGAN) because VHRED 1ntro-
duces a latent variable to the HRED between the cRNN and
the dRNN and was trained using the vanation lower bound
on the log-likelihood. Additionally, the VHRED has no
specific criteria for selecting the best response.

The performance of two variants of the disclosed example
(hredGAN) were compared to VHRED and HRED. The two
variants of the disclosed example (hredGAN) varied based
on the noise 1njection approach, 1.e., hredGAN with utter-
ance-level (hredGAN_u) and word-level (hredGAN_w)
noise injections.

The average perplexity per word performance of all the
tour models on MTC and UDC datasets (validation/test) are
reported 1n the first column 1n the table illustrated 1n FIG. 12.
The table indicates that both variants of the disclosed
example, hredGAN model, perform better than the HRED
and VHRED models in terms of the perplexity measure.
Furthermore, 1in order to discriminate between the two
variants ol hredGAN, the average adversarial loss which
may be defined as the sum of log-perplexity and the dis-
criminator loss per word of the generator output was also
calculated. Using the adversarial loss criterion, the hred-
GAN_u model performs better on M'TC and worse on UDC.
In this discussed example, all models were run in teacher
forcing mode.

For adversarial response generation using the disclosed
example, a linear search for a between 1 and 20 at an
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increment of 1 was performed for both hredGAN models on
cach dataset using Algorithm 1 (see FIG. 9), with sample
s1ze, L=64. The models were run 1n autoregressive mode to
reflect performance 1n actual deployment. The o value that
gives the lowest average discriminator loss per word of the
generator output (-log D(G(.))) over the validation set 1s
chosen as the optimum. The plots of normalized -log
D(G(.)) against the exploration factor ¢ for different models
and datasets are shown 1n FIG. 13. The optimum values of
a for hredGAN u and hredGAN w for UDC are 7.0 and 9.0
respectively. The plots for MTC are not convex, probably

due to the general nature of the dataset, so we use the same
a values as UDC.

Autoregressive inference was run for all the models
(using optimum <. values for hredGAN models) with dia-
logue contexts from the test set. Samples of generated
responses are provided i FIG. 15. Also, the average
BLEU-2 score (between the generated responses and ground
truth) and summarized results are illustrated 1n FIG. 14. The
BLEU score, similar to the perplexity, also indicates that the
hredGAN model performs better than HRED and VHRED.
As 1llustrated the hredGAN_w model may perform better
than hredGAN_u on MTC and worse on UDC. This may be
due in part to the fact that high entropy generators can
generate more diverse responses with a high chance of being
ranked high by the discriminator and more overlap with the
ground truth.

Conventional end-to-end neural network-based open
domain dialogue models may use transduction frameworks
adapted from neural machine translations. In conventional
systems, the architecture 1s an encoder-decoder recurrent
network (Seq2Seq) and 1s used to learn the source-to-target
relationship between an iput utterance and the output
response. These conventional networks are trained end-to-
end with MLE criteria using large corpora of human-to-
human conversation data. Other conversation Seq2Seq mod-
els are tramned with the GAN framework alone or 1n
COIl_]llIlCthIl with MLE, otherwise known as professor forc-
ing. Other conventional systems may use GAN’s discrimi-
nator as a reward function 1 a reinforcement learning
framework and in conjunction with MLE. Some conven-
tional systems explored the i1dea of GAN with a feature
matching criterion.

However, the conventional models described above are
limited 1n their ability to capture long temporal dependen-
cies 1n multi-turn conversation. Hence, the disclosed
example introduced HRED models for modeling dialogue
response 1n multi-turn conversation. Alone these HRED
models suller from exposure bias since they are trained with
MLE criteria i teacher forcing mode. To address these
problems, the disclosed example utilizes a combination of
HRED generation models and professor forcing adversarial
training.

As discussed above, the disclosed example added local
attention to HRED to mmprove the local relevance of the
generated response. Accordingly, the initial state of the
decoder RNN 1s a combination of the context RNN and
attention RNN states.

Additionally, by using a multiresolution discriminator
with both utterance- and word-level classification, the dis-
closed example 1s unlike professor forcing, which uses only
utterance-level classification. In the disclosed example, the
word-level discriminator 1s an RNN with 1nitial condition set
to the state of the context RNN. Additionally, the utterance-
level discriminator 1s a CNN and the mput embedding
sequence 1s concatenated with the context RNN output.
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Additionally, 1n the disclosed example the 1nitial state of
the discriminator RNN 1s set to the state of the context RNN.
This 1s 1 contrast to professor forcing, where the discrimi-
nator RNN 1s imitialized with a zero state.

In the disclosed example, the response generation 1s
conditioned on Gaussian noise to match the response dis-
tribution in the traimng set, unlike professor forcing, which
only produces a deterministic response.

Additionally, the disclosed example may run the decoder
RNN 1n teacher forcing mode only, simplifying the model
training, unlike professor forcing, which runs both teacher
forcing and autoregressive modes with shared parameters.

Modules may include specially configured hardware and/
or soitware components. In general, the word module, as
used herein, may refer to logic embodied 1n hardware or
firmware or to a collection of software instructions. Gener-
ally, the modules described herein refer to logical modules
that may be combined with other modules or divided into
sub-modules despite their physical organization or storage.

In some examples, some or all of the logic for the
above-described techniques may be implemented as a com-
puter program or application or as a plug-in module or sub
component of another application. The described techniques
may be varied and are not lmmited to the examples or
descriptions provided. In some examples, applications may
be developed for download to mobile communications and
computing devices, e.g., laptops, mobile computers, tablet
computers, smart phones, etc., being made available for
download by the user either directly from the device or
through a website.

Moreover, while 1llustrative embodiments have been
described herein, the scope thereof includes any and all
embodiments having equivalent elements, modifications,
omissions, combinations (e.g., ol aspects across various
embodiments), adaptations and/or alterations as would be
appreciated by those in the art based on the present disclo-
sure. For example, the number and orientation of compo-
nents shown in the exemplary systems may be modified.
Further, with respect to the exemplary methods illustrated 1n
the attached drawings, the order and sequence of steps may
be modified, and steps may be added or deleted.

Thus, the foregoing description has been presented for
purposes of 1llustration. It 1s not exhaustive and 1s not
limiting to the precise forms or embodiments disclosed.
Modifications and adaptations will be apparent to those
skilled 1n the art from consideration of the specification and
practice of the disclosed embodiments. For example, while
a financial service provider has been described herein as the
entity detecting and 1dentifying customers, 1t 1s to be under-
stood that consistent with disclosed embodiments another
entity may provide such services in conjunction with or
separate from a financial service provider.

The claims are to be iterpreted broadly based on the
language employed in the claims and not limited to
examples described 1n the present specification, which
examples are to be construed as non-exclusive. Further, the
steps of the disclosed methods may be modified in any
manner, including by reordering steps and/or inserting or
deleting steps.

Furthermore, although aspects of the disclosed embodi-
ments are described as being associated with data stored in
memory and other tangible computer-readable storage medi-
ums, one skilled in the art will appreciate that these aspects
can also be stored on and executed from many types of

tangible computer-readable media, such as secondary stor-
age devices, like hard disks, floppy disks, or CD-ROM, or

other forms of RAM or ROM. Accordingly, the disclosed
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embodiments are not limited to the above described
examples, but instead 1s defined by the appended claims 1n
light of their full scope of equivalents.

We claim:

1. An improved method for generating responses to user
communications comprising:

recerving, by at least one server communicatively coupled

to a user device, a user communication;

applying, by a response generation module of the at least

one server, a generative adversarial network to the user
communication to generate an optimal generated
response to the user communication, the generative
adversarial network comprising a generator component
and a discriminator component, the discriminator com-
ponent comprising a convolutional neural network and
a recurrent neural network, wherein applying the gen-
crative adversarial network comprises:
generating, via the generator component, a plurality of
computer generated responses responsive to the user
communication based on the recerved user commu-
nication, noise mput, and historical data, and
selecting, via the discriminator component, an optimal
computer generated response from among the gen-
erated plurality of computer generated responses;
and
transmitting, by the at least one server, the optimal
generated response to the user communication to a user
of the user device.

2. The method of claim 1, further comprising training the
generative adversarial network by:

providing training data to the generator component of the

generative adversarial network, generating, by the gen-
crator component, computer responses to the training
data,

evaluating, by the discriminator component of the gen-

crative adversarial network, the generated computer
responses by at least one comparison to the traiming
data,

ranking, by the discriminator component, the generated

computer responses, and

adjusting one or more parameters of the generator com-

ponent based on the ranking of the generated computer
responses.

3. The method of claim 2, wherein the traiming data
further comprises at least one of noise, dialogue history,
conversations, and transcriptions.

4. The method of claim 2, wherein ranking the generated
computer responses further comprises using a stochastic
gradient descent algorithm to reduce errors between the
generated computer responses and a human user response.

5. The method of claim 1, wherein the generator compo-
nent further comprises a local attention component.

6. The method of claim 1, wherein the optimal computer
generated response 1s selected at least in part based on the
discriminator component ranking the generated plurality of
computer generated responses based on at least one of
grammatical correctness, local responsivity, global respon-
s1vity, local relativity and global relativity.

7. The method of claim 1, wherein at least one of the
generator component and the discriminator component fur-
ther comprises an encoder and a decoder.

8. The method of claim 7, wherein the encoder 1s con-
figured to encode at least one of a word, a sentence,
grammar, and sentence construction.

9. An improved method for providing computer generated
responses to user communications comprising:
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receiving, by a user interface of a user device, a user

communication:

transmitting, by the user device, the user communication

to at least one server communicatively coupled to the
user device;

receiving, by the user device, a computer generated

response to the user communication, wherein the com-
puter generated response 1s generated by applying an
generative adversarial network to the user communi-
cation, the generative adversarial network comprising a
generator component and a discriminator component,
the discriminator component comprising a convolu-
tional neural network and a recurrent neural network,
wherein applying the generative adversarial network
comprises:
generating, via the generator component, a plurality of
computer generated responses responsive to the user
communication, and
selecting, via the discriminator component, an optimal
computer generated response from among the plu-
rality of computer generated responses; and
providing, by the user interface, the computer generated
response to a user of the user device.

10. The method of claim 9, wherein the discriminator 1s
configured to discriminate at both the word and sentence
levels.

11. The method of claim 9, wherein the computer gener-
ated response 1s of the same communication type as the user
communication.

12. The method of claim 9, wherein at least one of the
generator component and the discriminator component fur-
ther comprises an encoder and a decoder.

13. The method of claim 12, wherein the encoder 1is
configured to encode at least one of a word, a sentence,
grammar, and sentence construction.

14. An improved system for generating responses to user
communications comprising:

at least one server communicatively coupled to a user

device by a network, wherein the at least one server
further comprises a non-transitory memory storing
computer-readable mstructions and at least one proces-
SOF';

the execution of the computer-readable mstructions caus-

ing the at least one server to:
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receive, from the user device, a user communication;
apply, by a response generation module of the at least one
server, an generative adversarial network to the user
communication to generate an optimal generated
response to the user communication, the generative
adversarial network comprising a generator component
and a discriminator component, the discriminator com-
ponent comprising a convolutional neural network and
a recurrent neural network, and wherein application of
the generative adversaral network further comprises:
generation, via the generator component, of a plurality
of computer generated responses responsive to the
user communication, and
selection, via the discriminator component, of an opti-
mal computer generated response form among the
plurality of computer generated responses; and
transmit the optimal generated response to the user com-
munication to a user of the user device.

15. The system of claim 14, wherein the generator com-
ponent and the discriminator component are trained by the
steps of:

providing training data to the generator component of the

generative adversarial network,
generating, by the generator component,
responses to the traming data,

cvaluating, by the discriminator component of the gen-

crative adversarial network, the generated computer
responses by at least one comparison to the traiming
data,

ranking, by the discriminator component, the generated

computer responses, and

adjusting one or more parameters of the generator com-

ponent based on the ranking of the generated computer
responses.

16. The system of claim 15, wherein the optimal computer
generated response 1s selected at least in part based on the
discriminator component ranking the generated plurality of
computer generated responses based on at least one of
grammatical correctness, local responsivity, global respon-
s1vity, local relativity and global relativity.

17. The system of claim 14, wherein at least one of the
generator component and the discriminator component fur-
ther comprises an encoder and a decoder.

computer
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