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COMMUNICATIONS SYSTEM, METHOD
FOR MANAGING COMMUNICATIONS
SYSTEM, AND CONTROLLER

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Patent
Application No. PCT/CN2015/072118 filed on Feb. 2, 2015,
which 1s hereby incorporated by reference in 1ts entirety.

TECHNICAL FIELD

The present disclosure relates to the field of communica-
tions technologies, and 1n particular, to a communications
system, a method for managing a communications system,
and a controller.

BACKGROUND

In an existing communications system, a conventional
multiple system operator (MSO) network uses a system
architecture including a front end/sub-front end, an edge
equipment room, a fiber node, and a user. The edge equip-
ment room and the fiber node are connected using a point-
to-point analog fiber, and the fiber node and the user are
connected using a coaxial cable network 1n a tree topology.
An access network that combines a fiber and a coaxial cable
1s referred to as a hybnid fiber coaxial (HFC) network. An
MSO provides a video service and a broadband data service
for the user using the HFC network.

A broadband access device and a video modulation device
of the HFC network are installed 1in the edge equipment
room. The broadband access device and the video modula-
tion device modulate an Internet Protocol (IP) signal into an
analog radio frequency (RF) signal and are connected to the
fiber node using the analog fiber. The fiber node converts an
optical signal into an RF electrical signal, and then 1is
connected to the user using the coaxial cable. The broadband
access device 15 a cable modem termination system (CMTS)
device, and the video modulation device 1s an edge quadra-
ture amplitude modulation (EQAM) device. In a conven-
tional video service architecture that 1s supported by an
MSO network, a digital video broadcasting service and a
video on demand (VOD) service undergo frequency mixing,
performed by an RF combiner at an edge equipment room,
are transmitted to a fiber node using an analog fiber, con-
verted to an electrical signal at the fiber node, and then
transmitted to a user using a coaxial cable.

However, such a conventional HFC network has short-
comings such as an insuflicient broadband data access

capability. In a distributed system architecture based on a
data over cable service interface specification (DOCSIS), a
physical layer and/or data link layer interface of a DOCSIS
front-end module (for example, a CMTS device) 1s moved
to a coverage area of a coaxial cable at a same location as
a remote node. Likewise, 1n the distributed system architec-
ture, to support deployment of a video service, some func-
tions of the EQAM device are retained at a front-end device
side, or all functions of the EQAM device are implemented
by a remote fiber node. If some functions of the EQAM
device are retained at the front-end device side, a new
protocol needs to be specified between the front-end device
side and the remote node, and there 1s a need to support a
clock synchronization function and control and manage, at
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2

the remote node, the EQAM device. As a result, network
deployment becomes quite complex.

SUMMARY

Embodiments of the present disclosure provide a com-
munications system, a method for managing a communica-
tions system, and a controller 1n order to reduce complexity
of network deployment.

According to a first aspect, a communications system 1s
provided, including a front-end device and a remote node
device, where the front-end device 1s configured to manage
the remote node device and transmit a service to the remote
node device, where the service includes a broadband access
service and a video service. The remote node device
includes at least one coaxial media converter (CMC), where

each of the at least one CMC includes a DOCSIS front-end

module that supports the broadband access service and an
EQAM module that supports the video service, and the at
least one CMC and the front-end device are connected using
a digital fiber, and the front-end device includes a controller,
where the controller 1s configured to manage the at least one

CMC

With reference to the first aspect, in a first possible
implementation of the first aspect, the communications
system further includes a service management platform that
manages the at least one CMC according to the controller,
and the controller 1s further configured to implement a
conversion function for an interface configuration protocol
between the service management platform and the at least
one CMC, and implement a proxy function for a resource
management protocol between the service management plat-
form and the EQAM module.

With reference to the first possible implementation of the
first aspect, 1n a second possible implementation of the first
aspect, the controller 1s further configured to obtain a first
correspondence between the controller and the at least one
CMC, and convert, according to the first correspondence, a
first interface configuration protocol between the service
management platform and the controller into a second
interface configuration protocol between the controller and
the at least one CMC.

With reference to the first or the second possible imple-
mentation of the first aspect, 1n a third possible implemen-
tation of the first aspect, the controller 1s further configured
to obtain a second correspondence between the controller
and at least one EQAM module corresponding to the at least
one CMC, and enable, according to the second correspon-
dence, the controller and the at least one EQAM module to
perform communication according to the resource manage-
ment protocol.

With reference to the third possible implementation of the
first aspect, i a fourth possible implementation of the first
aspect, the resource management protocol includes an edge
resource management interface (ERMI) protocol, and the
ERMI protocol includes an ERMI-1 registration protocol, an
ERMI-2 control protocol, and an ERMI-3 control protocol,
where the ERMI-1 registration protocol i1s used for the
service management platform to register the at least one
EQAM module using the controller, the ERMI-2 control
protocol 1s used for the service management platform to
control the at least one EQAM module using the controller,
and the ERMI-3 control protocol 1s used for the service
management platform to control, using the controller, at
least one DOCSIS module corresponding to the at least one

CMC.
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With reference to the second possible implementation of
the first aspect, 1n a fifth possible implementation of the first
aspect, the controller includes a logical CMC obtained after
the at least one CMC 1s simulated, the logical CMC includes
at least one logical port identity (ID), and the first corre-
spondence includes a one-to-one correspondence between
the at least one logical port ID and at least one physical port
ID corresponding to the at least one CMC.

With reference to the third or the fourth possible imple-
mentation of the first aspect, 1n a sixth possible implemen-
tation of the first aspect, the controller imncludes a logical
EQAM module obtained after the at least one EQAM
module 1s simulated, the logical EQAM module includes at
least one logical port ID, and the second correspondence
includes a one-to-one correspondence between the at least
one logical port ID and at least one physical port ID
corresponding to the at least one EQAM module.

With reference to any one of the first aspect or the first to
the sixth possible implementations of the first aspect, i a
seventh possible implementation of the first aspect, each
CMC further icludes a remote out of band (R-OOB)
module and a proactive network maintenance (PNM) mod-
ule.

According to a second aspect, a method for managing a
communications system 1s provided, where the communi-
cations system includes a front-end device and a remote
node device, where the front-end device 1s configured to
manage the remote node device and transmit a service to the
remote node device, where the service includes a broadband
access service and a video service. The remote node device
includes at least one CMC, where each of the at least one
CMC includes a DOCSIS front-end module that supports the
broadband access service and an EQAM module that sup-

ports the video service, and the at least one CMC and the
front-end device are connected using a digital fiber. The
front-end device includes a controller, and the method
includes managing, by the controller, the at least one CMC.

With reference to the second aspect, 1n a first possible
implementation of the second aspect, the communications
system further includes a service management platform that
manages the at least one CMC according to the controller,
and managing, by the controller, the at least one CMC
includes implementing a conversion function for an inter-
face configuration protocol between the service manage-
ment platform and the at least one CMC, and implementing
a proxy lunction for a resource management protocol
between the service management platform and the EQAM
module.

With reference to the first possible implementation of the
second aspect, 1n a second possible implementation of the
second aspect, implementing a conversion function for an
interface configuration protocol between the service man-
agement platform and the at least one CMC 1ncludes obtain-
ing a first correspondence between the controller and the at
least one CMC, and converting, according to the first
correspondence, a first interface configuration protocol
between the service management platform and the controller
into a second interface configuration protocol between the
controller and the at least one CMC.

With reference to the first or the second possible imple-
mentation of the second aspect, 1n a third possible 1mple-
mentation of the second aspect, implementing a proxy
function for a resource management protocol between the
service management plattorm and the FEQAM module
includes obtaining a second correspondence between the
controller and at least one EQAM module corresponding to
the at least one CMC, and enabling, according to the second
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correspondence, the controller and the at least one EQAM
module to perform communication according to the resource
management protocol.

With reference to the third possible implementation of the
second aspect, 1 a fourth possible implementation of the
second aspect, the resource management protocol includes
an ERMI protocol, and the ERMI protocol includes an
ERMI-1 registration protocol, an ERMI-2 control protocol,
and an ERMI-3 control protocol, where the ERMI-1 regis-
tration protocol 1s used for the service management platform
to register the at least one EQAM module using the con-
troller, the ERMI-2 control protocol 1s used for the service
management platform to control the at least one EQAM
module using the controller, and the ERMI-3 control pro-
tocol 1s used for the service management platform to control,
using the controller, at least one DOCSIS module corre-
sponding to the at least one CMC.

With reference to the second possible implementation of
the second aspect, in a {ifth possible implementation of the
second aspect, the controller includes a logical CMC
obtained after the at least one CMC 1s simulated, the logical
CMC 1ncludes at least one logical port ID, and the first
correspondence 1ncludes a one-to-one correspondence
between the at least one logical port ID and at least one
physical port ID corresponding to the at least one CMC.

With reference to the third or the fourth possible imple-
mentation of the second aspect, 1n a sixth possible imple-
mentation of the second aspect, the controller includes a
logical EQAM module obtained after the at least one EQAM
module 1s simulated, the logical EQAM module includes at
least one logical port ID, and the second correspondence
includes a one-to-one correspondence between the at least
one logical port ID and at least one physical port ID
corresponding to the at least one EQAM module.

With reference to any one of the second aspect or the first
to the sixth possible implementations of the second aspect,
in a seventh possible implementation of the second aspect,
cach CMC further includes an R-OOB module and a PNM
module.

According to a third aspect, a controller 1s provided,
where a communications system in which the controller 1s
located includes a front-end device and a remote node
device, and the controller belongs to the front-end device.
The front-end device 1s configured to manage the remote
node device and transmit a service to the remote node
device, where the service includes a broadband access
service and a video service. The remote node device
includes at least one CMC, where each of the at least one
CMC includes a DOCSIS front-end module that supports the
broadband access service and an EQAM module that sup-
ports the video service, and the at least one CMC and the
front-end device are connected using a digital fiber, and the
controller includes a management unit configured to manage
the at least one CMC.

With reference to the third aspect, in a first possible
implementation of the third aspect, the communications
system further includes a service management platform that
manages the at least one CMC according to the controller,
and the management unit 1s further configured to implement
a conversion function for an interface configuration protocol
between the service management platform and the at least
one CMC, and implement a proxy function for a resource
management protocol between the service management plat-
form and the EQAM module.

With reference to the first possible implementation of the
third aspect, 1n a second possible implementation of the third
aspect, the management unit 1s further configured to obtain
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a first correspondence between the controller and the at least
one CMC, and convert, according to the first correspon-

dence, a first interface configuration protocol between the
service management platform and the controller into a
second interface configuration protocol between the control-
ler and the at least one CMC.

With reference to the first or the second possible 1mple-
mentation of the third aspect, 1n a third possible implemen-
tation of the third aspect, the management unit 1s further
configured to obtain a second correspondence between the
controller and at least one EQAM module corresponding to
the at least one CMC, and enable, according to the second
correspondence, the controller and the at least one EQAM
module to perform communication according to the resource
management protocol.

With reference to the third possible implementation of the
third aspect, 1n a fourth possible implementation of the third
aspect, the resource management protocol includes an ERMI
protocol, and the ERMI protocol includes an ERMI-1 reg-
istration protocol, an ERMI-2 control protocol, and an
ERMI-3 control protocol, where the ERMI-1 registration
protocol 1s used for the service management platform to
register the at least one EQAM module using the controller,
the ERMI-2 control protocol 1s used for the service man-
agement platform to control the at least one EQAM module
using the controller, and the ERMI-3 control protocol 1s used
for the service management platform to control, using the
controller, at least one DOCSIS module corresponding to the
at least one CMC.

With reference to the second possible implementation of
the third aspect, 1n a {ifth possible implementation of the
third aspect, the management unit includes a logical CMC
obtained after the at least one CMC 1s simulated, the logical
CMC 1ncludes at least one logical port ID, and the first
correspondence 1ncludes a one-to-one correspondence
between the at least one logical port ID and at least one
physical port ID corresponding to the at least one CMC.

With reference to the third or the fourth possible 1mple-
mentation of the third aspect, 1n a sixth possible implemen-
tation ol the third aspect, the management unit includes a
logical EQAM module obtained after the at least one EQAM
module 1s simulated, the logical EQAM module includes at
least one logical port ID, and the second correspondence
includes a one-to-one correspondence between the at least
one logical port ID and at least one physical port ID
corresponding to the at least one EQAM module.

With reference to any one of the third aspect or the first
to the sixth possible implementations of the third aspect, in
a seventh possible implementation of the third aspect, each
CMC further includes an R-OOB module and a PNM
module.

According to the embodiments of the present disclosure,
the EQAM module supporting the video service and the
DOCSIS front-end module configured for broadband access
are disposed 1n a same CMC, and the CMC 1s controlled and
managed by a same front-end controller. In this way, no new
interface configuration protocol 1s needed between the
EQAM module and the remote node, no clock synchroni-
zation 1s needed, and remote control and management 1s
avoided. Therefore, complexity of network deployment can
be reduced according to the present disclosure.

BRIEF DESCRIPTION OF DRAWINGS

To describe the technical solutions in the embodiments of
the present disclosure more clearly, the following briefly
describes the accompanying drawings required for describ-
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6

ing the embodiments of the present disclosure. The accom-
panying drawings in the following description show merely

some embodiments of the present disclosure, and a person of
ordinary skill in the art may still derive other drawings from
these accompanying drawings without creative eflorts.

FIG. 1 1s a schematic diagram of a distributed commu-
nications system architecture;

FIG. 2 1s a schematic block diagram of a communications
system according to an embodiment of the present disclo-
SUre;

FIG. 3 1s a schematic block diagram of a communications
system according to another embodiment of the present
disclosure:

FIG. 4 1s a schematic block diagram of CMC management
according to an embodiment of the present disclosure;

FIG. 5 1s a schematic block diagram of EQAM manage-
ment according to an embodiment of the present disclosure;

FIG. 6 1s a schematic block diagram of EQAM manage-
ment according to another embodiment of the present dis-
closure;

FIG. 7 1s a schematic flowchart of a method for managing,
a communications system according to an embodiment of
the present disclosure;

FIG. 8 1s a schematic flowchart of a process for managing,
a communications system according to an embodiment of
the present disclosure;

FIG. 9 1s a schematic block diagram of a controller
according to an embodiment of the present disclosure; and

FIG. 10 1s a schematic block diagram of a controller
according to another embodiment of the present disclosure.

DESCRIPTION OF EMBODIMENTS

The following clearly describes the technical solutions 1n
the embodiments of the present disclosure with reference to
the accompanying drawings in the embodiments of the
present disclosure. The described embodiments are a part
rather than all of the embodiments of the present disclosure.
All other embodiments obtained by a person of ordinary
skill 1n the art based on the embodiments of the present
disclosure without creative eflorts shall fall within the
protection scope of the present disclosure.

It should be understood that, the technical solutions of the
embodiments of the present disclosure may be applied to
various communications systems, such as a Global System

for Mobile Communications (GSM) system, a Code Divi-
sion Multiple Access (CDMA) system, a Wideband CDMA

(WCDMA) system, a general packet radio service (GPRS),
a Long Term Evolution (LTE) system, an LTE frequency
division duplex (FDD) system, an LTE time division duplex
(TDD), Universal Mobile Telecommunications System
(UMTS), or a Worldwide Interoperability for Microwave
Access (WIMAX) communications system.

FIG. 1 1s a schematic diagram of a distributed commu-
nications system architecture. The distributed communica-
tions system architecture shown i FIG. 1 mcludes a front-
end device side 110, a remote node 120, and a user side 130.

It should be understood that the distributed communica-
tions system architecture may further include another
device. For ease of understanding and description, only
devices related to the present disclosure are described 1n this
embodiment of the present disclosure. It should further be
understood that an equipment room 1n this embodiment of
the present disclosure may be classified as a front-end device
side.

The front-end device side 110 includes a router 111, an

optical line terminal (OLT) 112, and an EQAM device 113.
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The router 111 and the OLT 112 may be connected using a
(Gigabit Ethernet. The remote node 120 may be a fiber node.
The remote node 120 and the OLT 112 may be connected
using a passive optical network (PON) or an Ethernet. The
remote node 120 and the user side 130 may be connected
using a coaxial cable. The remote node 120 and the EQAM
device 113 may be connected using the PON or the Ethernet.

The remote node 120 may include only a physical layer
interface of a CMTS device, or may include all data link
layer interfaces and all physical layer interfaces of a CMTS
device, or may include some data link layer interfaces and
some physical layer interfaces of a CMTS device. This
embodiment of the present disclosure may be applied to the
three distributed system architectures.

However, a data link layer interface of the EQAM device
113 1in the foregoing distributed system architecture i1s
located 1n the front-end device side 110. As a result, a new
interface configuration protocol 1s needed between the
EQAM device 113 and the remote node 120. A currently
used interface configuration protocol may be an upstream
external physical layer interface (UEPI)/downstream exter-
nal physical layer interface (DEPI) protocol or a Real-Time
Transport Protocol (RTP). In addition, clock synchroniza-
tion 1s also needed between the EQAM device 113 and the
remote node 120. As a result, network deployment becomes
quite complex.

FIG. 2 1s a schematic block diagram of a communications
system according to an embodiment of the present disclo-
sure. The communications system shown in FIG. 2 includes
a front-end device 210 and a remote node device 220. The
front-end device 210 transmits a service to the remote node
device 220. The service includes a broadband access service
and a video service.

The remote node device 220 includes at least one CMC
221. Each of the at least one CMC 221 includes a DOCSIS
front-end module 222 that supports the broadband access
service and an EQAM module 223 that supports the video
service, and the at least one CMC 221 and the front-end
device 210 are connected using a digital fiber. The front-end
device 210 may include a controller 211 that 1s configured to
manage the at least one CMC 221.

According to this embodiment of the present disclosure,
the EQAM module 223 supporting the video service and the
DOCSIS {front-end module 222 configured for broadband
access are disposed 1n the same CMC 221, and the CMC 221
1s controlled and managed by a same front-end controller. In
this way, no new interface configuration protocol 1s needed
between the EQAM module 223 and the remote node, no
clock synchronization i1s needed, and remote control and
management 1s avoided. Therefore, complexity of network
deployment can be reduced according to the present disclo-
sure.

It should be understood that the front-end device 210 may
turther imnclude a device 1n an equipment room. Optionally,
in another embodiment, the controller 211 1n this embodi-
ment of the present disclosure may be located in the equip-
ment room. The front-end device 210 may further include
another device. For ease of understanding and description,
only devices related to the present disclosure are described
in this embodiment of the present disclosure. For example,
the front-end device may further include a scrambler, a
router, an RF combiner, and the like. It should further be
understood that the front-end device 210 1n FIG. 2 may be
understood as the front-end device side 110 1n FIG. 1.

The remote node may be a fiber node. In a conventional
HFC network, a CMTS function and an EQAM function are

integrated 1n a front-end device. Therefore, the fiber node
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performs optical-to-electrical signal conversion only. In a
distributed system architecture according to this embodi-
ment of the present disclosure, the remote node device 220
may include multiple CMCs 221, and each CMC 221
includes a DOCSIS front-end module 222 and an EQAM
module 223. The front-end device 210 may transmit a
service to the remote node device 220. The service may
include a broadband access service and a video service. The
DOCSIS front-end module 222 may support the broadband
access service, and the EQAM module 223 may be config-
ured to support the video service. The video service may
include a digital video broadcasting service and a VOD
service.

The DOCSIS front-end module 222 that supports the
broadband access service may be a broadband access device,
for example, a CMTS device. The EQAM module 223 that
supports the video service may be a video modulation
device, for example, an EQAM device. The EQAM device
may iclude an EQAM device that 1s based on the digital
video broadcasting service, or may include an EQAM
device that 1s based on the VOD service. Functions of the
EQAM device may include Moving Picture Experts Group
(MPEG) video stream processing (functions such as scram-
bling and video stream multiplexing), quadrature amplitude
modulation, and the like.

The DOCSIS front-end module 222 may include a physi-
cal layer interface of a CMTS device, or may include all data
link layer intertfaces and all physical layer interfaces of a
CMTS device, or may include some data link layer inter-
faces and some physical layer interfaces of a CMTS device.
This embodiment of the present disclosure may be applied
to the three distributed system architectures. The DOCSIS
front-end module 222 may be equivalent to the CMTS
device. For ease of description, an example 1n which all data
link layer interfaces and all physical layer interfaces are
included 1s used 1n this embodiment of the present disclo-
sure.

Optionally, in another embodiment, the CMC 221 may
further include another module, for example, an R-OOB
module and a PNM module. The CMC 221 and the front-end
device 210 may be connected using a digital fiber. The
digital fiber may include at least one of a PON or an
Ethernet.

In an existing distributed communications system, a digi-
tal fiber and an analog fiber are needed between a CMC and
a front-end device. According to this embodiment of the
present disclosure, an EQAM device that needs to perform
transmission with the remote node device 220 using an
analog fiber 1s mtegrated into the remote node device 220
such that a digital fiber can be used for transmission, thereby
improving transmission quality.

Optionally, in another embodiment, the front-end device
210 may include a controller 211, and the controller 211 1s
configured to manage the at least one CMC 221.

It should be understood that the controller 211 may
manage the at least one CMC 221, that 1s, the controller 211
may manage modules of the CMC 221. For example, the
controller 211 may manage the EQAM module 223 of the
CMC 221, and may also manage the DOCSIS {front-end
module 222 of the CMC 221.

Optionally, 1n another embodiment, the controller may
manage the at least one CMC using a software defined
network (SDN) and a virtual private network (VPN).

According to the SDN and the VPN, the controller 211
may simulate the at least one CMC 221 1nto a logical CMC.
Each CMC 221 may be equivalent to a port, or a board, or
a remote subrack of the logical CMC. That 1s, the controller
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may be considered as a logical CMC 1ncluding the at least
one CMC. The logical CMC 1s equivalent to a conventional

converged cable access platform (CCAP) device. The CCAP
device may include the CMTS device and the EQAM
device.

Optionally, 1n another embodiment, the communications
system may further include a service management platform
(not shown) that 1s configured to manage the EQAM module
223. The controller 211 may implement a conversion func-
tion for an interface configuration protocol between the
service management platform and the at least one CMC 221,
and implement a proxy function for a resource management
protocol between the service management platform and the
EQAM module 223.

The service management platform may be an operation
support system (OSS), a network management system
(NMS), or an edge resource manager (ERM) platform.

When the service management platform configures an
interface for the CMC 221, an Extensible Markup Language
(XML )-based network configuration (Netconi) protocol, a
Simple Network Management Protocol (SNMP), or a Layer
2 management protocol (for example, a gigabit-capable
PON (GPON) optical network unit (ONU) management and
control 1interface (OMCI) protocol, an Ethernet PON
(EPON) operation administration and management (OAM)
protocol, or an Ethernet-based OAM protocol) may be
supported between the controller 211 and the CMC 221, and
an 1nterface configuration protocol such as a command line
interface (CLI) configuration protocol, the SNMP, or the
Netconl protocol may be supported between the service
management platform and the controller 211. When an
interface configuration protocol between the service man-
agement platform and the controller 211 1s different from an
interface configuration protocol between the controller 211
and the CMC 221, the interface configuration protocol
between the service management platform and the controller
211 1s converted into the interface configuration protocol
between the controller 211 and the CMC 221. After the
controller 211 simulates the at least one CMC 221 1nto the
logical CMC, the interface configuration protocol between
the service management platiorm and the controller 211 may
be converted mto the interface configuration protocol
between the controller 211 and the CMC 221. It should be
understood that a protocol conversion method used by the
controller 211 1s not limited in this embodiment of the
present disclosure.

An existing resource management protocol between the

service management platform (for example, an ERM) and
the EQAM module 223 may be an ERMI protocol. The

ERM may manage a resource of the EQAM module 223.
The controller 211 1n this embodiment of the present dis-
closure may implement a protocol proxy function, that is,
perform communication between the ERM and the EQAM
module 223 using the ERMI protocol. It should be under-
stood that a method for implementing protocol proxy by the
controller 223 1s not limited 1n this embodiment of the
present disclosure.

FIG. 3 1s a schematic block diagram of a communications
system according to another embodiment of the present
disclosure. The communications system shown in FIG. 3
includes an application layer 310, a control layer 320, and an
inirastructure layer 330.

The application layer 310 includes a first application 311,
a second application 312, and a service management plat-
form 313. The first application 311 may be connected to a
network function virtualization orchestration (NFV Orches-
tration) 321, and the second application 312 may be con-
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nected to an SDN controller 322. The NFV Orchestration
321 and the SDN controller 322 are connected to a virtual
CCAP controller 323 of the control layer 320. The virtual
CCAP controller 323 1s the controller 211 shown 1n FIG. 2
of the foregoing embodiment of the present disclosure.

The infrastructure layer 330 may include an OLT 331, a
router 332, a switch 333, or another device, and may further
include a remote node 334. The virtual CCAP controller 323
may communicate with the remote node 334 using an
interface configuration protocol, for example, a Netconf
protocol or an SNMP. An interface configuration protocol,
such as a CLI configuration protocol, the SNMP, or the
Netconl protocol, may be supported between the virtual
CCAP controller 323 and the service management platform
313.

Optionally, 1n another embodiment, the virtual CCAP
controller 323 may obtain a first correspondence between
the CCAP controller 323 and the at least one CMC, and
convert, according to the first correspondence, a {irst inter-
face configuration protocol between the service manage-
ment plattorm 313 and the virtual CCAP controller 323 1nto
a second interface configuration protocol between the virtual
CCAP controller 323 and the at least one CMC.

Optionally, 1n another embodiment, the virtual CCAP
controller 323 may simulate at least one CMC into a logical
CMC, the logical CMC may include at least one logical port,
and each logical port ID corresponds to a physical port 1D
of one CMC of the at least one CMC. It should be under-
stood that the first correspondence may include a one-to-one
correspondence between the logical port ID of the logical
CMC of the virtual CCAP controller 323 and the physical
port ID of the at least one CMC.

With reference to FIG. 4, the following details a process
in which a controller implements protocol conversion.

FIG. 4 1s a schematic block diagram of CMC management
according to an embodiment of the present disclosure. As
shown 1n FIG. 4, an OSS/NMS 410, a controller 420, a CMC
430, and an optical network device 440 are included.

The CMC 430 may include a DOCSIS front-end module
431, an EQAM module 432, an R-OOB module 433, a PNM
module 434, an upstream module 435, and the like. The
optical network device 440 may include an OLT 441, a
router 442, or a switch 443.

A management protocol between the optical network
device 440 and the upstream module 435 of the CMC 430
may be the same as that in other approaches. That 1s, the
management protocol 1s an original GPON OMCI protocol,
an EPON OAM protocol, or an Ethernet-based OAM pro-
tocol.

The controller 420 may simulate multiple CMCs 430 1nto
a logical CMC 421. The logical CMC 421 1s equivalent to

a CCAP device, and the CCAP device includes a CMTS
module and an EQAM module. Each CMC 430 may be
equivalent to a port, or a board, or a remote subrack.

Further, the logical CMC 421 may include multiple
logical port IDs (not shown), and each logical port ID may
be corresponding to a physical port ID (not shown) of the
CMC 430.

Optionally, in an embodiment, when a first interface
configuration protocol between the OSS/NMS 410 and the

controller 420 1s diflerent from a second interface configu-
ration protocol between the controller 420 and the CMC
430, a method for performing protocol conversion by the
controller 420 may be as follows.
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The controller 420 receives a first message sent by the
OSS/NMS 410 according to the first interface configuration
protocol. The first message includes an IP address of the
controller 420.

The controller 420 parses the first message according to
the second interface configuration protocol, and generates a
second message. The second message includes an IP address
of the CMC 430.

The controller 420 sends the second message to the CMC
430.

It should be understood that the parsing procedure may be
performed by the controller 420 according to a correspon-
dence between the logical port ID of the logical CMC 421
and the physical port ID of the CMC 430. For example, the
controller 420 may determine a physical port ID of a
corresponding CMC 430 according to a logical port ID
carried 1n the first message, and will generate a second
message that carries an IP address corresponding to the
physical port ID of the CMC 430.

Optionally, 1n another embodiment, the controller 420
may obtain a second correspondence between the controller
420 and at least one EQAM module 432 corresponding to at
least one CMC 430, and enable, according to the second
correspondence, the controller 420 and the at least one
EQAM module 432 to perform communication according to
a resource management protocol.

Optionally, in another embodiment, the controller 420
may simulate the at least one CMC 430 1nto the logical CMC
421, the logical CMC 421 may include at least one logical
port, and each logical port ID corresponds to a physical port
ID of one CMC 430 of the at least one CMC 430. It should
be understood that the first correspondence may include a
one-to-one correspondence between the logical port ID of
the logical CMC 421 of the controller 420 and the physical
port ID of the at least one CMC 430.

FIG. 5 1s a schematic block diagram of EQAM manage-
ment according to an embodiment of the present disclosure.
As shown 1n FIG. 5, a front-end device 510 and a fiber node
520 are included.

It should be understood that another device may be
included 1n FIG. 5. For ease of understanding and descrip-
tion, only devices related to the present disclosure are
described 1n this embodiment of the present disclosure.

The front-end device 510 may include an EQAM con-
troller 511. The EQAM controller 511 may be a function

module of the controller 420 shown 1n FIG. 4. The EQAM
controller 511 1s a logically independent module, but may be

present as an 1mdependent device 1n a product, or may be
located 1nside an OLT. In this embodiment shown in FIG. 5,
the EQAM controller 511 may be located inside an OLT 512.
The OLT 512 may be located 1n an equipment room.

The fiber node 520 may include a CMC 321. It should be
understood that, although only one CMC 521 i1s shown in
FIG. 5, the fiber node may include multiple CMCs 521. Each
CMC 521 may include an EQAM module 522. The EQAM
module 522 1s an EQAM device.

The EQAM module 522 and the front-end device 510
may be connected using a digital fiber. The EQAM control-
ler 511 of the front-end device 510 may manage the EQAM
module 522 of the fiber node 520. The following details an
embodiment of how the EQAM controller 511 manages the
EQAM module 522.

Optionally, 1n another embodiment, the EQAM controller
511 may obtamn a second correspondence between the
EQAM controller 511 and at least one EQAM module 522
corresponding to at least one CMC 3521, and enable, accord-
ing to the second correspondence, the EQAM controller 511
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and the at least one EQAM module 522 to perform com-
munication according to a resource management protocol.

Optionally, 1n another embodiment, the EQAM controller
511 may include a logical EQAM module (not shown)
obtained after the at least one EQAM module 522 1s simu-
lated, the logical EQAM module includes at least one logical
port ID, and the second correspondence includes a one-to-
one correspondence between the at least one logical port 1D
and at least one physical port ID corresponding to the at least

one EQAM module 522.
Optionally, 1n another embodiment, a resource manage-

—

ment protocol mcludes an ERMI protocol, and the ERMI
protocol includes an ERMI-1 registration protocol, an
ERMI-2 control protocol, and an ERMI-3 control protocol.
The ERMI-1 registration protocol 1s used for a service
management platform to register at least one EQAM module
522 using the EQAM controller 511, the ERMI-2 control
protocol 1s used for the service management platform to
control the at least one EQAM module 522 using the EQAM
controller 511, and the ERMI-3 control protocol 1s used for

the service management platform to control, using the
EQAM controller 511, at least one DOCSIS module (not
shown) corresponding to the at least one CMC 321.

With reference to FIG. 6, the following details a process
in which a controller implements protocol proxy.

FIG. 6 1s a schematic block diagram of EQAM manage-
ment according to another embodiment of the present dis-
closure. As shown 1n FIG. 6, an ERM 610, a controller 620,
and a CMC 630 are mcluded. The CMC 630 includes a
DOCSIS front-end module 631 and an EQAM module 632.

It should be understood that another device may be
included in FIG. 6. For ease of understanding and descrip-
tion, only devices related to the present disclosure are
described 1in this embodiment of the present disclosure.
Although only one CMC 630 1s shown 1n FIG. 6, at least one
CMC 630 may be included in this embodiment of the present
disclosure. For ease of description, only one CMC 630 1s
described in the present disclosure.

The controller 620 may simulate multiple EQAM mod-
ules 632 corresponding to multiple CMCs 630 into a logical
EQAM module, and each EQAM module 632 may be
equivalent to a port, or a board, or a remote subrack of the
logical EQAM module. That 1s, the controller 620 may
include a logical function module (not shown), and the
logical tunction module 1s the logical EQAM module.

Further, the controller 620 may control the DOCSIS
front-end module 631 using an ERMI-3, may complete a
registration procedure of the EQAM module 632 using an
ERMI-1, and may further control the EQAM module 632
using an ERMI-2. The controller 620 communicates with the
ERM 610 using the ERMI protocols, that 1s, according to the
ERMI-1, the ERMI-2, and the EMRI-3.

The logical EQAM module may include multiple logical
port IDs, and each logical port ID may be corresponding to
a physical port ID of the EQAM module 632. The logical
EQAM module may further include a management IP
address. Each EQAM module may further include an IP
address.

When registering with the logical EQAM module of the
controller 620, the EQAM module 632 reports its physical
resource to the logical EQAM module using an ERMI-1
update message. The controller 620 may include the
reported physical resource and a correspondence between a
logical port ID and a physical port ID.

A method for implementing protocol proxy by the con-
troller 620 may be as follows.
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The logical EQAM module of the controller 620 receives
a first message sent by the ERM 610 using the ERMI
protocols. The first message includes a first IP address and
an RF port ID. The first IP address may be corresponding to
the management IP address of the logical EQAM module,

and the RF port ID may be corresponding to the logical port
ID of the logical EQAM module.

The logical EQAM module modifies the first IP address in
the first message to an IP address of an EQAM module
whose physical port ID corresponds to the logical port 1D,
and generates a second message.

The logical EQAM module sends the second message to
the EQAM module 632.

FIG. 7 1s a schematic flowchart of a method for managing,
a communications system according to an embodiment of
the present disclosure. The method shown 1n FIG. 7 may be
performed by a controller. The method shown 1n FIG. 7 may
be implemented by the controllers 1n FIG. 2 to FIG. 6. To
avoid repetition, details are not further described herein.

The communications system includes a front-end device
(not shown) and a remote node device (not shown). The
front-end device 1s configured to transmit a service to the
remote node device. The service includes a broadband
access service and a video service. The remote node device
includes at least one CMC, where each of the at least one
CMC 1ncludes a DOCSIS front-end module (not shown) that
supports the broadband access service and an EQAM mod-
ule (not shown) that supports the video service, and the at
least one CMC and the front-end device are connected using
a digital fiber. The front-end device includes a controller.
The method includes the following step.

Step 710: The controller manages the at least one CMC.

According to this embodiment of the present disclosure,
the EQAM module supporting the video service and the
DOCSIS front-end module configured for broadband access
are disposed 1n a same CMC, and the CMC 1s controlled and
managed by a same front-end controller. In this way, no new
interface configuration protocol 1s needed between the
EQAM module and the remote node, no clock synchroni-
zation 1s needed, and remote control and management 1s
avoided. Therefore, complexity of network deployment can
be reduced according to the present disclosure.

Optionally, 1n another embodiment, the communications
system further includes a service management platform (not
shown) that manages the at least one CMC according to the
controller. In step 710, the controller may implement a
conversion function for an interface configuration protocol
between the service management platform and the at least
one CMC, and implement a proxy function for a resource
management protocol between the service management plat-
form and the EQAM module.

Optionally, 1n another embodiment, 1n a process 1n which
the controller implements the conversion function for the
interface configuration protocol between the service man-
agement platform and the at least one CMC 1 step 710, the
controller may obtain a first correspondence between the
controller and the at least one CMC, and convert, according
to the first correspondence, a first interface configuration
protocol between the service management platform and the
controller into a second interface configuration protocol
between the controller and the at least one CMC.

Optionally, 1n another embodiment, in a process 1n which
the controller implements the proxy Ifunction for the
resource management protocol between the service manage-
ment platform and the EQAM module 1 step 710, the
controller may obtain a second correspondence between the
controller and at least one EQAM module corresponding to
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the at least one CMC, and enable, according to the second
correspondence, the controller and the at least one EQAM
module to perform communication according to the resource
management protocol.

Optionally, 1n another embodiment, the resource manage-
ment protocol includes an ERMI protocol, and the ERMI
protocol includes an ERMI-1 registration protocol, an
ERMI-2 control protocol, and an ERMI-3 control protocol.
The ERMI-1 registration protocol 1s used for the service
management platform to register the at least one EQAM
module using the controller, the ERMI-2 control protocol 1s
used for the service management platform to control the at
least one EQAM module using the controller, and the
ERMI-3 control protocol 1s used for the service management
platiorm to control, using the controller, at least one DOC-
SIS module corresponding to the at least one CMC.

Optionally, 1n another embodiment, the controller may
include a logical CMC obtained after the at least one CMC
1s simulated, the logical CMC may include at least one
logical port ID, and the first correspondence may include a
one-to-one correspondence between the at least one logical
port ID and at least one physical port ID corresponding to
the at least one CMC.

Optionally, 1n another embodiment, the controller may
include a logical EQAM module obtained after the at least
one EQAM module 1s simulated, the logical EQAM module
may include at least one logical port ID, and the second
correspondence may include a one-to-one correspondence
between the at least one logical port ID and at least one
physical port ID corresponding to the at least one EQAM
module.

FIG. 8 1s a schematic flowchart of a process for managing
a communications system according to an embodiment of
the present disclosure. The process shown in FIG. 8 may be
performed by a controller. The process shown 1n FIG. 8 may
be described with reference to the schematic block diagrams
in FIG. 4 and FIG. 6.

Step 801: Simulate multiple CMCs 1nto a logical CMC.

The logical CMC i1s equivalent to a CCAP device, and the
CCAP device includes a CMTS module and an EQAM
module. Each CMC may be equivalent to a port, or a board,
or a remote subrack.

Further, the logical CMC may include multiple logical
port IDs, and each logical port ID may be corresponding to
a physical port ID of a CMC.

Step 802: Implement protocol conversion between a ser-
vice management platform and a CMC.

In FIG. 4, further, when the first interface configuration
protocol between the OSS/NMS 410 and the controller 420
1s different from the second interface configuration protocol
between the controller 420 and the CMC 430, the method for
performing protocol conversion by the controller may be as
follows.

The controller 420 receives a first message sent by the
OSS/NMS 410 according to the first interface configuration
protocol. The first message includes an IP address of the
controller 420.

The controller 420 parses the first message according to
the second interface configuration protocol, and generates a
second message. The second message includes an IP address
of the CMC 430.

The controller 420 sends the second message to the CMC
430.

It should be understood that the parsing procedure may be
performed by the controller 420 according to a correspon-
dence between the logical port ID of the logical CMC 421
and the physical port ID of the CMC 430. For example, the




Us 10,374,711 B2

15

controller 420 may determine a physical port ID of a
corresponding CMC 430 according to a logical port ID
carried 1n the first message, and will generate a second

message that carries an IP address corresponding to the
physical port ID of the CMC 430.

EQAM modules mto a logi-

Step 803: Simulate multiple
cal EQAM module.

With reference to FIG. 6, the controller 620 may simulate
the multiple EQAM modules 632 corresponding to the
multiple CMCs 630 into a logical EQAM module, and each
EQAM module 632 may be equivalent to a port, or a board,
or a remote subrack of the logical EQAM module. That 1s,
the controller 620 may include a logical function module,
and the logical function module 1s the logical EQAM
module.

Step 804: Implement protocol proxy between the service
management platform and the CMC.

With reference to FIG. 6, the controller 620 may control
the DOCSIS front-end module 631 using the ERMI-3, may

complete the registration procedure of the EQAM module
632 using the ERMI-1, and may further control the EQAM
module 632 using the ERMI-2. The controller 620 commu-
nicates with the ERM 610 using the ERMI protocols, that 1s,
according to the ERMI-1, the ERMI-2, and the EMRI-3.

Further, the logical EQAM module may include multiple
logical port IDs, and each logical port ID may be corre-
sponding to a physical port ID of the EQAM module 632.
The logical EQAM module may further include a manage-
ment IP address. Each EQAM module 632 may further

include an IP address.

When registering with the logical EQAM module of the
controller 620, the EQAM module 632 reports 1ts physical
resource to the logical EQAM module using an ERMI-1
update message. The controller 620 may include the

reported physical resource and a correspondence between a
logical port ID and a physical port ID.

A method for implementing protocol proxy by the con-
troller 620 may be as follows.

The logical EQAM module of the controller 620 receives
a lirst message sent by the ERM 610 using the ERMI
protocol. The first message includes a first IP address and an
RF port ID. The first IP address may be corresponding to the
management IP address of the logical EQAM module, and
the RF port ID may be corresponding to the logical port ID.

The logical EQAM module modifies the first IP address in
the first message to an IP address of an EQAM module
whose physical port ID corresponds to the logical port 1D,

and generates a second message.

The logical EQAM module sends the second message to
the EQAM module 632.

FIG. 9 1s a schematic block diagram of a controller 90
according to an embodiment of the present disclosure. As
shown 1n FIG. 9, a communications system in which the
controller 90 1s located includes a front-end device (not
shown) and a remote node device (not shown). The front-
end device 1s configured to transmit a service to the remote
node device. The service includes a broadband access ser-
vice and a video service. The remote node device includes
at least one CMC (not shown), where each of the at least one
CMC includes a DOCSIS front-end module (not shown) that
supports the broadband access service and an EQAM mod-
ule (not shown) that supports the video service, and the at
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least one CMC and the front-end device are connected using
a digital fiber. The controller 90 includes a management unit

91.

The management unit 91 manages the at least one CMC.

According to this embodiment of the present disclosure,
the EQAM module supporting the video service and the
DOCSIS front-end module configured for broadband access
are disposed 1n a same CMC, and the CMC 1s controlled and
managed by a same front-end controller. In this way, no new
interface configuration protocol 1s needed between the
EQAM module and the remote node, no clock synchroni-
zation 1s needed, and remote control and management 1s
avoilded. Therefore, complexity of network deployment can
be reduced according to the present disclosure.

Optionally, 1n another embodiment, the communications
system further includes a service management platform (not
shown) that manages the at least one CMC according to the
controller 90. The management unit 91 may implement a
conversion function for an interface configuration protocol
between the service management platform and the at least
one CMC, and implement a proxy function for a resource
management protocol between the service management plat-
form and the EQAM module.

Optionally, 1n another embodiment, the management unit
91 may obtain a first correspondence between the controller
and the at least one CMC, and convert, according to the first
correspondence, a {irst interface configuration protocol
between the service management platform and the controller
90 mto a second interface configuration protocol between
the controller 90 and the at least one CMC.

Optionally, 1n another embodiment, the management unit
91 may obtain a second correspondence between the con-
troller 90 and at least one EQAM module corresponding to
the at least one CMC, and enable, according to the second
correspondence, the controller 90 and the at least one
EQAM module to perform communication according to the
resource management protocol.

Optionally, 1n another embodiment, the resource manage-

ment protocol mcludes an ERMI protocol, and the ERMI
-1 registration protocol, an

protocol 1includes an ERMI
ERMI-2 control protocol, and an ERMI-3 control protocol.
The ERMI-1 registration protocol 1s used for the service
management platform to register the at least one EQAM
module using the controller 90, the ERMI-2 control protocol
1s used for the service management platform to control the
at least one EQAM module using the controller 90, and the
ERMI-3 control protocol 1s used for the service management
platform to control, using the controller 90, at least one
DOCSIS module corresponding to the at least one CMC.

Optionally, 1n another embodiment, the management unit
91 may include a logical CMC obtained after the at least one
CMC 1s simulated, the logical CMC 1includes at least one
logical port ID, and the first correspondence may include a
one-to-one correspondence between the at least one logical
port ID and at least one physical port ID corresponding to
the at least one CMC.

Optionally, 1n another embodiment, the management unit
91 may include a logical EQAM module obtained after at
least one EQAM module 1s simulated, the logical EQAM
module includes at least one logical port 1D, and the second
correspondence 1ncludes a one-to-one correspondence
between the at least one logical port ID and at least one
physical port ID corresponding to the at least one EQAM
module.

Optionally, 1n another embodiment, each CMC further

includes an R-OOB module and a PNM module.
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FIG. 10 1s a schematic block diagram of a controller 100
according to another embodiment of the present disclosure.
The controller 100 1n FIG. 10 may be configured to imple-
ment steps and methods 1n the foregoing method embodi-
ments. The controller 100 1n FIG. 10 includes a processor
101 and a memory 102. The processor 101 and the memory
102 are connected using a bus system 109.

The processor 101 controls operations of the controller
100. The memory 102 may include a read-only memory
(ROM) and a random access memory (RAM), and provides
istructions and data for the processor 101. A part of the
memory 102 may further include a non-volatile RAM
(NVRAM). Components 1n the controller 100 are coupled
together using the bus system 109. The bus system 109
includes not only a data bus, but also a power supply bus, a
control bus, and a status signal bus. However, for clear
description, various buses are denoted by the bus system 109
in the diagram.

The processor 101 may be an integrated circuit chip with
a signal processing capability. The foregoing processor 101
may be a general purpose processor, a digital signal proces-
sor (DSP), an application-specific imntegrated circuit (ASIC),
a field-programmable gate array (FPGA) or another pro-
grammable logic device, a discrete gate or transistor logic
device, or a discrete hardware component, and may imple-
ment or execute methods, steps and logical block diagrams
disclosed 1n the embodiments of the present disclosure. The
general purpose processor may be a microprocessor, or the
processor 101 may be any conventional processor or the
like. The processor 101 reads information in the memory
102 and controls each component of the controller 100 1n
combination with hardware of the processor 101.

The method 1 FIG. 7 may be implemented 1n the con-
troller 100 1n FIG. 10. To avoid repetition, details are not
turther described.

The communications system includes a front-end device
(not shown) and a remote node device (not shown). The
front-end device 1s configured to transmit a service to the
remote node device. The service includes a broadband
access service and a video service. The remote node device
includes at least one CMC (not shown), where each of the
at least one CMC includes a DOCSIS front-end module (not
shown) that supports the broadband access service and an
EQAM module (not shown) that supports the video service,
and the at least one CMC and the front-end device are
connected using a digital fiber. The {front-end device
includes the controller 100.

Further, under control of the processor 101, the controller
100 completes the operation of managing the at least one
CMC.

According to this embodiment of the present disclosure,
the EQAM module supporting the video service and the
DOCSIS front-end module configured for broadband access
are disposed 1n a same CMC, and the CMC 1s controlled and
managed by a same front-end controller 100. In this way, no
new 1nterface configuration protocol 1s needed between the
EQAM module and the remote node, no clock synchroni-
zation 1s needed, and remote control and management is
avoided. Therefore, complexity of network deployment can
be reduced according to the present disclosure.

Optionally, 1n another embodiment, the processor 101
may implement a conversion function for an interface con-
figuration protocol between the service management plat-
form and the at least one CMC, and implement a proxy
function for a resource management protocol between the
service management platform and the EQAM module.
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Optionally, 1n another embodiment, the processor 101
may obtain a {first correspondence between the controller
100 and the at least one CMC, and convert, according to the
first correspondence, a first interface configuration protocol
between the service management platform and the controller
100 into a second interface configuration protocol between
the controller 100 and the at least one CMC.

Optionally, 1n another embodiment, a processor 101 may
obtain a second correspondence between the controller 100
and at least one EQAM module corresponding to the at least
one CMC, and enable, according to the second correspon-
dence, the controller 100 and the at least one EQAM module
to perform communication according to a resource manage-
ment protocol.

Optionally, in another embodiment, the resource manage-

ment protocol ncludes an ERMI protocol, and the ERMI
an

protocol includes an ERMI-1 registration protocol,
ERMI-2 control protocol, and an ERMI-3 control protocol.
The ERMI-1 registration protocol 1s used for the service
management platform to register the at least one EQAM
module using the controller 100, the ERMI-2 control pro-
tocol 1s used for the service management platform to control
the at least one EQAM module using the controller 100, and
the ERMI-3 control protocol 1s used for the service man-
agement platform to control, using the controller 100, at
least one DOCSIS module corresponding to the at least one
CMC.

Optionally, 1n another embodiment, the controller 100
includes a logical CMC obtained after the at least one CMC
1s simulated, the logical CMC 1ncludes at least one logical
port ID, and the first correspondence may include a one-to-
one correspondence between the at least one logical port ID
and at least one physical port ID corresponding to the at least
one CMC.

Optionally, 1n another embodiment, the controller 100
includes a logical EQAM module obtained aiter the at least
one EQAM module 1s stmulated, the logical EQAM module
includes at least one logical port 1D, and the second corre-
spondence 1ncludes a one-to-one correspondence between
the at least one logical port ID and at least one physical port
ID corresponding to the at least one EQAM module.

Optionally, 1n another embodiment, each CMC fturther
includes an R-OOB module and a PNM module.

It should be understood that “an embodiment” mentioned
in the whole specification does not mean that particular
features, structures, or characteristics related to the embodi-
ment are included 1n at least one embodiment of the present
disclosure. Therefore, “in an embodiment” appearing
throughout the specification does not refer to a same
embodiment. In addition, these particular features, struc-
tures, or characteristics may be combined 1n one or more
embodiments using any appropriate manner. Sequence num-
bers of the foregoing processes do not mean execution
sequences 1n various embodiments of the present disclosure.
The execution sequences ol the processes should be deter-
mined according to functions and internal logic of the
processes, and should not be construed as any limitation on
the 1mplementation processes of the embodiments of the
present disclosure.

In addition, the terms “system”™ and “network™ may be
used interchangeably in this specification. The term “and/or”
in this specification describes only an association relation-
ship for describing associated objects and represents that
three relationships may exist. For example, A and/or B may
represent the following three cases: only A exists, both A and
B exist, and only B exists. In addition, the character “/” 1n
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this specification generally indicates an “or” relationship
between the associated objects.

It should be understood that in the embodiments of the
present disclosure, “B corresponding to A’ indicates that B
1s associated with A, and B may be determined according to
A. However, 1t should further be understood that determin-
ing B according to A does not mean that B 1s determined
according to A only, that 1s, B may also be determined
according to A and/or other information.

A person of ordinary skill in the art may be aware that, 1n
combination with the examples described in the embodi-
ments disclosed 1n this specification, units and algorithm
steps may be implemented by electronic hardware, computer
soltware, or a combination thereof. To clearly describe the
interchangeability between the hardware and the software,
the foregoing has generally described compositions and
steps of each example according to functions. Whether the
functions are performed by hardware or software depends on
particular applications and design constraint conditions of
the technical solutions. A person skilled in the art may use
different methods to implement the described functions for
cach particular application, but 1t should not be considered
that the implementation goes beyond the scope of the
present disclosure.

It may be clearly understood by a person skilled 1n the art
that, for the purpose of convement and brietf description, for
a detailed working process of the foregoing system, appa-
ratus, and unit, reference may be made to a corresponding
process 1n the foregoing method embodiments, and details
are not described herein again.

In the several embodiments provided 1n the present appli-
cation, 1t should be understood that the disclosed system,
apparatus, and method may be implemented in other man-
ners. For example, the described apparatus embodiment 1s
only an example. For example, the unit division 1s merely
logical function division and may be other division in actual
implementation. For example, a plurality of units or com-
ponents may be combined or integrated into another system,
or some features may be i1gnored or not performed. In
addition, the displayed or discussed mutual couplings or
direct couplings or communication connections may be
indirect couplings or communication connections between
some interfaces, apparatuses, and units, or may be 1mple-
mented 1n electronic, mechanical, or other forms.

The units described as separate parts may or may not be
physically separate, and parts displayed as units may or may
not be physical units, may be located 1n one position, or may
be distributed on a plurality of network units. A part or all
of the units may be selected according to actual needs to
achieve the objectives of the solutions of the embodiments
of the present disclosure.

In addition, functional units 1n the embodiments of the
present disclosure may be integrated into one processing
unit, or each of the units may exist alone physically, or two
or more units are integrated into one unit. The mtegrated unit
may be immplemented 1n a form of hardware, or may be
implemented 1n a form of a soiftware functional unait.

With descriptions of the foregoing embodiments, a person
skilled 1n the art may clearly understand that the present
disclosure may be implemented by hardware, firmware or a
combination thereof. When the present disclosure 1s imple-
mented by software, the foregoing functions may be stored
in a computer-readable medium or transmitted as one or
more 1structions or code 1n the computer-readable medium.
The computer-readable medium 1ncludes a computer storage
medium and a communications medium. The communica-
tions medium 1ncludes any medium that enables a computer
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program to be transmitted from one place to another. The
storage medium may be any available medium accessible to
a computer. The following provides an example but does not
impose a limitation The computer-readable medium may
include a RAM, a ROM, an electrically erasable program-
mable ROM (EEPROM), a compact disc ROM (CD-ROM),

or another optical disc storage or disk storage medium, or
another magnetic storage device, or any other medium that
can carry or store expected program code 1n a form of an
istruction or a data structure and can be accessed by a
computer. In addition, any connection may be appropnately
defined as a computer-readable medium. For example, 1f
software 1s transmitted from a website, a server or another
remote source using a coaxial cable, an optical fiber/cable,
a twisted pair, a digital subscriber line (DSL) or wireless
technologies such as infrared ray, radio and microwave, the
coaxial cable, optical fiber/cable, twisted pair, DSL or wire-
less technologies such as inirared ray, radio and microwave
are included 1n fixation of a medium to which they belong.
For example, a disk and disc used by the present disclosure

includes a compact disc (CD), a laser disc, an optical disc,
a digital versatile disc (DVD), a FLOPPY DISK and a

BLU-RAY DISC. The disk generally copies data by a
magnetic means, and the disc copies data optically by a laser
means. The foregoing combination should also be 1included
in the protection scope of the computer-readable medium.

In summary, what 1s described above 1s merely example
embodiments of the technical solutions of the present dis-
closure, but 1s not intended to limit the protection scope of
the present disclosure. Any modification, equivalent replace-
ment, or improvement made without departing from the
spirit and principle of the present disclosure shall fall within
the protection scope of the present disclosure.

What 1s claimed 1s:

1. A communications system, comprising:

a front-end device;

a remote node device coupled to the front-end device; and

a service management platform coupled to the remote

node,

wherein the front-end device 1s configured to:

manage the remote node device; and

transmit a service to the remote node device, and

wherein the service comprises a broadband access
service and a video service, wherein the remote node
device comprises at least one coaxial media con-
verter (CMC), wherein each of the at least one CMC
COMprises:

a data over cable service interface specification (DOC-
SIS) front-end device supporting the broadband
access service;

an edge quadrature amplitude modulation (EQAM)
device supporting the video service;

a remote out of band (R-OOB) device; and

a proactive network maintenance (PNM) device,

wherein the at least one CMC and the front-end device are

coupled using a digital fiber, and

wherein the front-end device comprises a controller con-

figured to manage the at least one CMC.

2. The communications system of claim 1, further com-
prising a service management platform configured to man-
age the at least one CMC according to the controller, and
wherein the controller 1s further configured to:

implement a conversion function for an interface configu-

ration protocol between the service management plat-

form and the at least one CMC; and
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implement a proxy function for a resource management
protocol between the service management platiorm and
the EQAM device.

3. The communications system of claim 1, wherein the
controller 1s further configured to:

obtain a {irst correspondence between the controller and

the at least one CMC; and

convert, according to the first correspondence, a first

interface configuration protocol between the service
management platform and the controller into a second
interface configuration protocol between the controller
and the at least one CMC.

4. The communications system of claim 1, wherein the
controller 1s further configured to:

obtain a second correspondence between the controller

and at least one EQAM device corresponding to the at
least one CMC; and

enable, according to the second correspondence, the con-

troller and the at least one EQAM device to perform
communication according to the resource management
protocol.

5. The communications system of claim 4, wherein the
resource management protocol comprises an edge resource
management interface (ERMI) protocol, wherein the ERMI
protocol comprises an ERMI-1 registration protocol, an
ERMI-2 control protocol, and an ERMI-3 control protocol,
wherein the ERMI-1 registration protocol 1s used for the
service management platform to register the at least one
EQAM device using the controller, wherein the ERMI-2
control protocol 1s used for the service management plat-
form to control the at least one EQAM device using the
controller, and wherein the ERMI-3 control protocol 1s used
for the service management platform to control, using the
controller, at least one DOCSIS front-end device corre-
sponding to the at least one CMC.

6. The communications system of claim 3, wherein the
controller comprises a logical CMC obtained after the at
least one CMC 1s simulated, wherein the logical CMC
comprises at least one logical port identity (ID), and wherein
the first correspondence comprises a one-to-one correspon-
dence between the at least one logical port ID and at least
one physical port ID corresponding to the at least one CMC.

7. The communications system of claim 4, wherein the
controller comprises a logical EQAM device obtained after
the at least one EQAM device 1s simulated, wherein the
logical EQAM device comprises at least one logical port
identity (ID), and wherein the second correspondence com-
prises a one-to-one correspondence between the at least one
logical port ID and at least one physical port ID correspond-
ing to the at least one EQAM device.

8. A method, comprising:

managing a communications system comprising a front-

end device, a remote node device, and a service man-
agement platform, wherein the front-end device 1s
configured to manage the remote node device and
transmit a service to the remote node device, wherein
the service comprises a broadband access service and a
video service, wherein the remote node device com-
prises at least one coaxial media converter (CMC),
wherein each of the at least one CMC comprises a data
over cable service interface specification (DOCSIS)
front-end device supporting the broadband access ser-
vice and an edge quadrature amplitude modulation
(EQAM) device supporting the video service, wherein
the at least one CMC and the front-end device are
connected using a digital fiber, and wherein the front-
end device comprises a controller; and
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managing, by the service management platform according
to the controller, the at least one CMC, wherein man-
aging the at least one CMC comprises:
implementing a conversion function for an interface
configuration protocol between the service manage-
ment platform and the at least one CMC; and
implementing a proxy function for a resource manage-
ment protocol between the service management plat-

form and the EQAM device.

9. The method of claim 8, wherein 1mplementing the
conversion function comprises:

obtaining a first correspondence between the controller

and the at least one CMC; and

converting, according to the first correspondence, a first

interface configuration protocol between the service
management platform and the controller into a second
interface configuration protocol between the controller
and the at least one CMC.

10. The method of claim 8, wherein implementing the
proxy function comprises:

obtaining a second correspondence between the controller

and at least one EQAM device corresponding to the at
least one CMC; and

enabling, according to the second correspondence, the

controller and the at least one EQAM device to perform
communication according to the resource management
protocol.

11. The method of claim 10, wherein the resource man-
agement protocol comprises an edge resource management
interface (ERMI) protocol, wherein the ERMI protocol
comprises an ERMI-1 registration protocol, an ERMI-2
control protocol, and an ERMI-3 control protocol, wherein
the ERMI-1 registration protocol 1s used for the service
management platform to register the at least one EQAM
device using the controller, wherein the ERMI-2 control
protocol 1s used for the service management platform to
control the at least one EQAM device using the controller,
and wherein the ERMI-3 control protocol 1s used for the
service management platform to control, using the control-
ler, at least one DOCSIS front-end device corresponding to
the at least one CMC.

12. The method of claim 9, wherein the controller com-
prises a logical CMC obtained aiter the at least one CMC 1s
simulated, wherein the logical CMC comprises at least one
logical port identity (ID), and wherein the first correspon-

dence comprises a one-to-one correspondence between the
at least one logical port ID and at least one physical port 1D
corresponding to the at least one CMC.

13. The method of claim 10, wherein the controller
comprises a logical EQAM device obtained after the at least
one EQAM processor 1s simulated, wherein the logical
EQAM device comprises at least one logical port identity
(ID), and wherein the second correspondence comprises a
one-to-one correspondence between the at least one logical
port ID and at least one physical port ID corresponding to
the at least one EQAM device.

14. A controller, comprising:

a memory comprising instructions; and

a processor coupled to the memory,

wherein a communications system 1n which the controller

1s located comprises a front-end device, a remote node

device, and a service management platform,
wherein the controller belongs to the front-end device,
wherein the instructions cause the processor to be con-
figured to control the service management platform,
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wherein the instructions cause the processor to be con-
figured to manage at least one coaxial media converter
(CMC) at least 1n part by causing the processor to be

configured to:

implement a conversion function for an interface con-
figuration protocol between the service management
platform and the at least one CMC; and

implement a proxy function for a resource management
protocol between the service management platform

and an edge quadrature amplitude modulation 10

(EQAM) device supporting a video service,

wherein the front-end device 1s configured to manage the
remote node device and transmit a service to the remote
node device,

wherein the service comprises a broadband access service
and the video service,

wherein the remote node device comprises at least one
CMC,

wherein each of the at least one CMC comprises a data
over cable service interface specification (DOCSIS)
front-end device supporting the broadband access ser-
vice and the EQAM device, and

wherein the at least one CMC and the front-end device are
coupled using a digital fiber.

15. The controller of claim 14, wherein the instructions

turther cause the processor to be configured to:
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obtain a first correspondence between the controller and
the at least one CMC; and

convert, according to the first correspondence, a first
interface configuration protocol between the service
management platform and the controller into a second
interface configuration protocol between the controller

and the at least one CMC.

16. The controller of claim 14, wherein the instructions
further cause the processor to be configured to:

obtain a second correspondence between the controller

and at least one EQAM device corresponding to the at
least one CMC:; and

enable, according to the second correspondence, the con-

troller and the at least one EQAM device to perform
communication according to the resource management
protocol.

17. The controller of claim 15, wherein the instructions
further cause the processor to be configured to obtain a
logical CMC after the at least one CMC 1s simulated,
wherein the logical CMC comprises at least one logical port
identity (ID), and wherein the first correspondence com-
prises a one-to-one correspondence between the at least one
logical port ID and at least one physical port ID correspond-
ing to the at least one CMC.
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