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(57) ABSTRACT

A data storage device comprises a nonvolatile semiconduc-
tor storage array containing data, a controller 1n communi-
cation with the nonvolatile semiconductor storage array, and
a bufler containing RAID units, the RAID units being 1n
communication with the nonvolatile semiconductor storage
array via the controller. The controller 1s configured to
receive write requests from a host device, and accumulate
first data relating to the write requests 1n the RAID umits. The
controller 1s also configured to, concurrently, transier the
first data contained in the RAID units to the nonvolatile
semiconductor storage array, calculate parity values of the
first data contained in the RAID units, each parity value
relating to each write request, and accumulate the parity
values 1n a context identifier butler. The controller 1s further
configured to associate context identifiers with the parity

values, and store the parity values and the context identifiers
in the nonvolatile semiconductor storage array.
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ON THE FLY RAID PARITY CALCULATION

FIELD OF THE INVENTION

The present disclosure relates to solid-state drives and
methods that perform on the fly parity calculation to
improve the efliciency of the drive.

BACKGROUND

A solid-state drive (SSD) generally has faster perfor-
mance, 1s more compact, and 1s less sensitive to vibration or
physical shock than a conventional magnetic disk drive.
(Given these advantages, SSDs are being used in more and
more computing devices and other consumer products in
lieu of or 1n addition to magnetic disk drives, even though
the cost-per-gigabyte storage capacity of SSDs 1s signifi-
cantly higher than that of magnetic disk drives.

Data 1s stored i SSDs 1n many ways to optimize the
quality of data during read and write cycles. RAID (redun-
dant array of independent disks) 1s one example of a data
storage virtualization technology that combines multiple
SSD components 1nto a single logical unit for the purposes
of data redundancy, performance improvement, or both.
Data 1s distributed across the SSDs according to several
distribution layouts, known as RAID levels, depending on
the required level of data redundancy and desired perior-
mance. RAID levels are numbered and currently range from
RAID O to RAID 6, each of which provide a different
balance amongst the key objectives of data storage in
SSDs—reliability, availability, performance and capacity.
RAID levels greater than RAID 0 provide protection against
unrecoverable sector read errors, as well as against failures
of whole physical drives.

RAID technology may also be deployed within an SSD,
where an SSD controller may assume the additional role of
a RAID controller and distribute data across multiple non-
volatile memory devices within the SSD 1n the same way
that RAID may be deployed across multiple SSDs. In this
case, RAID provides protection against failures of indi-
vidual memory devices or unrecoverable memory device
errors when memory device error rates exceed the error
correcting capability of SSD controller error correcting
codes (ECC).

Of the several RAID levels available, the RAID 5 distri-
bution layout 1s well suited for SSDs for optimal data
retention during read and write operations. This 1s because
the RAID 5 distribution layout incorporates parity informa-
tion that 1s distributed amongst all the drives. In the same
way, with RAID deployed within an SSD, RAID 5 data with
parity information 1s written 1n stripes and distributed across
a set of memory devices. With NAND flash non-volatile
memory devices, data 1s also written with ECC parity
information which 1s used to detect and correct NAND flash
memory read and write errors and generally utilizes parity
bits generated from error correcting codes (ECC) embedded
in data transmitted from the SSD controller to the NAND
flash memory device. Upon failure of a single device, lost
data can be recovered using the distributed data and parity
of the RAID stripe, via the Boolean operation XOR with
data stored in the remaining memory devices, thereby facili-
tating subsequent read cycles without any loss of data. Other
RAID distributions may also be employed within SSDs to
meet specified requirements.

RAID data distribution layouts currently used within
SSDs employ synchronous data activity where read and
write requests obtained from a hosts are processed sequen-
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tially. Such synchronous activity involves the read of all data
stored 1n a bufler in order to generate parity information or
reconstruct data after unrecoverable errors, which may be
time consuming and which would unnecessarily add stress
to the memory controller of an SSD. In view of this, there
remains a long felt need for optimized data read and write
operations performed by a RAID enabled SSD controller
which 1s less taxing on the SSD controller.

SUMMARY OF INVENTION

The present disclosure relates to a data storage device
comprising a nonvolatile semiconductor storage array con-
taining data, a controller in commumnication with the non-
volatile semiconductor storage array, and a buller containing
RAID units, the RAID units being in communication with
the nonvolatile semiconductor storage array via the control-
ler. The controller 1s configured to receive write requests
from a host device, and accumulate first data relating to the
write requests in the RAID umts. The controller 1s also
configured to concurrently (1) transfer the first data con-
tained 1n the RAID units to the nonvolatile semiconductor
storage array, (1) calculate parity values of the first data
contained in the RAID umits, each parity value relating to
cach write request, (111) accumulate the parity values 1n a
context identifier bufler, (1v) associate context identifiers
with the parity values, and (v) store the parity values and the
context 1dentifiers 1n the nonvolatile semiconductor storage
array.

In certain implementations, the first data comprises first
data pages that are divided into first data parts. In other
implementations, the parity values are calculated using the
first data parts. In some 1mplementations, the context 1den-
tifier builer calculates the parity values using the same first
data parts of all the first data pages. In certain implementa-
tions, the parity value 1s calculated by performing a logical
XOR operation using the same first data parts of all the first
data pages contained 1n the context identifier bufler. In other
implementations, the controller 1s further configured to
allocate an 1dentifier to the first data contained in each RAID
umt. In some implementations, the identifiers comprise at
least one of: a final flag, a page bitmap and an ofiset bitmap.
In certain implementations, the first data in each RAID unait
1s stored with the 1dentifier in the nonvolatile semiconductor
storage array. In other implementations, the bufler 1s a
DRAM bufler. In some implementations, the RAID units are
implemented as RAID 5.

The present disclosure also relates to a data storage device
comprising a nonvolatile semiconductor storage array con-
taining first data, a controller in communication with the
nonvolatile semiconductor storage array, and a bufler con-
taining RAID units, the RAID units being in communication
with the nonvolatile semiconductor storage array via the
controller. The controller 1s configured to (1) receive a read
request from a host device for a second data stored in the
nonvolatile semiconductor storage array, (1) determine an
identifier associated with the requested second data, (i11)
determine 11 the requested second data contains an unrecov-
erable error, (iv) accumulate first data, including a parity
value, contained in the nonvolatile semiconductor storage
array associated with the same i1dentifier as the requested
second data 1 a reconstruction bufler, 1f the requested
second data contains an unrecoverable error, (v) reconstruct
the requested second data from the accumulated first data
and the parnity value, and (v1) transfer the reconstructed
second data to the host device via the RAID units.
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In certain implementations, the requested second data 1s
reconstructed by performing a logical XOR operation on the
accumulated first data and the parity value. In other 1mple-
mentations, the controller determines the location of the
requested second data in the nonvolatile semiconductor
storage array using a look up table. In some 1implementa-
tions, the bufler 1s a DRAM bufler. In certain implementa-
tions, the RAID units are implemented as RAID 5.

The present disclosure also relates to a method compris-
ing receirving, by a controller in communication with a
nonvolatile semiconductor storage array, a write request
from a host device. The method also includes accumulating
first data related to the write request in RAID units contained
in a builer, the bufler being 1n communication with the
nonvolatile semiconductor storage array via the controller.
Further, the method concurrently (1) transfers the first data
contained 1n the RAID units to the nonvolatile semiconduc-
tor storage array, (11) calculates parity values from the first
data contained in the RAID units, each parity value relating
to each write request, (111) accumulates the parity values in
a context 1dentifier bufler, (1v) associates context identifiers
with the parity values, and (v) stores the parity values and
the context identifiers 1 the nonvolatile semiconductor
storage array.

In certain implementations, the first data comprises first
data pages that are divided into first data parts. In other
implementations, the method further comprises calculating
the parity values using the first data parts. In some 1mple-
mentations, the context identifier builer calculates the parity
values using the same first data parts of all the first data
pages. In certain implementations, the parity value is cal-
culated by performing a logical XOR operation using the
same first data parts of all the first data pages contained 1n
the context identifier bufler. In other implementations, the
method further comprises allocating an 1dentifier to the first
data contained 1n each RAID unait.

The present disclosure also relates to a method compris-
ing receiwving, by a controller in communication with a
nonvolatile semiconductor storage array, a read request from
a host device for second data stored in the nonvolatile
semiconductor storage array. The method also comprises
determining an 1dentifier associated with the requested sec-
ond data, and determining i1f the requested second data
contains an unrecoverable error. The method further com-
prises accumulating first data, including a parity value,
contained in the nonvolatile semiconductor storage array
associated with the same identifier as the requested second
data 1n a reconstruction bufler, 1f the requested second data
contains an unrecoverable error. The method also comprises
reconstructing the requested second data from the accumu-
lated first data and the parity value, and transferring the
reconstructed second data to the host device via the RAID
units.

In certain implementations, the method further comprises
performing a logical XOR operation on the first data and the
parity value. In other implementations, the controller deter-
mines the location of the requested second data in the
nonvolatile semiconductor storage array using a look up
table.

The present disclosure also relates to a non-transitory
computer-readable medium storing instructions that, when
executed by a processor, cause the processor to perform a
method comprising receiving, by a controller in communi-
cation with a nonvolatile semiconductor storage array, a
write request from a host device. The method also comprises
accumulating first data related to the write request in RAID
units contained 1n a bufler, the bufller being in communica-
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tion with the nonvolatile semiconductor storage array via the
controller. The method also concurrently (1) transiers the
first data contained in the RAID units to the nonvolatile
semiconductor storage array, (1) calculates parity values
from the first data contained 1n the RAID units, each parity
value relating to each write request, (111) accumulating the
parity values 1n a context identifier bufler, (iv) associates
context identifiers with the parity values, and (v) stores the
parity values and the context identifiers in the nonvolatile
semiconductor storage array.

The present disclosure also relates to a non-transitory
computer-readable medium storing instructions that, when
executed by a processor, cause the processor to perform a
method comprising receiving, by a controller in communi-
cation with a nonvolatile semiconductor storage array, a read
request from a host device for second data stored in the
nonvolatile semiconductor storage array. The method also
comprises the steps of determining an 1dentifier associated
with the requested second data, and determining 1if the
requested second data contains an unrecoverable error. The
method also comprises accumulating first data, including a
parity value, contained in the nonvolatile semiconductor
storage array associated with the same i1dentifier as the
requested second data in a reconstruction bufler, if the
requested second data contains an unrecoverable error. Fur-
ther, the method comprises the steps of reconstructing the
requested second data from the accumulated first data and
the parity value, and transierring the reconstructed second
data to the host device via the RAID units.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects and advantages will be
apparent upon consideration of the following detailed
description, taken in conjunction with the accompanying
drawings, 1n which like reference characters refer to like
parts throughout, and in which:

FIG. 1 shows a schematic representation of a solid-state
drive (SSD), according to one or more embodiments of the
present disclosure;

FIG. 2A illustrates a technique of writing data from a host
device to the SSD of FIG. 1, according to an embodiment of
the present disclosure;

FIG. 2B 1llustrates an exemplary calculation of the parity

bufler when writing data, according to an embodiment of the

present disclosure;

FIG. 3Aillustrates a techmique of reading data back to the
host device from the SSD in FIG. 1 where no error i1s
detected, according to an embodiment of the present disclo-
Sure;

FIG. 3B 1llustrates a techmique of reading data back to the
host device from the SSD 1n FIG. 1 where an unrecoverable
error 1s detected, according to an embodiment of the present
disclosure:

FIG. 3C illustrates a technmique of reading data back to the
host device from the SSD 1n FIG. 1 where an unrecoverable
error 1s detected and the controller has initiated a RAID
recovery process, according to an embodiment of the present
disclosure;

FIGS. 4A-4F 1illustrate the various stages of data recovery
during the read process of FIG. 3C, according to an embodi-
ment of the present disclosure;

FIG. 5A 1s a flow diagram of method steps for writing data
to the SSD of FIG. 1 according to an embodiment of the
present disclosure;
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FIG. 5B 1s a flow diagram of method steps for asynchro-
nously reading data from the SSD of FIG. 1 according to an
embodiment of the present disclosure; and

FIG. 6 1illustrates the handling of multiple simultaneous
read/write commands using multiple RAID stripe contexts,
according to an embodiment of the present disclosure.

DETAILED DESCRIPTION

FIG. 1 1s a block diagram of a computing system 100
comprising at least one host 110 1n communication with a
storage device 120. The host 110 1s a computing system that
comprises processors, memory, and other components as are
generally known and 1s not shown 1n FIG. 1 for the sake of
brevity. For example, the host 110 may be a SATA, PCI
Express (PCle) or an NVM Express (NVMe™) host. Stor-
age device 120 provides nonvolatile storage functionality for
use by the host 110. Storage device 120 1s a solid-state drive
(“SSD”), which 1s a nonvolatile storage device that includes
nonvolatile semiconductor-based storage elements (such as
NAND-based flash memory devices) as the storage medium.
Storage device 120 includes a nonvolatile memory (NVM)
controller 130, a DRAM buller 140 and nonvolatile (NV)
semiconductor memory 150. Storage device 120 may also
include other elements not shown, such as volatile memory
for caching and buflering, power supply circuitry (including
circuitry for transferring power to the SSD controller 130,
DRAM bufler 140 and the NV semiconductor memory 150
as well as capacitors for buflering the power supply),
indicator light circuitry, temperature sensors, boot circuitry,
clock circuitry, and other circuitry for assisting with various
functions.

The SSD controller 130 comprises a recerving module
132 for receiving requests (e.g. read and write) from the host
110. The receiving module 132 may be a data transponder,
for example. The controller 130 also comprises a data
re-constructor 134 coupled to an XOR module 1335 for
recovering data lost due to a failure in any of the disks of the
NV memory 150. The data re-constructor 134 may comprise
a processor capable of eflecting logical calculations, for
example. The controller 130 may also comprise a context 1D
bufler 136 and a re-construction ID butler 138 to facilitate
with the data re-construction as will be detailed 1n the
following paragraphs. While the data re-constructor 134,
XOR module 135, context ID bufler and reconstruction 1D
bufler 138 are shown as single units, 1t will be appreciated
that any 1mplementation of the present disclosure may
include a plurality of these modules.

SSD controller 130 receives and processes commands
from the host 110 1n order to perform operations on the
DRAM butler 140 and the NV semiconductor memory 150.
Commands from host 110 include requests to read or write
to locations within the NV semiconductor memory, and
various administrative commands, such as commands for
querying the feature set of storage device 120, commands
for formatting the NV semiconductor memory, commands
for creating and modifying various types of queues, com-
mands for requesting notification of various events, and
vartous other commands. NV semiconductor memory
includes one or more arrays of nonvolatile semiconductor-
based storage elements (such as storage elements 150, 160,
170, 180, 190), some examples of which include nonvolatile
NAND flash memory, nonvolatile NOR flash memory, non-
volatile DRAM based memory (NVDIMM), magnetoresis-
tive and resistive random-access memory (MRAM and
ReRAM), phase change memory (PCM), and other types of
memory. A portion of the DRAM butfler 140 1s used as a
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RAID stripe 146 where volatile memory blocks 141-145 are
allocated to the RAID stripe 146. The memory blocks
141-144 are used to bufter data received from the host 110,
with one memory block 145 being used to store a parity
value Y calculated from the data retrieved from the NV
memory. The DRAM bufler 140 also comprises a RAID
bufler 148 which may hold several RAID stripes each with
memory blocks 141-145 (not shown for clarty).

FIG. 2A 1llustrates a method of writing data to the NV
memory 150 with RAID protection according to an embodi-
ment of the present disclosure. Here a write command 1s
received from the host 110 to the NV memory 150. One or
more such write commands comprise data in the form of
data pages D1-D4 received from the host 110. A write
command may contain data for only one portion of a data
page, or may contain data that spans several data pages. The
write commands may also comprise logical address infor-
mation related to the target NV memory devices 150, 160,
170, 180, 190. A write command 1s receirved by the control-
ler 130 of the SSD 120 via the receiving module 231. The
data pages D1-D4 from one or more write commands are
then buflered in the RAID butler 141-144 within the DRAM
bufler 140, such that data pages D1-D4 are accumulated in
a RAID stripe 146. Each page of data D1-D4 1s buflered by
a page buller specific to each disk of the DRAM butler 140.
Data pages D1-D4 are then stored in DRAM units 141-144
that form the RAID stripe 146. Once the data pages D1-D4
are bullered mto the DRAM 140, the data pages D1-D4 are
read by the controller 130 to be written to the NV memory
devices 150, 160, 170, 180. Note that in FIG. 2A, there are
a plurality of XOR modules 232-235, and a plurality of
context ID buflers 236-239. The controller 130 reads the
data pages D1-D4 in the RAID stripe 146 of the DRAM
buffer 140 and feeds this information into the XOR modules
232-235, as will be explained below.

Each data page D1-D4 comprises several parts. In the
example shown 1n FIG. 2A, data page D1 comprises parts
P1-P4. Similarly, data page D2 comprises parts Q1-Q4, data
page D3 comprises parts R1-R4, and data page D4 com-
prises parts S1-S4. While each page D1-D4 in FIG. 2A
comprises four parts, 1t will be understood that each data
page can comprise a plurality of 2” parts, where n 1s an
integer.

When the controller 130 reads the data pages D1-D4 from
the RAID stripe 146, a new context identifier C_ID 1s
allocated to the information read into each of the XOR
modules 232-235. This C_ID 1s unique to each part of each
data page D1-D4 read from the RAID stripe 146 by the
controller 130. The C_ID 1s linked to the address being used
to reference the data pages D1-D4 in the NV memory
devices 150, 160, 170, 180, 190. Context identifier parity
buflers 236-239 are associated with each XOR module
232-235. Thus, for example, when D1 1s read by the
controller 130, data parts P1-P4 are written to the NVM
device 150. At the same time, data parts P1-P4 that make up
data page D1 are successively read mmto XOR modules
232-235 which performs an XOR operation and outputs a
value mnto a corresponding context ID bufier 236-239. For
example, when D1 1s read by the controller 130, P1 is read
by XOR module 232, P2 1s read by XOR module 233, P3 1s
read by XOR module 234, and P4 1s read by XOR module
235. The buflers 236-239 iitially do not contain any data,
and so when data parts P1-P4 are received by each of the
buflers 236-239, these data parts are deemed the first data in
the bullers 236-239, and so the parity buflers 236-239 are
initialized with the data parts P1-P4. In this example, data
part P1 iitializes parity bufler 236, data part P2 1nitializes
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parity buller 237, data part P3 initializes parity builer 238,
and data part P4 mitializes parity bufler 239. It should be
noted that similar data parts of data pages P, Q, R and S are

received by the same parity bufler, 1.e. P1, Q1, R1 and S1 are
received by panty bufler 236, P2, (02, R2 and S2 are

received by panty bufler 237, P3, Q3, R3 and S3 are
1 by parity bufler 238, and P4, Q4, R4 and S4 are

received
received by parity bufler 239. It should also be noted that

while P1-P4 are described as first received by the buflers

236-239, any of P1-P4, Ql -Q4, R1-R4 and S1-S4 can be
first received by the buflers 236-239. Thus as another
example, data part Q1 nitializes parity builer 236, data part
P1 imitializes parity butler 237, data part S1 initializes parity
bufler 238, and data part P2 initializes parity bufler 239.
Thus while data parts within the same page must be read 1n
sequence, the order or reading the data pages 1s not fixed.

Data pages D1-D4 can be read by the controller 130 in
any order and/or concurrently. Thus while page D1 1s read
as the first data page, as described above, any of the
remaining pages D2-D4 may be read as the first data page by
the controller 130. For example, the data pages may be read
by the controller 130 1n the order D2, D4, D1 and D3. In
another example, the data pages may be read in the order
D4//D2, D3 and D1. While the order 1n which the data pages
D1-D4 are read 1s ol no importance, when any one data page
D1-D4 1s read, the corresponding data parts P1-P4, Q1-0Q4,
R1-R4 and S1-S4 must each be read 1n order. For example,
when data page D1 1s read 1n by the controller 130, P1 must
be read mto XOR module 232 (and subsequently parity
bufler 236), P2 must be ready mto XOR module 233 (and
subsequently parity bufler 237), P3 must be read into XOR
module 234 (and subsequently parity bufler 238), and P4
must be read into XOR module 2335 (and subsequently parity
bufler 239). As a further example, when data page D3 1s
ready in by the controller 130, R1 must be read into XOR
module 232 (and subsequently parity bufler 236), R2 must
be ready mto XOR module 233 (and subsequently parity
buflter 237), R3 must be read mto XOR module 234 (and

subsequently parity builer 238), and R4 must be read into
XOR module 235 (and subsequently parity bufler 239).
Once the parity bullers 236-239 are mitialized with a data
parts P1-P4 from data page D1, as subsequent data pages
D2-D4 are read by the controller 130, their composite data
parts Q1-Q4, R1-R4 and S1-54 are XORed with the contents
of the respectlve parlty butlers 236-239. For example, 11 the
data page D3 1s read 1n by the controller 130, parity bufler
236 will contain P1PR1, parity buffer 237 will contain
P2PR2, parity buffer 238 will contain P3PR3, and parity
buffer 239 will contain P4PR4. As a further example, if the
data page D2 1s read 1n by the controller 130 subsequent to
data pages D1 and D3, parity bufler 236 will contain
P1PR1DQ1, parity buffer 237 will contain P2BR2DQ2,
parity buffer 238 will contain P3¢bR3DQ3, and parity buffer
239 will contain P4DR4DQ4. It will be understood that if
data page D2 only contained parts Q1-Q2 and data page D3
only contains data parts R1-R3, then the parity builer 236
will contain P1€DR1BQ1, parity bufl

er 237 will contain
P2BR2DQ2, parity buffer 238 will contain P3PR3, and
parity builer 239 will contain P4.

After all the data pages D1-D4 are read by the controller
130, the corresponding data parts P1-P4, (Q1-Q4, R1-R4 and
S1-S4 are stored 1n the NV memories 150, 160, 170 and 180
as depicted 1 FIG. 2A. The contents of the parity buflers
236-239 are also stored in NV memory 190. In the case
where data pages D1-D4 each contain four parts of data, the
parity contents of NV  memory 190  are:
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X1=P1DQ1DPRIDSI, X2=P2DQ2PR2PS2,
X3=P3DQ3DRIDS3, and X4=P4DQ4DRIDS4.

FIG. 2B illustrates the state of the panty buflers 236-239
as data 1s read by the controller 130. Belore receiving a write
command from the host 110, the controller 130 1nitializes the
parity builers 236-239 by setting a page bitmap to ‘1’ an
oflset bitmap to ‘0’. For 2” pages of data to be written, the
page and offset bitmaps would each be 2'' bytes long. Thus
for the worked example discussed above, with four pages
D1, D2, D3, D4 of data, the page bitmap would be 1nitialized
at ‘1111’ and the offset bitmap would be initialized at *0000’.
This 1s shown 1n row 250 of the table in FIG. 2B. Each time
the controller 130 reads in data to be written to the NV
memory devices 150, 160, 170, 180, it checks 1f the oflset
bitmap 1s 1nitialized at ‘0000°. If 1t 1s, the controller then
proceeds to initialize the parity builers 236-239 to zero as

well. This would be the situation 1n row 250 of FIG. 2B with
X1=0, X2=0, X3=0 and X4=0.

If the oflset bitmap 1s not zero, then the controller 130
begins to transfer data to the NV memory devices 150, 160,
170, 180, and, at the same time, XOR the data with the
respective parity bullers 236-239. Thus when data part P1 1s
received by the SSD 120, the controller transiers the
received data to the NV memory device 150 and the XOR
module 232. The XOR module 232 then XORs P1 with the
contents of the parity bufler 236. As depicted in row 251 of
FIG. 2B, the panty bufler 1s freshly mitialized, and thus the
contents of parity buffer would be X1=P1P0=P1. When the
parity buller 236 for the first part (P1) of the data pages 1s
received by the parity buller 236 for the first time, the oflset
bitmap 1s mncremented to ‘0001°, as indicated 1n row 251 1n
FIG. 2B. Thus when second part (P2) of the data pages 1s
received by the parity bufler 237 for the first time, as 1n row
253 1n FIG. 2B, the oflset bitmap 1s incremented further to
‘0011°. Simularly, when the third part (P3) of the data pages
1s received by the parity buller 238 for the first time, as 1n
row 257 1 FIG. 2B, the offset bitmap 1s incremented further
to ‘0111°. Finally, when the fourth part (P4) of the data pages
1s received by the parity buller 239 for the first time, as 1n
row 258 1n FIG. 2B, the ofiset bitmap 1s incremented further
to ‘1111°.

It should be noted that the similar part of each data page
D1, D2, D3, D4 1s received by the same XOR module and
parity builer. Therefore mn FIG. 2B, P1, Q1, R1 and S1 are
received by XOR module 232 and panity butler 236, P2, (2,
R2 and S2 are received by XOR module 233 and parity
bufler 237, P3, 03, R3 and S3 are received by XOR module
234 and parity bufler 238, and P4, Q4, R4 and S4 are
received by XOR module 235 and parity builer 239.

Once all the data in a data page has been received by the
controller 130, e.g. all of D1 (P1, P2, P3 and P4) has been
received, a final flag 1s set to °1° within the controller to
indicate that all data has been written to the NV memory
device 150 and the parity buflers 236-239 have been
updated. When this happens, the page bitmap 1s decre-
mented from ‘11117 to ‘1110” as shown 1n row 258 of FIG.
2B. Similarly, when all of D2 (Q1, Q2, Q3 and Q4) 1s
received, the final flag 1s set to °1° and the page bitmap 1s
updated to ‘1010° to indicate that all the data has been
written to NV memory device 160 and the parity buflers
236-239 have been updated. When all of D3 (R1, R2, R3 and
R4) 1s received, the final flag 1s set to *1” and the page bitmap
1s updated to ‘1000’ to indicate that all the data has been
written to NV memory device 160 and the parity bullers
236-239 have been updated. Also when all of D4 (81, S2, S3
and S4) 1s received, the final flag 1s set to °1” and the page
bitmap 1s cleared to ‘0000 to indicate that all the data has
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been written to NV memory device 160 and the parity
builers 236-239 have been updated. When all the data pages

D1, D2, D3, D4 have been written to the NV memory
devices 150, 160, 170 and 180, the parity builers 236-239
are full and contain X1=P1DQI1DRI1DS1,
X2=P2DQ2PDR2DS2, X3=P3DQ3IDRIDS3, and
X4=P4DQ4DR4ADS4, as per row 266 in FIG. 2B. The
contents X1, X2, X3 and X4 of the panty buflers 236-239
are then written to the NV memory device 190.

FIG. 3A 1illustrates the process of reading data from the
NV memory 150 to the host 110 according to an embodi-
ment of the present disclosure. A read command 1ssued by
the host 110 1s recerved by the receiving module 132 of the
controller 130. The controller 130 interprets the read com-
mand and locates the requested data in the NV memory 150.
As an example, if the requested data 1s located within data
page D3 (i1.e. contamned 1n any of data parts R1-R4), the
controller 130 would locate the data page D3 in NV memory
device 150 (via a lookup table stored 1n the controller 130,
for example) and transier the data page D3 to the DRAM
builer 140 to be returned to the host 110.

However 1n certain situations, the reading data from the
NV memory devices 150, 160, 170, 180 may result 1n an
unrecoverable error, as depicted in FIG. 3B. Here, the

controller 130 reads data from a NV memory device 150,
160, 170, 180 but 1s either unable to decipher the data, due

to a failure 1n the NV memory device 150, 160, 170, 180, or
1s unable to correct the number of errors which have
occurred 1n reading the data. As exemplified in FIG. 5B,
upon retrieving data unit D3 from NV memory device 170,
the controller 130 determines that the number of errors 1n the
data D3 exceeds its error correcting capability and deter-
mines that an unrecoverable error has occurred. The con-
troller 130 then mitiates the RAID recovery process as
shown 1n FIG. 3C.

When an unrecoverable error has occurred (for example
an error in retrieving data page D3), the controller 130 reads
the remaining data pages D1, D2, D4 and Y from the NV
memory device 150, 160, 180 and 190, and transiers the data
to the RAID stripe 146 in the DRAM buller 140. As
previously mentioned, the data pages D1, D2, D4 and Y may
be returned 1n any order according to the access timing and
bus activity of the channels to which the memory devices
150, 160, 170, 180 and 190 are attached. Once the first data
page 1s retrieved from the NV memory, e.g. data page D1,
the controller 130 i1dentifies that this 1s the first address
accessed by the RAID stripe 146 and uses the associated
context 1dentifier C ID to locate the reconstruction buffer
for that C_ID. Per FIGS. 2A and 2B, data D1 1s loaded into
the context identifier reconstruction builer 138 before being,
transierred to the RAID stripe 146 in the DRAM builer 140.
On each subsequent retrieval of data D2 and D4, the
respective data 1s XORed with the contents of the context
identifier reconstruction butler 138 before being transferred
to the RAID stripe 146 1n the DRAM bufler 140. After the
last data page 1s retrieved from the NV memory, the contents
of the buffer 138 (Dl@DZ@Dél@P) are written to the RAID
stripe 146 in the DRAM butler 140 as data unit D3. The data
within the RAID stripe 146 in the DRAM bufler 140
comprising data page D3 is then returned to the host 110 to
satisty the read request.

FIGS. 4A-E breaks down the reconstruction process of
recovering data unit D3 as previously described. When the
controller 130 detects an error during retrieval of data from
the NV memory 150, it attempts to correct the error (e.g.
using error correction codes and the like). When error
correction 1s not possible, the controller 130 determines that
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the error 1s unrecoverable and 1nitiates a RAID data recovery
process. The RAID data recovery mvolves the retrieval of
the remaining data pages of the RAID stripe, 1.e. data pages
D1, D2, D4 and P. Here the retrieval 1s performed on the tly
where the sequence of arrival of data D1, D2, D4 and P 1s
not important. The controller reads the NV memory and
retrieves data page D4 from NV memory device 180 as the
first data page, for example, as depicted in FIG. 4A. Data
page D4 1s read into and subsequently stored in unit 144 in
the RAID stripe 146 1n the DRAM buller 140. The data page
D4 1s also simultaneously read into the context identifier
reconstruction bufler 138. Data page D4 mmtializes the
context identifier reconstruction builer 138 as 1t 1s the first to
be read into the bufler 138 following the detection of the
unrecoverable error.

Subsequent to the retrieval of data D4, data D1 1s
retrieved from the NV memory by the controller 130. In a
similar manner, data D1 1s read into the unit 141 1n the RAID
stripe 146 1n the DRAM bufler 140, and, as the data D1 1s
not the first data unit to be retrieved of the remaining data
units of the RAID stripe, it 1s simultaneously XORed with
the previous contents of the bufler 138, 1.e. D1 1s XORed
with D4, and the Boolean combination D1D4 replaces the
contents of the buffer 138, as illustrated in FIG. 4B.

Suppose the next data page to be retrieved from the NV
memory 1s the parity information Y, this data 1s read into the
unmt 145 in the RAID stripe 146 in the DRAM buitler 140,
as well as simultaneously being XORed with the previous

contents of the context identifier reconstruction bufler 138,
1.e. Y 1s XORed with D1PD4, and the Boolean combination

YODI1DD4 replaces the contents of the buffer 138, as
illustrated 1n FIG. 4C. The final data page to be retrieved
from the NV memory 1s D2, which 1s then read into umt 142

in the RAID stripe 146 in the DRAM butler 140, as well as

il

51multaneously being XORed with the contents of the bufler,

i.e. D2 1s XORed with YE©D1©D4, and the Boolean com-
bination D2DY®DD1PD4 replaces the contents of the buffer
138, as shown in FIG. 4D.

After the data from the NV memory devices 150, 160,
170, 180, 190 have been retrieved, the contents of the
context 1dentifier reconstruction bufler 138 is transterred to
the RAID stripe 146 and stored as reconstructed data page
D3 in RAID unit 143, as shown in FIG. 4E. This recon-
structed data D3 1s read out to the host 110 to fulfil the read
request.

It will be understood that a conventional method of RAID
parity calculation and data reconstruction mvolves the con-
troller first reading from NV memory and buflering in
DRAM all of the remaining data pages D1, D2, D4 and Y,
then reading back these data pages to perform the XORing
function to re-construct the data with the error (D3), saving
this reconstructed data page in the RAID stripe before
returning the contents of the D3 data umit RAID stripe to the
host device. From f{irst reading the data pages from NV
memory and saving to the DRAM bufler, this involves four
extra data unit reads (from DRAM to the controller) and one
extra data unit write (from the controller to the DRAM
builer). This will undoubtedly slow down the readout of data
to the host, and would increase the computational strain
placed on the controller. The present disclosure alleviates
this 1ssue by receiving and XORing the data from the NV
memory 150, 160, 170, 180, 190 on the {ly, 1.e. concurrently
with storing it 1n the DRAM bufler, without the need for an
accumulation of D1, D2, D4 and Y before a reconstruction
action can be taken by the controller. In addition, the use of
a context ID to uniquely associate addresses within the NV
memory with a separate and unique XOR bufler 1n the
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controller enables multiple read and write NV memory
operation to proceed 1n parallel, with data units from dii-
ferent read or write commands being interleaved 1n any
order

A method 700 of writing data to the NV memory 150 with
RAID protection will now be detailed with respect to the
flow diagram shown 1n FI1G. SA. This method maps the write
process described in relation to FIGS. 2A and 2B. The
method 700 begins at step S710 where the controller 120
checks the recerving module 132 for a write request from the
host 110. Upon receipt of a write request, the controller 130
accumulates the data recerved from the host 110, which may
be from several separate and unrelated write requests, 1n the
RAID stripe 146 contained in the DRAM bufler 140, as
shown 1n step S720. The data received 1s stored 1in the RAID
stripe 146 as the form of RAID units 141-144, as shown 1n
FIG. 2A. The controller 130 then checks if the RAID stripe
146 1s tull, and, 1T not, goes back to step S710 to receive
another write command (step S730). The accumulation of
data 1n the RAID stripe 146 may take place across several,
possibly unrelated, write commands. When the RAID stripe
1s full, the controller 130 allocates context IDs to the data
and 1nitializes the parity buflers, per step S740. Inmtialization
of the parity butlers, e.g. parity buflers 236-239 1n FIG. 2A,
may involve setting the final flag to °0°, setting the page
bitmap to ‘1111°, and setting the offset bitmap to ‘0000°, as
previously described.

After initialization, the controller 130 reads the data 1n the
RAID units 141-144 (step S750) and transfers the data to the
NV devices 150, 160, 170, 180 1n step S760. At the same
time, the data 1n each RAID unit 141-144 1s passed to the
XOR modules (e.g. modules 232-235) and the context 1D
parity buller (e.g. parity buflers 236-239), as shown 1n step
S770. The parity for each data part transierred 1s the updated
as explained with respect to FIG. 2B above. For example, 1f
the data passed to the XOR module 1s the first data being
passed, the XOR function effectively takes as input the data
and a logical zero, which resolves to the data (e.g.
P1©0=P1; or the context ID parity buffer is otherwise
equivalently initialized with the data P1). However when
data from succeeding RAID units 141-144 in the RAID
stripe 146 are passed to the XOR module, this parnity value
1s then stored 1n the context ID parity builer, as shown 1n step
S770. This parity value 1s determined by performing an
XOR of the data being passed to the XOR module and the
previous contents of the context bufler 136. In step S770, the
final flag, page bitmap and oflset bitmap are updated accord-

ing to FIG. 2B as previously described. In step S780 the
controller 130 determines if there are more RAID units to be

transierred from the DRAM bulfer 140. If there are more
RAID units, the method 700 loops back to step S750. It all
RAID units have been transferred, the contents of the
context ID bufler 136 1s transferred as a parity information
Y to the NV memory device 190 (step S790), and the method
ends.

A method 800 of reading data from the NV memory 150
with RAID protection will now be detailed with respect to
the flow diagram shown i FIG. SB. The method 800 begins
at step S805 where the controller 120 checks the receiving
module 132 for a read request from the host 110. Upon
receipt of a read request, the controller 130 consults a look
up table to determine the location of the requested data 1n the
NV memory 150, 160, 170, 180, after which the controller
130 retrieves the required data (step S810). In step S815, the
controller 130 then determines 11 the retrieved data contains
an error. If it does not contain an error, the data 1s copied to

the RAID stripe 146 (step 820), as depicted in FIG. 3A. IT
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the retrieved data contains an error, the controller determines
if the error 1s recoverable i step S830. If the error is
recoverable, the controller applies an error correcting code
ECC (such as a Hamming or Reed-Solomon code) to the
retrieved data in step S835 to recover the data. The recov-
ered data 1s then transferred to the RAID stripe 146 (step
S820). However, if the data retrieved contains an unrecov-
erable error, the controller 130 proceeds to read i1n the
context identifier C ID associated with the retrieved data
(step 840). The controller reads the remaining data in the
same data stripe as the data unit in error. This data 1s
transierred to the RAID stripe 146 in the DRAM buitler 140
(the read of the data unit from NV memory and transfer to
DRAM may be done as a single DMA ftransier) and,
simultaneously, used to 1nitialize the Context ID reconstruct
bufler 138. This may be conveniently performed by XORing
the data unit with zero and storing the result in the Context
ID reconstruct builer 138. The controller then reads the next
data unit 1n the RAID stripe from NV memory (step S845).
The data 1s transierred to the RAID stripe 146 in the DRAM
bufler 140 and, simultaneously, XORed with the previous
contents of the Context ID reconstruct bufler 138 and stored
in the Context ID reconstruct bufler 138 (step S8350). The
remaining data units and additionally the parity information
(contained 1n NV memory device 190) are also transferred
to the RAID stripe 146 in the DRAM buller 140, with
XORing performed 1n a stmilar manner. After each data unit
1s transferred, the controller determines 1f there are more
data units in the NV memory 150 (step S8535), and if there
are, the method 800 loops back to step S845. Once all the
data units and parity unit corresponding to the C_ID have
been XORed into the context identifier reconstruction bufler
138, the Context ID reconstruct bufi

er will contain the
reconstructed data (data umt D3 as depicted in FIG. 4E)
which 1s then copied to the RAID stripe 1n step S820 for
transfer to the host 110, after which the method ends.
FIG. 6 depicts the handling of multiple simultaneous
read/write commands from at least one host 110-113 accord-
ing to an embodiment of the present disclosure. As read or
write commands arrive at the controller 130 they include
address information 1indicating where the data 1s to be read
or written to within the logical address space within the SSD
120. This address information i1s bufllered along with the
buffered RAID stripes 160-163 in the DRAM bufler 165.
Multiple RAID stripe contexts 150-153 are then supported
by associating the context identifier C_ID with the address
and storing these associations 1n a context lookup table 170
for the active commands from the host 110-113 such that for
any data unit to be written or read from the NV memory 180,
the address for this read or write instruction can be used to
locate the appropriate context for the data unit 1n question.
This allows the processing of data units on the fly, 1.e. 1n any
order, from within any particular command and across
multiple read or write commands proceeding 1n parallel.
Other objects, advantages and embodiments of the vari-
ous aspects of the present invention will be apparent to those
who are skilled 1n the field of the mvention and are within
the scope of the description and the accompanying Figures.
For example, but without limitation, structural or functional
clements might be rearranged consistent with the present

invention. Similarly, principles according to the present
invention could be applied to other examples, which, even 1f
not specifically described here in detail, would nevertheless
be within the scope of the present mvention.
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I claim:

1. A data storage device comprising:

a nonvolatile semiconductor storage array;

a controller 1n communication with the nonvolatile semi-
conductor storage array; and

a bufler containing RAID units, the RAID units being in
communication with the nonvolatile semiconductor
storage array via the controller;

wherein the controller 1s configured to:

receive write requests from a host device,

accumulate first data relating to the write requests in the

RAID units,

concurrently
transier the first data contained in the RAID units to the
nonvolatile semiconductor storage array,
calculate parity values of the first data contained in the
RAID units, each parity value relating to each write
request,
accumulate the parity values 1n a context i1dentifier
bufler, and
associate context identifiers with the parity values, and
store the parity values and the context identifiers in the
nonvolatile semiconductor storage array.

2. The data storage device of claim 1, wherein the first
data comprises first data pages that are divided 1nto first data
parts.

3. The data storage device of claim 2, wherein the parity
values are calculated using the first data parts.

4. The data storage device of claim 3, wherein the context
identifier bufller calculates the parity values using the same
first data parts of all the first data pages.

5. The data storage device of claim 4, wherein the parity
value 1s calculated by performing a logical XOR operation
using the same first data parts of all the first data pages
contained 1n the context identifier builer.

6. The data storage device of claim 1, wherein the
controller 1s further configured to allocate an identifier to the
first data contained in each RAID unit.

7. The data storage device of claim 1, wherein the
identifiers comprise at least one of: a final flag, a page
bitmap and an offset bitmap.

8. The data storage device of claam 1, wherein the first
data 1n each RAID unit 1s stored with the identifier in the
nonvolatile semiconductor storage array.

9. The data storage device of claim 1, wherein the bufler
1s a DRAM bufler.

10. The data storage device of claim 1, wherein the RAID
units are implemented as RAID 3.

11. A data storage device comprising:

a nonvolatile semiconductor storage array containing first

data;

a controller in communication with the nonvolatile semi-

conductor storage array; and

a bufler contamning RAID units, the RAID units being in

communication with the nonvolatile semiconductor
storage array via the controller;

wherein the controller 1s configured to:

receive a read request from a host device for a second data

stored 1n the nonvolatile semiconductor storage array;
determine an identifier associated with the requested
second data;

determine 11 the requested second data contains an unre-

coverable error;

accumulate first data, including a parity value, contained

in the nonvolatile semiconductor storage array associ-
ated with the same 1dentifier as the requested second
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data 1n a reconstruction bufler, if the requested second
data contains an unrecoverable error;

reconstruct the requested second data from the accumu-

lated first data and the parity value; and

transfer the reconstructed second data to the host device

via the RAID unaits.

12. The data storage device of claim 11, wherein the
requested second data 1s reconstructed by performing a
logical XOR operation on the accumulated first data and the
parity value.

13. The data storage device of claim 11, wherein the
controller determines the location of the requested second
data 1n the nonvolatile semiconductor storage array using a
look up table.

14. The data storage device of claim 11, wherein the
bufler 1s a DRAM buller.

15. The data storage device of claim 11, wherein the
RAID units are implemented as RAID 5.

16. A method comprising:

recerving, by a controller in communication with a non-

volatile semiconductor storage array, a write request
from a host device;

accumulating first data related to the write request 1n

RAID units contained in a bufler, the bufler being 1n
communication with the nonvolatile semiconductor
storage array via the controller;

concurrently

transterring the first data contained 1n the RAID unaits
to the nonvolatile semiconductor storage array,

calculating parity values from the first data contained 1n
the RAID units, each parity value relating to each
write request,

accumulating the parity values 1 a context identifier
bufler, and associating context identifiers with the
parity values, and

storing the parity values and the context identifiers in the

nonvolatile semiconductor storage array.

17. The method of claim 16, wherein the first data
comprises lirst data pages that are divided into first data
parts.

18. The method of claim 17, further comprising:

calculating the parity values using the first data parts.

19. The method of claim 18, wherein the context identifier
bufler calculates the parity values using the same first data
parts of all the first data pages.

20. The method of claim 19, wherein the parity value 1s
calculated by performing a logical XOR operation using the
same first data parts of all the first data pages contained 1n
the context identifier builer.

21. The method of claim 20, further comprising allocating,
an 1dentifier to the first data contained 1n each RAID unait.

22. A method comprising:

recerving, by a controller in communication with a non-

volatile semiconductor storage array, a read request
from a host device for second data stored in the
nonvolatile semiconductor storage array;

determiming an identifier associated with the requested

second data;

determining 1f the requested second data contains an

unrecoverable error;
accumulating first data, including a parity value, con-
tamned 1n the nonvolatile semiconductor storage array
associated with the same identifier as the requested
second data 1n a reconstruction bufler, if the requested
second data contains an unrecoverable error;

reconstructing the requested second data from the accu-
mulated first data and the parity value; and
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transferring the reconstructed second data to the host

device via the RAID unaits.

23. The method of claim 22, further comprising:

performing a logical XOR operation on the first data and

the parity value.

24. The method of claim 22, wherein the controller
determines the location of the requested second data 1n the
nonvolatile semiconductor storage array using a look up
table.

25. A non-transitory computer-readable medium storing
istructions that, when executed by a processor, cause the
processor to perform a method comprising;:

receiving, by a controller in communication with a non-

volatile semiconductor storage array, a write request
from a host device;

accumulating first data related to the write request in

RAID units contained in a bufler, the bufler being 1n
communication with the nonvolatile semiconductor

storage array via the controller;
concurrently
transierring the first data contained 1n the RAID units
to the nonvolatile semiconductor storage array,
calculating parity values from the first data contained 1n
the RAID units, each parity value relating to each
write request,
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accumulating the parity values 1 a context identifier
bufler, and
associating context identifiers with the parity values, and
storing the parity values and the context identifiers in the
nonvolatile semiconductor storage array.
26. A non-transitory computer-readable medium storing

instructions that, when executed by a processor, cause the
processor to perform a method comprising;

recerving, by a controller in communication with a non-
volatile semiconductor storage array, a read request
from a host device for second data stored in the
nonvolatile semiconductor storage array;

determining an identifier associated with the requested
second data;

determining 1f the requested second data contains an
unrecoverable error;

accumulating first data, including a parity value, con-
tamned 1n the nonvolatile semiconductor storage array
associated with the same identifier as the requested
second data 1n a reconstruction bufler, if the requested
second data contains an unrecoverable error;

reconstructing the requested second data from the accu-
mulated first data and the parity value; and

transferring the reconstructed second data to the host
device via the RAID units.
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