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(57) ABSTRACT

Experience fingerprints can be generated that are unique but
correspond to a recognizable fingerprint template, where
cach fingerprint can correspond to a word of a visual
language. Image data can be captured that includes a rep-
resentation of an experience fingerprint, and the fingerprint
can be analyzed by a remote system or service to determine
an experience to be provided. The experience can be a
general experience to be provided for any request relating to
a specific fingerprint received over a period of time, or the
experience can be selected, modified, or generated based
upon contextual information for the request, such as infor-
mation for a user or device submitting the request. The
experience can include audio, video, text, or graphical
content, as may be presented using one or more devices.

19 Claims, 7 Drawing Sheets
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FINGERPRINT-BASED EXPERIENCE
GENERATION

BACKGROUND

Users are increasingly using portable computing devices,
such as smartphones, to access various types of content. In
some 1nstances, a user can scan a quick response (QR) code
using a QR scanner application installed on the device to
enable information encoded 1n the 1mage to be conveyed to
the software on the smartphone. There are several standards
used to encode data as a QR code, and each QR code will
have a corresponding representation of the information to be
conveyed, such as a web link to be opened or contact
information to be provided. The information encoded in the
QR code cannot be changed, such that new codes must be
generated 11 alternative information 1s to be provided. Since
QR codes are often attached to physical items, this genera-
tion and placement of new QR codes 1s impractical at best.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments in accordance with the present
disclosure will be described with reference to the drawings,
in which:

FIGS. 1A and 1B illustrate an example situation in which
a lingerprint pattern 1s scanned with a portable computing
device 1n accordance with one embodiment.

FIGS. 2A, 2B, 2C, and 2D illustrate an example finger-
print patterns that can be utilized and/or generated within the
scope of various embodiments.

FIG. 3 illustrates an example environment in which
portions of the various embodiments can be implemented.

FIGS. 4A, 4B, and 4C illustrate example experiences that
can be dynamically selected and/or generated 1n accordance
with various embodiments.

FIG. 5 illustrates an example process for providing an
experience 1n response to scanning of an experience finger-
print that can be utilized 1n accordance with various embodi-
ments.

FIG. 6 1llustrates an example process for generating a
customized experience that can be utilized 1mn accordance
with various embodiments.

FIG. 7 1llustrates an example computing device that can
be utilized to implement aspects of the various embodi-
ments.

FIG. 8 illustrates components of an example computing
device such as that illustrated in FIG. 7.

DETAILED DESCRIPTION

In the following description, various embodiments will be
described. For purposes of explanation, specific configura-
tions and details are set forth 1n order to provide a thorough
understanding of the embodiments. However, 1t will also be
apparent to one skilled 1n the art that the embodiments may
be practiced without the specific details. Furthermore, well-
known features may be omitted or simplified in order not to
obscure the embodiment being described.

Systems and methods 1n accordance with various embodi-
ments of the present disclosure may overcome one or more
of the alorementioned and other deficiencies experienced 1n
conventional approaches to providing targeted content to a
user. In particular, various embodiments provide for the use
ol experience fingerprints that can correspond to a visual
language useful 1n providing experiences to users. A user can
scan a fingerprint, such as by capturing image data including
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a representation of an experience fingerprint, and can cause
that information to be analyzed for purposes of obtaining an
experience. The fingerprint data can be analyzed by a remote
system or service that can determine, based on the data
associated with the fingerprint that was scanned, an expe-
rience to provide for the user. The experience can be an
experience for any request presenting data for that finger-
print over a period of time, or the experience can be selected,
modified, or generated based upon contextual information
for the request, such as information for a user or device
submitting the request. The experience can include any
combination of audio, video, text, or graphical content, for
example, as may be presented using one or more devices.

Various other applications, processes and uses are pre-
sented below with respect to the various embodiments.

FIGS. 1A and 1B illustrate an example approach to
capturing information for an experience fingerprint, or other
such code or visual language, that can be utilized 1n accor-
dance with various embodiments. In the example situation
100 of FIG. 1A, a user 102 15 utilizing a computing device
104. Although a portable computing device (e.g., a smart
phone, an e-book reader, or tablet computer) 1s shown, 1t
should be understood that various other types of electronic
devices which are capable of displaying video content can
be used 1n accordance with various embodiments discussed
herein. These devices can include, for example, desktop
computers, notebook computers, personal data assistants,
video gaming consoles or controllers, wearable computers
(e.g., a smart watch or glasses), and portable media players,
among others. In this example, an experience fingerprint 106
1s present on an 1tem or object. As discussed 1n more detail
clsewhere herein, the experience fingerprint 106 can include
a representation of a word or phrase of a visual language, for
example, that can be expressed through a set of unique
patterns or designs. I1 the user 1s interested 1n obtaining the
experience corresponding to the fingerprint, the user can
position the device 104 such that the fingerprint 106 1s
located within a field of view 108 of at least one camera, or
other 1imaging sensor or capture technology, of the device
104.

FIG. 1B illustrates an example display 150 that can be
generated on the computing device 104. The user can have
opened or accessed an application or functionality on the
device that can capture and process experience fingerprints
and/or other wvisual language representations. In some
embodiments an interface of the application can cause a
“live view” of the camera to be displayed on the display
screen of the device. The view shows a representation of the
information being captured by the camera, which can help
the user to position the device such that the experience
fingerprint 1s adequately represented 1n the captured image
data. This can include, for example, ensuring that the
fingerprint 1s sufliciently contained within the field of view
so that a majority of the fingerprint 1s represented, as well as
ensuring proper size or zoom level, centering or alignment,
and other such aspects. The relative arrangement of the
representation needed 1n the 1mage can vary based on a
number of different factors, such as the complexity of the
fingerprint, the resolution of the camera, the analysis
approach needed, etc. Further, in some embodiments the
user must cause a specific image to be captured for analysis,
while 1n other embodiments the analysis will happen on the
“live feed” from the camera, such that no capture action
need to be initiated by the user. For the live feed analysis, the
analysis can happen on each frame or a subset of frames,
where the subset can be based on a regular interval, amount
of movement, or other such factors. Further, in some
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embodiments at least a portion of the image analysis can be
performed on the computing device, while 1n other embodi-
ments at least a subset of the image data can be transmitted
to a remote system or server for analysis.

Once a representation of the experience fingerprint 1s
contained within the captured image data, the representation
can be analyzed to determine the corresponding information.
As indicated, a visual language can be utilized such that the
fingerprint can indicate a specific word, phrase, 1dentifier, or
other such element. The visual language includes a set of
possible patterns, states, or configurations that can be used
to represent the various words. When the image data 1s
analyzed, the visual word can be determined and informa-
tion for that visual word passed to the appropriate system,
service, or component for generating, selecting, or otherwise
providing the appropriate experience. This can include, for
example, providing a mechanism for the computing device
to obtain, generate, or otherwise provide the determined
experience. Also, as described in more detail elsewhere
herein, the experience provided can be determined dynami-
cally 1 response to recerving the visual word and using
other information associated with the user or device. The
experience provided thus can be different for diflerent users,
different locations, different times of day, diflerent sessions
or scans, or other such variants.

FIGS. 2A through 2D illustrate example representations
of a visual language, or experience fingerprints, that can be
utilized 1n accordance with various embodiments. FIG. 2A
illustrates an example pattern or template 200 that can be
utilized for a visual language in accordance with various
embodiments. It should be understood that the type of
template used can vary for different embodiments or imple-
mentations, and 1n this example will include distinguishable
regions that can be used to convey the visual words. The
type of template used 1n at least some embodiments should
allow for many variations in fingerprints, but within a design
framework that enables a variation to accurately be ident-
fied as a fingerprint of that type. The regions can thus be at
least substantially non-overlapping and of an appropriate
s1ze, shape, color, or other distinguishable aspect. In this
example, the template includes a grid of a specific size, 1n
this case an 8x8 grid, although other sizes such as 16x16 or
8x24 can be used as well within the scope of the various
embodiments. The number of cells 202 1n the grid can be
determined based upon factors such as the number of unique
words 1n the visual language and the capability of the
hardware to distinguish between different visual words.
Aspects of the template may have meaning 1n some embodi-
ments, such as where the line color, fill color, or shape
indicates the visual language or library to use, or otherwise
indicate how the information i1s to be interpreted. In this
example, the template also includes a source graphic 204,
such as a logo or other graphical element, that can be
selected and/or used for a number of different purposes. For
example, the source graphic can indicate a type of experi-
ence to be obtained, or at least information about a source of
the experience or entity associated with the experience. The
graphic 204 can also provide mformation about the visual
language to be used or how to interpret the visual word
represented by the fingerprint. The graphic 204 can also
provide a sense of direction, as a logo can indicate which
portion of the fingerprint should be interpreted as the “top™
of the fingerprint, for example, as for a square grid the
represented word would typically differ if the fingerprint
were viewed from an incorrect direction or angle. It should
be understood, however, that in some embodiments the
words can be represented using patterns such that direction-
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ality does not impact the interpretation. In other words, the
pattern or fingerprint 1s unique based on the relevant position
and 1independent of the directional orientation of the finger-
print as a whole.

In the example template 200 of FIG. 2A there can be a
large number of visual words (or identifiers or other ele-
ments) represented through the selection of a number of
cells to be filled 1n, or made of a specific color or fill pattern,
as well as the selection of which cells to be filled in. This can
include at least one cell and up to all cells, using the same
or different colors for diflerent cells or combinations of cells.
As long as the pattern can be uniquely and repeatably
identified, the pattern can be used and associated with a
visual word. FIG. 2B illustrates an example experience
fingerprint 200 that can be generated using such a template.
In this example, a selection of four cells 1s determined,
where those cells are filled with a different color than a bulk
{11l of the template. The cells do not need to be completely
filled or filled with a similar shape, but some type of
indicator should be placed within each selected cell such that
the selection of that cell can be determined. The generation
of the fingerprint should also be unique such that no other
fingerprint exists with the same pattern or selection and there
will be no confusion as to the experience to be provided. The
logo 1s also represented in a determined location, which for
this template 1s always 1 the middle with a specific orien-
tation but 1t should be understood that the placement of the
logo can vary 1n other fingerprints as well. The fingerprint
should be such that when 1mage data 1s captured including
a representation of the fingerprint, that representation should
be able to be analyzed and the placement of the selected cells
determined with confidence such that the corresponding
visual word can be determined. As mentioned, however, 1n
at least some embodiments the permissible selection of cells
of the fingerprint template are such that any given fingerprint
1s orientation-agnostic, such that the orientation of the
fingerprint need not be determined using the source graphic
or any other such mechanism.

FIG. 2C 1llustrates another example fingerprint 240 that
could be generated using the example template 200 of FIG.
2A. In this example, a different number and arrangement of
cells has been selected to represent the corresponding visual
word. As mentioned, this can also include a different back-
ground or foreground color than was used for the fingerprint
220 of FIG. 2B. In this example the logo 242 or graphical
clement has also been changed, as may correspond to a logo
for a different provider or entity associated with the expe-
rience. A device capturing a representation of this fingerprint
240 should not only be able to distinguish the fingerprint 240
from that of the fingerprint 220 1n FIG. 2B, but should also
be able to accurately and repeatably determine the corre-
sponding visual words for each fingerprint.

In one embodiment, a feature detection process can be
used that attempts to quickly determine features of the image
that correspond to a fingerprint, as well as the relevant
clements of that fingerprint. For example, FIG. 2D 1llustrates
an analyzed fingerprint 260 wherein corner features are
detected, as represented by the small corner graphical ele-
ments 262. Other types of features can be detected as well,
such as edge, shapes, contours, blobs, ridges, points of
interest, and the like. Feature detection approaches (e.g.,
MSER or PCBR) can attempt to locate any interesting or
unique aspect to an 1image that can be used to recognize or
identily an object represented in the image data. Various
other types ol 1image recognition or analysis can be used as
well within the scope of the various embodiments. In some
embodiments the image data will be analyzed on the device
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to attempt to locate such features, which can at least provide
an indication of whether a fingerprint 1s likely represented 1n
the 1mage. In some embodiments the image data can be
transmitted to a remote system for analysis. In other embodi-
ments the computing device might also attempt to determine
which features correspond to the fingerprint, can determine
the relative positions of those feature points, and can send
the feature point information (i.e., as coordinates or one or
more feature vectors) for analysis by a remote system, which
can significantly reduce the amount of data transmitted.
Mimmizing data transmission can be important for users
with mobile data plans, for example, that charge based on
the amount of data transmitted. Such an approach may be
slightly less accurate than analyzing an image using cloud
services with much larger capacity, but the design of the
fingerprint template can be such that the information can be
adequately determined using the personal device of the user
in at least some embodiments. The relative positions of the
feature points can then be used to determine information
such as the type of logo included, the orientation of the logo,
and the relative positions of the selected cells or features of
the fingerprint. The relative positions can then be compared
to a library of fingerprints to determine the corresponding
fingerprint pattern, which can then be used to determine the
corresponding visual word. In some embodiments, a map-
ping 1s maintained that enables a lookup of the visual word
once the fingerprint 1s 1dentified. As discussed later herein,
the visual word can then be used to determine the experience
to provide.

FIG. 3 1illustrates an example environment 300 1n which
aspects of various embodiments can be implemented. In this
example, a user 1s able to utilize an electronic device 302,
such as a smart phone, smart watch, or tablet computer, to
transmit content over at least one network 304, such as the
Internet, a cellular network, a local area network, and the
like. As known for such purposes, a user can utilize a client
device to submit information 1n a request for content, and 1n
response the content can be 1dentified, downloaded,
streamed, or otherwise transferred to the device. In this
example, a user can have an account with a service provider
associated with a service provider environment 306. In some
embodiments, the user can utilize the service to obtain
information relating to specific experiences, as may relate to
graphical, animation, audio, video, or other such experi-
ences. The service provider might provide other content as
well, as may be delivered through web pages, app content,
and the like.

A request for content can be received to an interface layer
308 of the service provider environment 306, where the
interface layer can include components such as APIs, Web
servers, network routers, and the like. The components can
cause information for the request to be directed to a content
manager 310, or other such component, which can analyze
information for the request to determine content to be
provided, or an action to be performed, 1n response to the
request. As mentioned, in some embodiments the request
from the client device 302 can include feature or 1mage data
corresponding to an experience fingerprint, as well as other
information such as identity, time, geolocation, etc., which
can be useful 1n determining the appropriate experience to
provide in response to the request. In some embodiments,
processing the request can include validating a user creden-
tial to verity that the user has a current account that provides
access to the corresponding experience. In other embodi-
ments such an account 1s not necessary, as any user having,
the application or software can submit a request. In still
other embodiments any user or source can submit such a
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request. Where account, session, or other information 1s
available for a user, various types of information can be
pulled from a user data store 318, for example, and used to
determine a type of experience to provide 1n response to the
request. The user information can include, for example,
historical data, preference data, purchase history, view his-
tory, search history, and the like. In some embodiments a
received credential 1s compared against information stored
for the user 1n a user data store 312 or other such location.

In this example, once any verification, authentication, or
authorization 1s performed, 1image and/or feature data for a
fingerprint can be conveyed to a fingerprint manager 312, or
other such system or service, that can analyze the informa-
tion and determine the corresponding visual word. This can
include, for example, determining the pattern data from the
request and 1dentifying a fingerprint that corresponds to the
pattern data. This can include, for example, determiming
which cells of the fingerprint were selected and then com-
paring the data against a fingerprint database to determine a
matching fingerprint, or at least to determine that the data
corresponds to a valid fingerprint. Once the fingerprint 1s
determined, the fingerprint manager 312 1n this example can
examine mapping information mn a map data store 316, or
other such location, to determine the appropriate visual
word, 1dentifier, or other concept associated with that fin-
gerprint. The visual word information can then be transmiut-
ted to an experience generator 314, or other such system or
service, which can take that information and provide the
corresponding experience information in response to the
request. In some embodiments the experience will be the
same for all users submitting requests for that visual word
over a determined period of time, such that the experience
generator can contact the content manager 310 to cause the
appropriate content to be obtained from a content repository
320 and provided to the client device 302. In some embodi-
ments, at least some of this content can come from a content
repository 326 maintained by a third party content provider
324 or other such source. As known for web pages and other
such content, 1 some embodiments the response may
include one or more links, addresses, or identifiers that the
client device 302 can use to obtain the appropriate content.
The content for the experience can include any appropriate
content as discussed and suggested elsewhere herein, as may
include text, graphics, audio, video, animation, game con-
tent, social content, and the like.

In at least some embodiments the experience to provide
can depend at least 1n part upon additional data as well, at
least where available. For example, if video content is to be
provided then there might be a default video selected to
provide for any request containing the corresponding fin-
gerprint data but not including any other relevant data. For
some experiences, there might be various criteria specified
that can determine which video content 1s provided. For
example, geolocation data might be used to provide difierent
video content to people 1in different countries, where those
videos might be 1n different languages. Similarly, different
advertisers might pay to have video content displayed 1n
different regions, such as 1n a region where the advertiser has
stores or restaurants. In some embodiments a user may have
specified a preference for a certain type of experience, such
as video or anmimation versus audio or text, which can be
used to determine the experience to provide. A user may
have also expressed an 1nterest 1n certain topics or subjects,
either explicitly or implicitly through viewing or purchase
history, etc. Other information can be used as well, such as
whether a user has already been exposed to a specific
experience or whether a user has taken an action with a type




US 10,354,176 Bl

7

ol experience, such as whether a user has made a purchase
or downloaded an app after viewing a particular experience.
The experience generator 314 can determine the appropriate
experience criteria for the visual word, determine which
values are available for those criteria with respect to the
received request, and then determine the experience to
provide based at least imn part upon the values for those
criteria. While for video content this can include 1dentifying
the video content to provide, for animations or textual
content the content can be generated based at least in part
upon the values for those criteria. In some embodiments
there can be metadata stored 1n a metadata repository 322,
or other such location, that can be used with the experience
criteria or guidelines to determine or generate the experience
as well, as may relate to content to provide for a specific
location, at a particular time, etc.

A user or customer can also utilize a client device 302 to
work with the experience generator 314 1n providing the
rules, criteria, content, or other aspects to be used to generate
an experience for users with respect to a fingerprint. In at
least some embodiments, an i1dentifier or visual word can be
selected for an experience, and a fingerprint generated that
corresponds to the visual word. The fingerprint can be
generated automatically using a generation algorithm, or
manually using a determined fingerprint template. For
example, a user can determine the logo (if available as an
option), the colors, and the cells to be selected for the
fingerprint. The fingerprint manager 312 can provide feed-
back as to whether or not a determined pattern 1s unique with
respect to other fingerprints, and if not can prevent the
fingerprint from being finalized and associated with the
visual word until the fingerprint pattern selected 1s unique.
In some embodiments there might also be rules to be
enforced, such as may relate to a minimum number of
selected cells 1n a fingerprint, some minimum level of
entropy or separation of the cells (1.e., not a set of four
contiguous cells), and the like. Once a fingerprint 1s selected,
finalized, and approved, that fingerprint can be associated
with the visual word (or identifier, etc.) and the mapping
stored to the map repository 316 or other such location. The
user can also provide guidelines for the type(s) of experience
to be provided. As mentioned, 1n some embodiments 1t may
be a specific experience, such as a video to be displayed or
song to be played for requests received from any user over
a period of time. There may also be dynamic aspects, which
can depend upon the information such as time, location, etc.
As mentioned, there can be rules provided as to how to

generate or customize the experience for a specific user or
device as well.

FIGS. 4A, 4B, and 4C illustrate example experiences that
can be provided to users 1n accordance with various embodi-
ments. In a first example 400 illustrated in FIG. 4A, the
experience can relate to video content 406 to be played on
a display 404 of a computing device 402 for a user in
response to scanning or imaging a particular fingerprint. The
video could be a movie trailer, an instructional video, or
other such content. As mentioned, the video content may be
selected based on a location of the user, interests of the user,
or other such information, and selected from a set of possible
videos associated with the visual word of the fingerprint. In
some embodiments the video may be selected based on
which videos have previously been provided to that user in
response to scanning that fingerprint. A second example
experience 420 illustrated i FIG. 4B 1s customized or
otherwise dynamically generated based at least 1n part upon
the information available with the request. In this example,
the geolocation of the device 1s used to determine content
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422 associated with that location. The content in this
example relates to an offer available to that user based on the
user’s location. The content includes information about a
nearby location where the offer 1s available, and provides
information about the location, such as the distance or
directions. In some embodiments the fingerprint might be
positioned at a fixed and known location such that all users
scanning that fingerprint can obtain the same experience, but
in other embodiments the fingerprint can be scanned at
various locations and the content can differ based on the
location. The offers, stores, distances, directions, and other
aspects of the experience can differ based on location, user
information, or other data associated with the request. Cus-
tomized animations, audio, video, or other experiences can
be provided based on the same or similar information as
well. In some embodiments the type of experience may
differ based on location, as an audio experience may be
provided in a home environment while a text experience
might be provided in a work environment, etc.

In at least some embodiments, the experience may
involve other available devices as well. For example, in the
arrangement 440 of FIG. 4C the user information indicates
that an associated smart device 1s available, and based on the
geolocation or other information 1t can be determined that
the device 1s 1n a nearby location. In this example, the user
has a smart device such as an Amazon Echo in the user’s
home, and based on the location or other information
available 1t can be determined that the user 1s 1n a location
proximate that device. Other devices might be available as
well, such as smart televisions, smart lights, Internet-con-
nected appliances, and so on. At least some of these devices
can then be included 1n the experience. For example, a smart
speaker might recerve mstructions over a network connec-
tion to begin playing a specific song, such as a song of the
day. In the example 440 of FI1G. 4C, the song 1s the rock song
of the day, where 1t has been determined that the user has an
interest 1n rock music or the fingerprint 1s associated with
rock music, among other such options. For devices that are
controlled by voice, gesture, or other mechanisms, the
experience 1 some embodiments can involve providing the
instructions from the client device. In the illustrated
example, the computing device 442 can be mstructed to play
a voice command that includes the wakeword for the smart
speaker 244 as well as an instruction as to the song to play.
An advantage of the device speaking the command 1s that 1t
1s simple for the user and does not require the user to know
the exact wording or terminology to obtain the desired
experience. Such an approach also enables the experience to
leverage the higher quality speaker 1n the smart speaker to
play the audio rather than playing through the speaker(s) in
the portable computing device. In some embodiments the
computing device might be mvolved 1n the experience as
well, such as to display content while the smart speaker 444
1s playing the indicated song or audio file. A mechanism
such as Bluetooth or WiF1 can also enable the devices to
communicate, such as may be usetul to synchronize the
experience between the devices. In some embodiments the
user can use voice communications to interact with the smart
speaker, which can then impact the experience provided via
the computing device, among other such options.

In one example, a mobile shopping application can enable
customers to scan the fingerprints, or other such unique
visual patterns, to obtain related experiences. The finger-
prints may be located in 1n print and out-of-home ads, TV
spots, websites, or shipping boxes, for example, and the
scanning of the fingerprints can enable the users to receive
experiences such as special offers, digital downloads, con-
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test entries, virtual or augmented reality environments, and
the like. For example, the user could receive a virtual reality
experience that would enable the user to walk around a
virtual car using a smartphone, or view an accessory or
clothing 1tem over an 1mage of that user when looking 1n a
mirror, etc. In one embodiment each fingerprint corresponds
to a distinct composition according to a visual design
language. The language can include millions of distinct
compositions, generated by an algorithm and without a
duplicate. Fingerprints can be included as a value-add 1n
campaigns for product manufacturers who engage with a
retailer to build a landing page featuring their products,
whereby the manufacturers can receive a unique Fingerprint
specific to their landing page as a vector graphic. The
graphic can then be applied to other media channels as well.
Thus, the manufacturer (or other such entity) can use the
fingerprint on packaging, advertising, billboards, and the
like, and any scanning of that fingerprint by a computing
device can correspond in a determined experience being
generated or provided for that device.

An advantage to the use of fingerprints with respect to
other patterns such as QR codes 1s that the control of the
experience 1s maintained 1n the cloud, or on a determined
system, such that the experience can be changed as often as
desired. As mentioned, QR codes hard code 1n the URL or
other link such that the content cannot be changed without
producing a new QR code. Further, since the mappings are
all controlled on the server side 1t will be diflicult for
malicious actors to direct users to suspicious content. With
a QR code, for example, a malicious actor can encode a link
to a malicious website that can then potentially damage or
gain unauthorized access to a device that follows that link
upon scanning the QR code. With a fingerprint, no action
will be taken outside those provided by the servers under
control of the provider. Thus, even 1 a malicious actor
generates a false fingerprint, the experience the user obtains
will still be an approved experience, albeit possibly not
related to the expectations of the user based on the context.
A malicious actor would have to intercept the communica-
tions between the server and the device, which 1s much more
complicated than printing out a malicious QR code.

FIG. 5 illustrates an example process 500 for providing a
user experience in response to the scanning or imaging of an
experience fingerprint that can be utilized in accordance
with various embodiments. It should be understood that, for
any process discussed herein, there can be additional, fewer,
or alternative steps performed 1n similar or alternative
orders, or i1n parallel, within the scope of the various
embodiments unless otherwise stated. In this example,
image data 1s received 502 that includes a representation of
an experience fingerprint. The image data typically will have
been captured using a camera ol a portable computing
device, such as a smart phone or wearable computer,
although other mechanisms for obtaining the 1mage data can
be utilized as well. The image data can be analyzed 504 to
determine features that are representative of the fingerprint
pattern. As mentioned, these can be feature points or feature
vectors determined using an edge, corner, or other feature
detection algorithm, among other such options. The analysis
can be performed on the user device, 1 the cloud or on a
remote server, or using a combination thereof. Using the
feature points, or as another portion of the analysis process,
a source graphic such as a logo or glyph can be located 1n
some embodiments. As mentioned, this can indicate a source
or entity associated with the fingerprint, and can also provide
information relating to orientation and scale where utilized,
among other such options. The orientation of the fingerprint
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as represented in the image data may then be determined
based at least in part upon the orientation of the source
graphic. As mentioned, however, some fingerprint templates
or patterns may be orientation agnostic such that the orien-
tation does not need to be determined, but 1n this example
where the fingerprint may be based on a square template
where any cell of the array can be selected, 1t can be
important to determine orientation because there may be
fingerprints that contain the same relative selection of cells
but with different orientations (e.g., rotated 90 or 180
degrees).

Once the feature data has been determined, as well as
information about the source graphic where relevant, the
data can be analyzed 506 to identily the fingerprint. As
mentioned, this can include comparing the feature data
against a set of known fingerprints for words of the visual
language to determine a known fingerprint that has substan-
tially the same feature data, such as a feature vector or set
of feature points that match within a determined variation
threshold or with at least a minimum match confidence.
Methods for 1dentifying an 1mage or visual representation
using feature data are well known 1n the art and as such will
not be discussed 1n detail herein. Mapping data can then be
analyzed 508 or consulted to determine the visual word for
the recognized fingerprint. The visual word will be corre-
lated with an experience to be presented in response to
detection of the fingerprint data. Once 1dentified, the content
for that experience can be located 510 and the experience
can be caused 512 to be presented via the user device. As
mentioned, the content can be any appropriate content as
may include text, graphics, audio, video, augmented reality,
virtual reality, gaming, and other content, and combinations
thereof. Causing the experience to be presented can include
transmitting the content to the device or causing the device
to obtain the content, as well as any other relevant tasks such
as providing the appropriate software or information needed
to provide the experience as discussed elsewhere herein.

FIG. 6 illustrates an example process 600 for providing a
customized experience that can be utilized 1n accordance
with various embodiments. In this example a request 1s
received 602 that includes fingerprint data and contextual
data. The fingerprint data can include any appropriate data
representative of an experience fingerprint, such as 1s dis-
cussed with respect to FIG. 5, and the contextual data can
include any information that can be used to determine the
appropriate experience to provide. The contextual data can
include, for example, a user 1dentifier, a session 1dentifier, a
device 1dentifier, geolocation data for the user device, time
of capture data, and the like. The fingerprint data can be used
to determine 604 a fingerprint package, such as may be
associated with a corresponding visual word, as discussed 1n
more detail elsewhere herein. The fingerprint package can
include mformation such as content that can be provided as
part of experience, the types ol experiences that can be
provided, guidelines for the experience, and criteria to be
used to determine the type of experience to provide, among
other such options. A determination can be made 606 as to
whether the experience 1s customizable, in that there are at
least two possible experiences or experience variations that
can be provided, or whether a single experience i1s to be
provided for all requests involving that fingerprint, at least
over a current period of time. IT not, a default experience for
the fingerprint can be determined and caused 608 to be
presented via one or more appropriate devices.

If the experience 1s customizable, one or more criteria to
be used 1n customizing the experience can be determined
610. As mentioned, these can include parameters such as
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past purchase history, location, time or date, user preference,
user demographics, prior experience access, and the like.
Relevant user data can also be determined 612 that can
correspond to the request. As mentioned, the request can be
associated with an account, profile, or session for the user or
device, and there can be various associated data that can be
used to determine the appropriate experience. A determina-
tion can be made 614 as to whether the contextual data or
user data contain values for any of the experience criteria. I
not, a default experience can be provided 608. If one or more
values are available, the experience to be provided can be
determined 616 based at least 1n part upon those values. This
can 1nclude, for example, selecting one of a set of experi-
ences or generating a new experience specific to one of more
of those crnteria values, among other such options. As
mentioned, this can include selecting content 1n a relevant
language for the location, including name or direction infor-
mation in the content, causing the experience to take advan-
tage of relevant available devices, and the like. Such an
approach would enable a user to scan a fingerprint 1 a
magazine at the beginning and end of an mternational tlight,
for example, and recerve different experiences based on the
different countries 1n which the fingerprint was scanned. The
determined experience can be caused 618 to be presented
using one or more identified devices, systems, or compo-
nents. These can include, for example, a computing device
that was used to capture the image data or submit the
request, or another network-connected or communication-
capable device that 1s associated with the user or computing
device, or otherwise determined to be within an appropriate
proximity of the user or device, etc.

FIG. 7 illustrates an example computing device 700 that
can be used 1n accordance with various embodiments.
Although a portable computing device (e.g., a smart phone,
an electronic book reader, or tablet computer) 1s shown, 1t
should be understood that any device capable of receiving
and processing input can be used in accordance with various
embodiments discussed herein. The devices can include, for
example, desktop computers, notebook computers, elec-
tronic book readers, personal data assistants, cellular
phones, video gaming consoles or controllers, wearable
computers (e.g., smart watches or glasses), television set top
boxes, and portable media players, among others.

In this example, the computing device 700 has a display
screen 702, which under normal operation will display
information to a user (or viewer) facing the display screen
(e.g., on the same side of the computing device as the display
screen). The computing device 1n this example can include
one or more 1mage capture elements, including an image
capture element 704 on the front or back of the device. It
should be understood that additional or fewer 1mage capture
clements could be used, and could also, or alternatively, be
placed on the sides, corners, or other locations on the device.
The 1mage capture elements may also be of similar or
different types. Each image capture element may be, for
example, a camera, a charge-coupled device (CCD), a
motion detection sensor or an infrared sensor, or can utilize
other 1mage capturing technology. The computing device
can also include at least one microphone or other audio
capture element capable of capturing audio data. As dis-
cussed herein, the device can include one or more motion
and/or orientation-determiming elements, such as an elec-
tronic compass and/or an electronic gyroscope, as well as an
accelerometer, 1nertial sensor, global positioning sensor,
proximity sensor, and the like, which can assist with move-
ment and/or orientation determinations. The computing
device can also include at least one networking component
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706, such as a cellular, Internet, or Wi-F1i communication
component, enabling requests to be sent and video content
to be received to the device, among other such communi-
cations.

FIG. 8 1llustrates a set of basic components of a comput-
ing device 800 such as the device 700 described with respect
to FIG. 7. In this example, the device includes at least one
processor 802 for executing instructions that can be stored in
a memory device or element 804. As would be apparent to
one of ordinary skill 1n the art, the device can include many
types of memory, data storage or computer-readable media,
such as a first data storage for program instructions for
execution by the at least one processor 802, the same or
separate storage can be used for images or data, a removable
memory can be available for sharing information with other
devices, and any number of communication approaches can
be available for sharing with other devices. The device
typically will include at least one type of display element
806, such as a touch screen, electronic ink (e-ink), organic
light emitting diode (OLED) or liquid crystal display (LCD),
although devices such as portable media players might
convey information via other means, such as through audio
speakers. As discussed, the device in many embodiments
will include at least one image capture element 808, such as
at least one 1mage capture element positioned to determine
a relative position of a viewer and at least one 1mage capture
clement operable to 1mage a user, people, or other viewable
objects 1n the vicinity of the device. An image capture
clement can include any appropriate technology, such as a
CCD mmage capture element having a suflicient resolution,
focal range and viewable area, to capture an image of the
user when the user 1s operating the device. Methods for
capturing 1mages or video using an image capture element
with a computing device are well known 1n the art and will
not be discussed herein in detail. It should be understood that
image capture can be performed using a single image,
multiple 1mages, periodic 1imaging, continuous image cap-
turing, 1image streaming, etc. The device can include at least
one networking component 810 as well, and may include
one or more components enabling communication across at
least one network, such as a cellular network, Internet,
intranet, extranet, local area network, Wi-Fi, and the like.

The device can 1nclude at least one motion and/or orien-
tation determining element, such as an accelerometer, digital
compass, electronic gyroscope, or inertial sensor, which can
assist 1n determining movement or other changes 1n orien-
tation of the device. The device can include at least one
additional mput device 812 able to receive conventional
input from a user. This conventional input can include, for
example, a push button, touch pad, touch screen, wheel,
joystick, keyboard, mouse, trackball, keypad or any other
such device or element whereby a user can mput a command
to the device. These I/O devices could even be connected by
a wireless inirared or Bluetooth or other link as well 1n some
embodiments. In some embodiments, however, such a
device might not include any buttons at all and might be
controlled only through a combination of visual and audio
commands such that a user can control the device without
having to be 1 contact with the device.

The various embodiments can be implemented 1n a wide
variety of operating environments, which 1n some cases can
include one or more user computers or computing devices
which can be used to operate any of a number of applica-
tions. User or client devices can include any of a number of
general purpose personal computers, such as desktop or
laptop computers runming a standard operating system, as
well as cellular, wireless and handheld devices runming
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mobile software and capable of supporting a number of
networking and messaging protocols. Such a system can
also include a number of workstations running any of a
variety of commercially-available operating systems and
other known applications for purposes such as development
and database management. These devices can also include
other electronic devices, such as dummy terminals, thin-
clients, gaming systems and other devices capable of com-
municating via a network.

Most embodiments utilize at least one network that would
be familiar to those skilled 1n the art for supporting com-
munications using any of a variety of commercially-avail-
able protocols, such as TCP/IP, FTP, UPnP, NFS, and CIFS.
The network can be, for example, a local area network, a
wide-area network, a virtual private network, the Internet, an
intranet, an extranet, a public switched telephone network,
an 1nirared network, a wireless network and any combina-
tion thereof.

In embodiments utilizing a Web server, the Web server
can run any of a variety of server or mid-tier applications,
including HTTP servers, FTP servers, CGI servers, data
servers, Java servers and business application servers. The
server(s) may also be capable of executing programs or
scripts 1n response requests from user devices, such as by
executing one or more Web applications that may be imple-
mented as one or more scripts or programs written in any
programming language, such as Java®, C, C# or C++ or any
scripting language, such as Perl, Python or TCL, as well as
combinations thereof. The server(s) may also include data-
base servers, mncluding without limitation those commer-
cially available from Oracle®, Microsolt®, Sybase® and
IBM®.

The environment can include a variety of data stores and
other memory and storage media as discussed above. These
can reside 1n a variety of locations, such as on a storage
medium local to (and/or resident 1n) one or more of the
computers or remote from any or all of the computers across
the network. In a particular set of embodiments, the infor-
mation may reside 1n a storage-area network (SAN) familiar
to those skilled 1n the art. Stmilarly, any necessary files for
performing the functions attributed to the computers, servers
or other network devices may be stored locally and/or
remotely, as appropriate. Where a system includes comput-
erized devices, each such device can include hardware
clements that may be electrically coupled via a bus, the
clements including, for example, at least one central pro-
cessing unit (CPU), at least one mnput device (e.g., a mouse,
keyboard, controller, touch-sensitive display element or key-
pad) and at least one output device (e.g., a display device,
printer or speaker). Such a system may also include one or
more storage devices, such as disk drives, optical storage
devices and solid-state storage devices such as random
access memory (RAM) or read-only memory (ROM), as
well as removable media devices, memory cards, flash cards,
etc.

Such devices can also include a computer-readable stor-
age media reader, a communications device (e.g., a modem,
a network card (wireless or wired), an infrared communi-
cation device) and working memory as described above. The
computer-readable storage media reader can be connected
with, or configured to receive, a computer-readable storage
medium representing remote, local, fixed and/or removable
storage devices as well as storage media for temporarily
and/or more permanently containing, storing, transmitting
and retrieving computer-readable information. The system
and various devices will also typically include a number of
software applications, modules, services or other elements
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located within at least one working memory device, includ-
ing an operating system and application programs such as a
client application or Web browser. It should be appreciated
that alternate embodiments may have numerous variations
from that described above. For example, customized hard-
ware might also be used and/or particular elements might be
implemented in hardware, software (including portable soft-
ware, such as applets) or both. Further, connection to other
computing devices such as network input/output devices
may be employed.

Storage media and other non-transitory computer read-
able media for containing code, or portions of code, can
include any appropriate media known or used in the art,
including storage media and other non-transitory media,
such as, but not limited to, volatile and non-volatile, remov-
able and non-removable media implemented 1n any method
or technology for storage of information such as computer
readable instructions, data structures, program modules or
other data, including RAM, ROM, EEPROM, flash memory
or other memory technology, CD-ROM, digital versatile
disk (DVD) or other optical storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic
storage devices or any other medium which can be used to
store the desired information and which can be accessed by
a system device. Based on the disclosure and teachings
provided herein, a person of ordimnary skill in the art will
appreciate other ways and/or methods to implement the
various embodiments.

The specification and drawings are, accordingly, to be
regarded 1n an illustrative rather than a restrictive sense. It
will, however, be evident that various modifications and
changes may be made thereunto without departing from the
broader spirit and scope of the invention as set forth in the
claims.

What 1s claimed 1s:

1. A computer-implemented method, comprising;:

recerving a request including image data captured using a
camera of a computing device, the request further
including contextual data;

analyzing the image data to identily an experience fin-
gerprint represented 1n the 1image data, the experience
fingerprint including a selection of graphical elements
arranged according to a fingerprint template;

determining user data associated with at least one of the
computing device or a user associated with the com-
puting device;

determining an experience package associated with the
experience lingerprint, the experience package speci-
tying content, a plurality of relevant experiences, and
one or more criteria for selecting from the plurality of
relevant experiences;

determining criteria values, from at least one of the
contextual data or the user data, the criteria values
including a preference for a type of experience;

determiming, based at least 1n part upon the one or more
criteria and the criteria values, a relevant experience of
the plurality of relevant experiences; and

causing the relevant experience to be presented, 1n
response to the request, using at least a subset of the
content.

2. The computer-implemented method of claim 1, further

comprising;

providing 1nstructions for presenting the relevant experi-
ence by at least one of selecting instructions for the
relevant experience or generating request-specific
instructions for the relevant experience.
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3. The computer-implemented method of claim 1, further
comprising:
identifying a set of features in the image data that corre-
spond to a fingerprint pattern;
determining, based at least in part upon a graphical
clement of the experience fingerprint, an orientation of
the fingerprint pattern;
comparing the set of features, according to the orientation,
against a set of experience fingerprints representing
words of a visual language; and
identifying the experience fingerprint by locating an expe-
rience fingerprint, of the set of experience fingerprints,
that corresponds to the set of features.
4. The computer-implemented method of claim 1, further
comprising:
determining at least one additional device capable of
providing at least a portion of the relevant experience;
and
causing the at least one additional device to provide at
least the portion of the experience.
5. The computer-implemented method of claim 4, further
comprising;
providing instructions to the at least one additional device
by at least one of a network-based transmission, an
audio transmission, a visual transmission, or a direct
communication from the computing device.
6. A computer-implemented method, comprising:
receiving a request including fingerprint data, the finger-
print data corresponding to a visual fingerprint repre-
sented 1n 1mage data captured by a camera of a user
device;
identifying the wvisual fingerprint corresponding to the
fingerprint data;
determining a plurality of relevant experiences associated
with the visual fingerprint;
determining one or more criteria for selecting from the
plurality of relevant experiences, the one or more
criteria including a preference for a type of experience;
determining a relevant experience of plurality of relevant
experiences based at least upon the one or more critena,
the relevant experience including a presentation of
content by at least one electronic device;
identifying the content to be presented for the relevant
experience; and
causing the content to be presented by the at least one
clectronic device.
7. The computer-implemented method of claim 6, further
comprising;
receiving contextual data with the request, the contextual
data including at least one of a geolocation, time data,
date information, a user 1dentifier, a device 1dentifier, or
a session identifier; and
determining the relevant experience based further in part
upon the contextual data.
8. The computer-implemented method of claim 6, further
comprising:
determining historical data associated with the request,
the historical data stored for at least one of a user
account, a user profile, a session, or the user device; and
determining the relevant experience based further in part
upon the historical data.
9. The computer-implemented method of claim 6, further
comprising;
generating the relevant experience based at least upon a
request-specific type ol experience.
10. The computer-implemented method of claim 6, fur-
ther comprising:
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determiming the at least one electronic device to present
the content for the relevant experience, the at least one
clectronic device capable of including the user device,
a network-connected device, or an electronic device
capable of receiving communications from the user
device.

11. The computer-implemented method of claim 6,
wherein the content for the relevant experience includes at
least one of text, graphics, audio, video, game content,
augmented reality content, or virtual reality content.

12. The computer-implemented method of claim 6, fur-
ther comprising:

identifying an experience package associated with the

visual fingerprint, the experience package specilying
the content and the one or more criteria.

13. The computer-implemented method of claim 6, fur-
ther comprising:

identifying a source graphic included in the fingerprint

data; and

determiming at least one of an orientation of the finger-

print or the relevant experience based at least i part
upon the source graphic.

14. The computer-implemented method of claim 6, fur-
ther comprising:

providing a customer console enabling a customer to

design at least one fingerprint to be associated with the
relevant experience, the at least one fingerprint corre-
sponding to a fingerprint template enabling the finger-
print to be recognized 1n captured image data.

15. The computer-implemented method of claim 6, fur-
ther comprising:

providing an application incorporating fingerprint capture

functionality, wherein the application causes the fin-
gerprint data to be transmitted to a designated system
for determination of the relevant experience to be
provided.

16. A computing system, comprising:

at least one processor;

memory including instructions that, when executed by the

at least one processor, cause the computing system to:

receive, from a user device, fingerprint data corre-
sponding to a visual fingerprint represented in 1mage
data captured using the user device;

identify the wvisual fingerprint corresponding to the
fingerprint data;

determine a plurality of experiences associated with the
visual fingerprint;

determine one or more criteria for selecting from the
plurality of relevant experiences, the one or more
criteria including a preference for a type of experi-
ence;

determine a relevant experience of plurality of relevant
experiences based at least upon the one or more
criteria, the relevant experience including a presen-
tation ol content by at least one electronic device;

identily the content to be presented for the relevant
experience; and

cause the content to be presented by the at least one
clectronic device.

17. The computer system of claim 16, wherein the mnstruc-
tions when executed further cause the computing device to:

determine at least one of contextual data or historical data

associated with the request, wherein the contextual data
includes at least one of a geolocation, time data, date
information, a user identifier, a device i1dentifier, or a
session 1dentifier, and wherein the historical data stored



US 10,354,176 Bl

17

for at least one of a user account, a user profile, a
session, or the user device; and
determine the relevant experience based further in part
upon the contextual data.
18. The computer system of claim 16, wherein the mstruc-
tions when executed further cause the computing device to:
determine the at least one electronic device to present the
content for the relevant experience, the at least one
clectronic device capable of including the user device,
a network-connected device, or an electronic device
capable of receiving communications from the user
device.
19. The computer system of claim 16, wherein the instruc-
tions when executed further cause the computing device to:
identify a source graphic included 1n the fingerprint data;
and
determine at least one of an orientation of the fingerprint
or the experience based at least 1n part upon the source
graphic.
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