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METHOD AND APPARATUS FOR USING
SOFITWARE DEFINED NETWORKING AND
NETWORK FUNCTION VIRTUALIZATION

TO SECURE RESIDENTIAL NETWORKS

RELATED APPLICATIONS

This patent application claims the benefit of U.S. Provi-
sional Application No. 62/269,308, filed on Dec. 18, 2013,
entitled, “Method and Apparatus for Using Software
Defined Networking and Network Function Virtualization to
Secure Residential Networks,” the contents and teachings of
which are hereby incorporated by reference 1n their entirety.

BACKGROUND

Computer networks allow users to access information
stored within, or associated with, the network. A typical
computer network can include multiple client computer
devices that communicate with each other through a system
ol data communication devices (e.g., switches and routers)
and transmission media (e.g., electrical wiring, fiber-optic
cable, and/or wireless connections). In general, a transmit-
ting client device exchanges data with a receiving client
device by packaging the data using a standard format or
protocol to form one or more data structures (e.g., packets,
frames, or cells). The transmitting client device transiers
these data structures to the recerving client device through
the above-described network of computerized devices and
transmission media.

Conventional computer networks, such as local area net-
works (LLANs), can be subject to unwanted intrusion or
attacks. For example, computerized devices on a network
can be subject to user-level network attacks, such as drive-
by-downloads (e.g., computer virus or malware) that can
occur without a user’s knowledge, such as when the user
visits a particular website. Network computer devices can
also be subject to other types of user-level network attacks,
such as phishing attacks, which can obtain relatively sensi-
tive information, such as passwords and user names, from
the network computer devices.

SUMMARY

As provided above, conventional local area networks
(LANs) can be subject to unwanted intrusion or attacks.
Typically, relatively large enterprises and organizations
invest 1 the security of therr LAN networking infrastruc-
tures and resources to minimize the likelihood or success of
such attacks. For example, organizations can utilize security
tools, such as hardware firewalls, proxy servers, and intru-
sion detection systems, to strengthen their networks and
mimmize the risk of unwanted intrusion or attacks. These
conventional solutions are relatively complex and require
relatively larger budgets, and awareness of computer secu-
rity to properly implement. Further, these organizations
typically utilize a dedicated information technology (IT)
stall with expertise in networking and security to administer
the networks.

Conventional network security mechanisms are directed
toward relatively large enterprises and orgamzations and do
not address the needs of relatively smaller LANSs, such as
residential networks. For example, there are approximately
54 million residential LANs 1n the United States, which
exceeds the number of LANs associated with the approxi-
mately 5.8 million U.S. corporations (1.e., enterprises and
organizations). The average owner of a residential LAN will

10

15

20

25

30

35

40

45

50

55

60

65

2

not necessarily have the expertise or budget to utilize
network security solutions used by large organizations to
limit or prevent network attacks.

Further, while residential-based network security solu-
tions are available, these solutions can be fairly cumbersome
to properly implement by the end user. For example, certain
network security solutions require residential network own-
ers to administer their networks and to make eflective
security decisions, despite a lack of training. Residential
users often imtially configure their networks and then
neglect the infrastructure until 1t fails. This approach can
result 1n residential networks that have relatively weak
security which can yield sub-optimal results. Further, these
network owners often neglect basic steps related to network
security maintenance, such as changing default passwords or
installing firmware updates to the security solutions. This
provides an opportunity for adversaries to access the resi-
dential network. Additionally, residential network owners
are at risk for incurring liability for the activity of inside
users, such as guests, who use or share the network. For
example, guests of a residential network can access illicit
content over a connected wide area network without the
knowledge of the network owner. In the case where the
content 1s accessed 1llegally (e.g., an unlicensed download
of copyrighted content), the network owner could be held
liable for any legal infractions associated with the access.

By contrast to conventional network security solutions,
embodiments of the present mnnovation relate to a method
and apparatus for using software defined networking and
network function virtualization to secure residential net-
works. In one arrangement, a service provider network
system 1ncludes an oflsite or cloud-based host, such as a
service provider device, which 1s configured to establish a
secure communication channel, such as virtual private net-
work (VPN) connection, between a client device of a
residential computer network and a cloud-based proxy
device or middlebox. The secure communication channel 1s
tailored to particular applications, worktlows, or protocols
executed by the computer devices within the residential
network on a per-flow basis. That 1s, the middlebox 1s
configured to monitor and control the network traflic asso-
ciated with a particular application, worktlow, or protocol as
executed by the client device.

With such a configuration, the service provider device can
secure all trathic exchanges with the residential computer
network which allow residential network owners to out-
source their network management to a security service
provider. This offloads the responsibility of the security of
the residential network from the network owner to the
security service provider. Further, the service provider
device operator can readily deploy new security measures
and tools across a large number of residential networks, such
as by updating or adding middleboxes to the service pro-
vider network system. The service provider device 1s further
configured to direct network communication to a proxy
device which, 1n turn, exchanges communication with tar-
geted server devices over a wide area network, such as the
Internet. With such a configuration, the service provider
device can hide the network address of the residential
network from the server device and other devices on the
network, thereby minimizing the risk of the residential

network devices as being subject to user-level network
attacks.

Embodiments of the innovation relate to, in a service

provider device, a method for providing communication
between a client device and a server device. The method

includes receiving, by the service provider device, a device
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access request from the client device via a residential
network, the server provider device being located external to
the residential network. The method includes detecting, by
the service provider device, a communication type identifier
associated with the device access request. The method
includes establishing, by the service provider device, a
secure communication channel between the client device
and a middlebox associated with the detected communica-
tion type i1dentifier. The method includes providing, by the
service provider device, communication between the client
device and the server device via the secure communication
channel between the client device.

Embodiments of the mnovation relate to a service pro-
vider device including a controller having a memory and a
processor. The controller 1s configured to receive a device
access request from the client device via a residential
network, the server provider device being located external to
the residential network and detect a commumnication type
identifier associated with the device access request. The
controller 1s configured to establish a secure communication
channel between the client device and a middlebox associ-
ated with the detected communication type identifier and
provide communication between the client device and the
server device wvia the secure commumication channel
between the client device and the middlebox.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, features and advantages
will be apparent from the following description of particular
embodiments of the innovation, as 1llustrated in the accom-
panying drawings 1in which like reference characters refer to
the same parts throughout the different views. The drawings
are not necessarily to scale, emphasis nstead being placed
upon 1llustrating the principles of various embodiments of
the 1nnovation.

FIG. 1 1illustrates a schematic representation of a service
provider network system, according to one arrangement.

FIG. 2 illustrates a schematic representation of a service
provider device having a protocol database, according to one
arrangement.

FIG. 3 illustrates a schematic representation of a service
provider device having a local domain name server database,
according to one arrangement.

FIG. 4 illustrates a schematic representation of a service
provider network system, according to one arrangement.

FIG. 5 illustrates a schematic representation of a service
provider device having a whitelist database, according to
one arrangement.

DETAILED DESCRIPTION

Embodiments of the present innovation relate to a method
and apparatus for using software defined networking and
network function virtualization to secure residential net-
works. In one arrangement, a service provider network
system 1ncludes an oflsite or cloud-based host, such as a
service provider device, which 1s configured to establish a
secure communication channel, such as virtual private net-
work (VPN) connection, between a client device of a
residential computer network and a cloud-based proxy
device or middlebox. The secure commumnication channel 1s
tailored to particular applications, workflows, or protocols
executed by the computer devices within the residential
network on a per-flow basis. That 1s, the middlebox 1s
configured to monitor and control the network tratlic asso-
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ciated with a particular application, worktlow, or protocol as
executed by the client device.

With such a configuration, the service provider device can
secure all traflic exchanges with the residential computer
network which allow residential network owners to out-
source their network management to a security service
provider. This offloads the responsibility of the security of
the residential network from the network owner to the
security service provider. Further, the service provider
device operator can readily deploy new security measures
and tools across a large number of residential networks, such
as by updating or adding middleboxes to the service pro-
vider network system. The service provider device 1s further
configured to direct network communication to a proxy
device which, 1n turn, exchanges communication with tar-
geted server devices over a wide area network, such as the
Internet. With such a configuration, the service provider
device can hide the network address of the residential
network from the server device and other devices on the
network, thereby minimizing the risk of the residential
network devices as being subject to user-level network
attacks.

FIG. 1 1llustrates a schematic representation of a service
provider network system 10, according to one arrangement.
The service provider network system 10 can form part of a
wide area network (WAN), such as the Internet, and can
include multiple network resources. For example, the ser-
vice provider network system 10 can include a local area
network (LAN), such as a residential network 14 having
client devices 15 and a service provider device 12 having
associated cloud-based proxy devices or middleboxes 40.

As 1llustrated, the residential network 14 can include, as
client devices 15, a data communication device 16. In one
arrangement, the data communication device 16, such as a
computerized device, switch, router, or gateway. The data
communication device 16 1s configured to exchange network
connection communication, such as Transmission Control
Protocol/Internet  Protocol (TCP/IP) communication,
between the residential network 14 and the service provider
device 12. For example, a controller (not shown) of the data
communication device 16 can be configured with OpenWrt
firmware having an Open vSwitch module enabled to sup-
port the OpenFlow protocol. As such, upon boot-up, the data
communication device 16 can establish a network connec-
tion with the service provider device 12 and can request
instruction for all new communication channel requests or
network flows, such as requested by the computer devices 18
of the residential network 14. As a result, during operation,
the data communication device 16 1s configured to forward
network communication from the computer devices 18 of
the residential network 14 to a proxy device as directed by
the service provider device 12, rather than to a target server
device 22.

Also as 1llustrated, the residential network 14 can include,
as client devices 15, one or more computer devices 18-1
through 18-N disposed 1n electrical communication with the
data communication device 16. In one arrangement, each
one or more of the computer devices 18 can be configured
as a laptop, tablet device, or personal computer having a
controller 17, such as a memory and a processor. Alternately,
one or more of the computer devices 18 can be configured
as a network connected device, such as a printer device
photocopy device. Further, one or more of the computer
devices 18 can be configured as an embedded device, such
as a networked light switch having an associated controller
17. During operation, the computer devices 18 are config-
ured to exchange network communication with the server
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device 22 via the data communication device 16 and a proxy
device as directed by the service provider device 12.

The service provider device 12 1s a computerized device
disposed 1n electrical communication with a client device 15
of the residential network 14, such as the data communica-
tion device 16. The service provider device 12 1s located
external to, or oflsite from, the residential network 14. For
example, the service provider device 12 can be configured as
part of an oflsite, cloud-based service.

In one arrangement, the service provider device 12 1s
configured to direct the behavior of the data communication
device 16 and control distribution of communication
between the residential network 14 and a variety of server
devices 22 located on the WAN. For example, the service
provider device 12 includes a controller 20, such as a
memory and a processor, that executes a connection review
protocol, such as an OpenFlow protocol, which 1s configured
to recerve and review device access requests 30 (e.g.,
network connection requests) received from the data com-
munication device 16.

Also as mdicated, the service provider device 12 includes
one or more associated middleboxes 40, such as middle-
boxes 40-1 through 40-N. In one arrangement, each middle-
box 40 1s configured to act as a proxy device for network
traflic associated with a particular application, worktlow, or
protocol executed by the computer devices 18 within the
residential network 14 on a per-flow or per-access basis. For
example, the first middlebox 40-1 can be configured to
proxy and monitor network traflic pertaiming to a particular
type of video conferencing (e.g., SKYPE) while the second
middlebox 40-2 can be configured to proxy and monitor
network traflic pertaining to a particular type motion picture
streaming (e.g., NETFLIX). With each middlebox 40 being
configured to proxy and monitor a particular application,
workilow, or protocol, the service provider device 12 can
secure any number of applications executed by the client
devices 15 across many types of residential networks 14,
regardless of the security concerns or goals.

The maddleboxes 40 can be configured 1mn a variety of
ways. In one arrangement, each middlebox 40 1s configured
as a virtual machine executed by the controller 20 of the
service provider device 12, such as illustrated. Alternately,
cach middlebox 40 1s configured as a computerized device
disposed 1n electrical communication with the server pro-
vider device 12.

During operation, the service provider device 12 1s con-
figured to establish a secure communication channel, such as

a virtual private network (VPN), with a client device 15 of
a residential network 14 and to direct communication
between the client device 15 and a server device 22. The
tollowing provides a description of an example operation of
the service provider device 12 when establishing commu-
nication channels and providing such communication.
With continued reference to FIG. 1, the service provider
device 12 1s configured to receive a device access request 30
from a client device 15 of a residential network 14. For
example, assume the case where a user of a first computer
device 18-1 seeks to establish a video conferencing connec-
tion (e.g., SKYPE) with server device 22. In such a case, the
computer device 18-1 generates a device access request 30
identifyving the server device 22 and forwards the request
within the residential network 14 to the data communication
device 16. While the device access request 30 can be
configured 1n a number of ways, 1n one arrangement, the
device access request 30 1s configured as a synchronize
(SYN) message as part of a TCP/IP handshake. Upon

receipt, based upon the configuration of the data communi-
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cation device 16 (e.g., as configured with the OpenFlow
firmware), the data communication device 16 forwards the
device access request 30 to the service provider device 12
via network communication channel 25 (e.g., over a WAN
such as the Internet), rather than to the server device 22
identified by the device access request 30.

In response to recerving the device access request 30, the
service provider device 12 i1s configured to detect a com-
munication type identifier 32 associated with the device
access request 30. The communication type identifier 32
relates to a particular application, workilow, or protocol to
be executed by the computer device 18. For example, the
communication type identifier 32 can indicate a request to
access a server device 22 which oflers a particular service,
such as SKYPE, or motion picture streaming content, such
as NETFLIX. By detecting the communication type 1denti-
fier 32 associated with the device access request 30, the
service provider device 12 can i1dentily the particular appli-
cation, workilow, or protocol associated with the network
traflic from the requesting computer device 18.

Based upon the detected communication type identifier
32, the service provider device 12 can select an appropriate,
associated middlebox 40 configured to proxy and monitor
the application, worktlow, or protocol traflic from the client
device 15. For example, assume the service provider device
12 detects the communication type identifier 32 associated
with the device access request 30 as pertaining to a particular
type of video conferencing (e.g., SKYPE). Based upon such
detection, the service provider device 12 can select the first
middlebox 40-1, which 1s configured to proxy and monitor
network traflic pertaining to the particular type of video
conferencing (e.g., SKYPE), as the middlebox 40 to proxy
and monitor network trathic between the computer device 18,
via the data communication device 16, and the server device
22.

Following detection of the communication type identifier
32 associated with the device access request 30, the service
provider device 12 i1s configured to establish a secure
communication channel 44 between the client device 15 and
a middlebox 40 associated with the detected communication
type 1dentifier 32. For example, following selection of the
first middlebox 40-1 as the network communication proxy,
the service provider device 12 1s configured to transmit a
communication channel instruction 34 to the data commu-
nication device 16, such as by using the OpenFlow protocol.
The communication channel instruction 34 can direct the
data communication device 16 to establish a secure com-
munication channel 44 between the data communication
device 16 and the selected first middlebox 40-1 associated
with the communication type identifier 32. In response to the
communication channel instruction 34, the data communi-
cation device 16 can establish dynamically spawned virtual
private network (VPN) or a Generic Routing Encapsulation
(GRE) tunnel as the secure communication channel 44 with
the first middlebox 40-1.

Next, the service provider device 12 1s configured to
provide communication 42 between the client device 15 and
the server device 22 via the secure communication channel
44 between the client device 15 and the middlebox 40. For
example, based upon the establishment of the secure com-
munication channel 44 with the first middlebox 40-1 the data
communication device 16 1s configured to transmait network
communication 42 to the first middlebox 40-1. As the first
middlebox 40-1 receives the network communication 42
from the data communication device 16 via the secured
communication channel 44, the first middlebox 40-1 per-
forms a network address translation (NAT) on the commu-
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nication 42 and forwards the communication 42 to the target
destination server device 22 via a communication channel
46. Further as the first middlebox 40-1 receives network
communication 42 from the server device 22 via the com-
munication channel 46, the first middlebox 40-1 performs a
NAT on the communication 42 and forwards the communi-
cation 42 to the data communication device 16 via secured
communication channel 44.

Accordingly, the service provider device 12 1s configured
to oflload the responsibility of the security of the residential
network 14 from the network owner to an oflsite security
service provider. For example, by establishing a secured
communication channel 44 for network communication
between a data communications device and a middlebox 40
and by utilizing the middlebox 40 to act as a proxy device
relative to a server device 22, the service provider device 12
can hide the network address of the client devices 135
residential network 14 from the server device 22 and other
devices on the wide area network (e.g., Internet). This
protects the residential network 14 by hiding the Internet
protocol (IP) address of the computer devices 18 on the
residential network 14 and minimizes the risk of the resi-
dential network devices 15 as being subject to user-level
network attacks.

Further, by securing network communication between the
client devices 15 of the residential network 14 and the server
device 22, the service provider device 12 allows residential
network owners to outsource their network management to
a security service provider via an oflsite or cloud-based
service. This offloads the responsibility of the security of the
residential network 14 from the network owner to the
security service provider, rather than requiring residential
network owners to become experts 1n network security.

Additionally, the service provider device 12 i1s located
external to, or oflsite from, the residential network 14. For
example, the service provider device 12 can be configured as
part of an oflsite, cloud-based service. With such a configu-
ration, a service provider device operator can deploy
updated security measures and security tools across a rela-
tively large number of residential networks 14 1n a relatively
cost effective manner, without requiring a physical presence
in the associated residences. This minimizes the need to the
residential network owner to either monitor his own resi-
dential network 14 or to utilize relatively costly network
security solutions to limit or prevent network attacks.

As indicated above, during operation, the service provider
device 12 1s configured identily a communication type
identifier 32 of a device access request 30. This allows the
service provider device 12 to detect the particular applica-
tion, worktlow, or protocol associated with a network con-
nection originating from the requesting client device 15
betfore the connection 1s established. Further, this allows the
service provider device 12 to select an appropriate middle-
box 40 configured to proxy and monitor the network tratlic
associated with that application, workilow, or protocol on a
per-flow or per-access request basis. The service provider
device 12 can be configured to identily the communication
type 1dentifier 32 associated with a device access request 30
in a variety ol ways.

In one arrangement, with reference to FIG. 2, when
identifying a communication type identifier 32, the service
provider device 12 1s configured to first detect a protocol
criterion 30 associated with the device access request 30.
The protocol criterion 50 can be configured to 1dentily some
aspect of the application, workflow, or protocol associated
with a network connection between the client device 15 and
the server device 22. For example, certain network commu-
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nication associated with a particular application can origi-
nate from a particular port, while other network communi-
cation associated with a particular protocol can have a
particular destination IP address. In such a case, the device
access request 30 includes, as the protocol criterion 50, an
originating port number or a destination IP address associ-
ated with the device request 30. When detecting the protocol
criterion 30, the service provider device 12 can extract the
protocol criterion 30 from the payload the device access
request 30.

Once the service provider device 12 has detected the
protocol configuration 50 associated with the device access
request 30, the service provider device 12 1s configured to
compare the protocol criterion 50 with a protocol database
52. In one arrangement, the service provider device 12 can
store a preconfigured protocol database 52 which includes
entries 33 that relate protocol criterion descriptions 54 to
corresponding communication type identifiers 32. For
example, a first protocol description 54-1, “destination port
50,” corresponds to a first communication type i1dentifier,
“video conference service” while a second protocol descrip-
tion 54-2, IP address “1.2.3.4” corresponds to “motion
picture streaming service.” Accordingly, in use, the service
provider device 12 1s configured to compare the protocol
criterion 50 with each entry 53 of the protocol database 52
to attempt to 1dentily a particular application, worktlow, or
protocol associated with the device access request 30 before
establishing the network connection.

The service provider device 12 1s then configured to
etect the communication type identifier 32 associated with
e device access request 30 based upon a correspondence of
ne protocol criterion 50 and an entry 353 in the protocol
atabase 32. For example, assume the case where the
protocol criterion 50 identifies “destination port 50” as the
port of the destination server device 22 with which the data
communication device 16 1s attempting to establish a con-
nection. Based upon a comparison of the protocol criterion
50 with the entries 53 of the protocol database 52, the service
provider device 12 can identily a correspondence between
the protocol criterion 30 and the first protocol description
54-1. Based upon such a correspondence, the service pro-
vider device 12 can 1dentily corresponding communication
type 1dentifier 32, as a video conierence service (e.g.,
SKYPE). By detecting the communication type identifier 32
in this manner, the service provider device 12 can select an
appropriate middlebox 40 associated with the video confer-
ence service to proxy and monitor the network communi-
cation between the data communication device 16 and the
server device 22 (1.e., a SKYPE server device).

In the case where the service provider device 12 detects
a lack of correspondence between the protocol criterion 50
and the entries 53 of the protocol database 52, in one
arrangement, the service provider device 12 can identily the
device access request 30 as indicating a security threat and
can drop the device access request 30. As such, the service
provider device 12 will not establish a network connection
between the requesting client device 15 and the server
device 22.

In another arrangement, with reference to FIG. 4, when
identifying a communication type 1dentifier 32, the service
provider device 12 1s configured to utilize a local domain
name server (DNS) database 62. As 1llustrated, the service
provider device 12 can store the DNS database 62 which
includes entries 63 that relate numerical Internet protocol
(IP) addresses 64 to corresponding domain or website
address names 66. For example, as provided in the DNS

database 62, a first IP address “2.4.6.8” 64-1 corresponds to

C
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a first domain name “www.video-conterence.com,” 66-1
while a second IP address “11.12.13.14” 66-2 relates to a

second domain name “www.movie-stream.com,’ 66-2.
Accordingly, 1 use, the service provider device 12 1s
configured to compare the protocol criterion 50 with each
entry 53 of the protocol database 52 to attempt to 1dentily a
particular application, worktlow, or protocol associated with
the device access request 30 betfore establishing the network
connection.

The service provider device 12 1s configured to develop
the DNS database 62 based upon DNS request resolution
performed by client devices 135 of the residential networks
14. For example, when a client device 15 of the residential
network 14 attempts to establish a network connection with
a server device 22 via a domain name (€.g., www.name-
.com), the computer device 18 forwards a DNS request to a
domain name server. In response to the DNS request, the
domain name server returns a DNS response, such as a
numerical IP address (e.g., 20.21.22.23) corresponding to
the domain name, to the computer device 18. Each time a
client devices 135 mitiates a DNS request, the data commu-
nication 16 1s configured, such as via the OpenFlow proto-
col, to forward a copy of the DNS response to the service
provider device 12. The service provider device 12 then
parses the DNS response to identily responses associated
with known server device domain names. If the service
provider device 12 detects such a response, the service
provider device 12 extracts the IP addresses contained
within the response and adds each numerical Internet pro-
tocol (IP) address 64 and the corresponding domain or
website address name 66 to the local DNS database 62.

In use, and with continued retference to FIG. 3, when the
data communication device 16 transmits the device access
request 30 to the service provider device 12, the device
access request 30 includes a destination IP address 60, such
as associated with a particular server device 22 to which the
data communication device 16 would like to establish a
network connection. In response, the service provider device
12 can extract the destination IP address 60 from the payload
the device access request 30.

The service provider device 12 1s configured to then
compare the destination IP address 60 with the local DNS
database 62. For example, assume the case where the
destination IP address 60 identifies the IP address
11.12.13.14. Based upon a comparison with the entries 63 of
the local DNS database 62, the service provider device 12
can 1dentity the IP address entry “11.12.13.14” 64-2 as
corresponding to the destination IP address 60 and can
identily the domain name “www.movie-stream.com”™ 66-2
corresponding to the IP address entry.

The service provider device 12 1s configured to then
detect the communication type identifier 32 associated with
the device access request 60 based upon a correspondence of
the destination IP address 60 and an entry 63 1n the local
DNS database 62. For example, based upon the correspon-
dence of the destination IP address 60 with the domain name
“www.movie-stream.com” 66-2, as provided above, the
service provider device 12 can 1dentily corresponding com-
munication type identifier 32 as a motion picture streaming,
service (e.g., NETFLIX). By detecting the communication
type 1dentifier 32 1n this manner, the service provider device
12 can select an appropriate middlebox 40 associated with
the motion picture streaming service to proxy and monitor
the network communication between the data communica-

tion device 16 and the server device 22 (1.e., a NETFLIX
server device).
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In the case where the service provider device 12 detects
a lack of correspondence between the destination IP address
60 and the entries 63 of the local DNS database 62, in one
arrangement, the service provider device 12 can identify the
device access request 30 as indicating a security threat and
can drop the device access request 30. As such, the service
provider device 12 will not establish a network connection
between the requesting client device 15 and the server
device 22.

Returning to FIG. 1, and as provided above, following the
establishment of the secure network connection 44 by the
service provider device, the middlebox 40 forms part of the
communication path between a client device 15 and a server
device 22. However, 1n certain cases, the middlebox 40 can
introduce relatively large amounts of latency to the com-
munication exchanged between the data communication
device 16 and the server device 22. For certain types of
content, such as motion picture streaming or on-line video
games, the latency can be unacceptable to the end user. In
certain cases, to minimize the eflect of the middlebox 40 in
the exchange of content between the data commumnication
device 16 and the server device 22, the middlebox 40 is
configured to detect an oftload eendltlen associated with the
communication between the client device 15 and the server
device 22. In the case where an oflload condition 1s detected,
the middlebox 40 1s configured to generate and transmit an
offload communication 70 to the service provider device 12
to request that the service provider device 12 exclude the
middlebox 40 from the communication path between the
client device 15 and the server device 22.

As provided above, the middlebox 40 1s configured as a
proxy device and 1s included as part of the network com-
munication exchanged between a client device 15 and a
server device 22. In one arrangement, the middlebox 40 1s
configured as a momitoring device. While the middlebox 40
can momnitor network tratlic to maintain the security of the
residential network 14, the middlebox 40 1s also configured
to detect a state of the connection or network communica-
tion exchanged between the client device 15 and the server
device 22. Based on the state of the connection or the
network communication (i.e., an ofiload condition), the
middlebox 40 can exclude itself from the communication
exchanged between the client device 15 and the server
device 22.

In one arrangement, as part of such a monitoring con-
figuration and with reference to FIG. 4, the middlebox 40
can detect the establishment of a secure channel, such as an
encrypted channel, between the client device 15 and the
server device 22 as an oflload condition.

For example, certain services or server devices 22 typi-
cally provide streaming content, such as video content (e.g.,
online streaming motion pictures), to subscribing client
devices 135 over secure network or communication channels.
The communication channels are established by the server
devices 22 as secure communication channels 1n order to
minimize illicit interception and/or redirection of the content
stream to non-subscribing devices. With the presence of a
secure network channel established by the server devices 22,
the use of the middlebox 40 as a monitoring device 1s not
necessary. Accordingly, by detecting the presence of a
secure network channel between the server device 22 and
client device 15, the middlebox 40 can remove itself from
the communication between the server device 22 and client
device 15 while maintaining a level of security associated
with the residential network 14.

For example, during the establishment of the secure
communication channel, the device access request 30 pro-
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vided by the data communication device 16 to the service
provider device 12 via network communication channel 25
1s configured as a synchronize (SYN) message 30. This
forms part of a handshaking process of a Transport Layer
Security (TLS) connection. During operation, when the data
communication device 16 transmits such a device access
request 30 to the service provider device 12, the service
provider device 12 directs the data commumnication device to
torward the device access request 30 to a selected middlebox
40 (e.g., a middlebox 40 associated with a particular appli-
cation, workflow, or protocol executed by the computer
devices 18).

In response, the data communication device 16 forwards
the request to the middlebox 40 via communication channel
44 (e.g., secure communication channel 44), such as along
path 76. The middlebox 40 reviews the device access request
30, can i1dentily the request 30 as a SYN message or packet,
and can return the request 30 to the data communication
device 16, such as along path 77. Upon receipt of the request
30, the data communication device 16 forwards the SYN
packet 30 to the server device 22, such as along path 78.

The maddlebox 40 1s further configured to receive and
review acknowledge (ACK) messages transmitted from both
the server device 22 to the data communication device 16
and from the data communication device 16 to the server
device 22. For example, 1n response to the SYN packet 30,
the server device 22 transmits an ACK packet to the data
communication device 16, such as along path 78. The data
communication device 16 receives the ACK packet and
transmits the ACK packet to the middlebox 40, such as along
path 77, for verification. Once returned from the middlebox
40, the data communication device 16 then generates 1ts own
acknowledgement packet, transmits 1t to the middlebox 40,
and awaits verification from the middlebox 40 before for-
warding to the server device 22. In the case where the
middlebox 40 i1dentifies these messages as acknowledge-
ment messages, the middlebox 40 can recognize the com-
munication exchange between the data communication
device 16 and the server device 22 as forming a secure
communication channel or TLS connection between the
middlebox 40 and the server device 22.

In one arrangement, the middlebox 40 1s further config-
ured to validate the TLS connection between the client
device 15 and the server device 22 to identily potential
security threats to the residential network 14 originating
from the server device 22.

For example, following the handshaking process, as part
of the ACK messages transmitted from the data communi-
cation device 16 and the server device 22, the middlebox 40
can receive a Server Hello message from the server device
22 which includes a chain of security certificates 80. Once
received, the middlebox 40 i1s configured to extract the
security certificates 80 from the Server Hello message,
including a root certificate. The middlebox 40 can then
utilize 1ts own database of trusted root certificates to verily
the authenticity of each of the certificates 80 1n the chain. In
the case where the middlebox 40 detects a failure of the
verification process at any point 1n the chain, the middlebox
40 1s configured to break the connection with the server
device 22. In the case where the middlebox 40 detects the
certificates 80 as being valid, the middlebox 40 can validate
the TLS connection between the client device 15 and the
server device 22. By validating the certificates 80 received
as part of the Server Hello message, the middlebox 40 the
service provider device 12 can identily potential security
threats to the residential network 14 originating from the
server device 22.
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In one arrangement, as part of the TLS connection vali-
dation, the middlebox 40 1s configured to detect revocation
ol the certificates 80 included with the Server Hello mes-

sage. For example, for each certificate 80 associated with the
Server Hello message identifies an associated certificate
revocation list (CRL). During operation, the middlebox 40 1s
configured to iteratively check for revocation of each cer-
tificate 80 using each certificate’s indicated CRL. For
example, the middlebox 40 1s configured iteratively retrieve

each CRL for each certificate in the chain. In the case where
the middlebox 40 successiully retrieves the CRLs, the

middlebox 40 1s configured to perform a full-chain CRL

check, such as by utilizing LibreSSL.

As a result of validating of the TLS connection and
handshaking, the middlebox 40 1s configured to generate and
torward an offload communication 70 to the service provider
device 12. In response to recerving the offload communica-
tion 70 which i1dentifies the secure communication channel
46 between the middlebox 40 and the server device 22, the
service provider device 12 1s configured to transmit a
communication instruction 72 to the client device 15. The
communication instruction 72 1s configured to direct the
client device 15 to exchange communication with the server
device 22. For example, the communication instruction 72
can include the IP address of the server device 22 and
instructions for the data communication device 16 to
exchange network communication with the server device 22
rather than with the selected middlebox 40. By 1dentifying
the presence of a secure communication channel with the
server device, the middlebox 40 can remove itself from the
communications path while maintaining a level of security
with respect to the residential network 14.

In another arrangement, the middlebox 40 can 1dentity, as
an oilload condition, a volume of communication exchanged
between the data communication device 16 and the server
device 22 as meeting a communication volume threshold 74.

For example, certain services or server devices 22 typi-
cally provide streaming content, such as video content (e.g.,
online streaming motion pictures), to subscribing client
devices 135 over secure network or communication channels.
For certain types of content, such as motion picture stream-
ing or on-line video games, the presence of the middlebox
40 1n the communication channel between the client device
15 and server device 22 can add unacceptable latency to the
communication.

In use, the middlebox 40 1s configured to detect a volume
of communication 82 transmitted between a client device 15
and the server device 22 and can compare the volume to a
communication volume threshold 74. For example, assume
the volume of communication 82 1s at a rate of 100 packets
per second. In the case where the middlebox 40 identifies the
volume of communication 82 as meeting the communication
volume threshold 74 (e.g., the communication volume
threshold 74 1s equal to a rate of 100 packets per second), the
middlebox 40 1s configured to transmit the offload commu-
nication 70 to the service provider device 12.

In response to receiving the offload communication 70
which 1dentifies the volume of communication 82 as meet-
ing the communication volume threshold 74, the service
provider device 12 1s configured to transmit a communica-
tion instruction 72 to the client device 15. The communica-
tion 1nstruction 72 1s configured to establish a communica-
tion channel between the client device 15 and the server
device 22, as provided above. By identifying the commu-
nication volume between the client device 15 and the server
device 22 as meeting a communication volume threshold 72,
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the middlebox 40 can remove itself from the communica-
tions path to minimize communication latency.

As provided above, the middlebox 40 1s configured to
transmit the offload communication 70 to the service pro-
vider device 12 in response to either identifying a secure
communication channel 46 between the middlebox 40 and
the server device 22 or identifying a volume of communi-
cation exchanged between the data communication device
16 and the server device 22 as meeting a communication
volume threshold 74. In one arrangement, the middlebox 40
1s configured to transmit the oflload communication 70 to
the service provider device 12 1n response to identifying
both a secure communication channel 46 between the
middlebox 40 and the server device 22 and a volume of
communication exchanged between the data communication
device 16 and the server device 22 as meeting a communi-
cation volume threshold 74.

As provided above, one or more of the client devices 15
of the residential network 14 can be configured as an
embedded device, such as a networked light switch. While
these embedded devices typically provide a limited number
of commands within the residential network 14 (e.g., “turn
on,” “turn ofl”), the embedded devices can be subject to
user-level network attacks. For example, the embedded
devices can be configured to engage in a denial-of-service
attach on a server device 20 over the WAN without the
knowledge or detection by the residential network operator.

In one arrangement, with reference to FIG. 5, the service
provider device 12 1s configured to develop a whitelist or
exclusions database 90 that, over time, can 1dentily various
client device identifier criteria associated with the embedded
devices of the residential network 14. For example, when an
embedded device 18-2 of the residential network 14 trans-
mits a command (“turn on,” “turn off”) to the data commu-
nication device 16, the data communication device 16 for-
wards the command as well as mformation relating to the
embedded device 18-2 (e.g., manufacturer, MAC address,
etc.) to the service provider device 12 as a client device
identifier 92. In response, the service provider device 12
adds the client device 1dentifier 92 to the whitelist database
90. As such, the service provider device 12 1s configured to
learn about the types of embedded device messages it
receives over time.

In use, as the service provider device 12 receives device
access requests 30 from the data communication device, the
service provider device 12 is configured to determine 1f the
source of the device access requests 30 1s a compromised
embedded device 18-2. For example, the service provider
device 12 can utilize the whitelist database 90 base upon a
client device identifier criterion 94 associated with the
device access request 30.

For example, assume the case where the embedded device
18-2 generates a command (“turn on,” “turn off”) and
forwards the command to the data communication device
16. The data communication device 16 can forward the
command to the service provider device 12 as a client device
identifier criterion 94 (1.e., as part of a device access requests
30).

In one arrangement, when the service provider device 12
receives the device access requests 30, the service provider
device 12 1s configured to compare the client device 1den-
tifier criterion 94 with the whitelist database 90. In response
to detecting a lack of correspondence between the client
device identifier criterion 94 and an entry 1n the whitelist
database 90, the service provider device 12 1s configured
deny any communication between the embedded device
18-2 and the server device 22. In another arrangement, based
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upon the client device identifier criterion 94, the service
provider device 12 can i1dentily a manufacturer of the
embedded device, such as by using MAC address, to 1den-
tily specific messages are allowed, or that should be denied,
for that device.
In one arrangement, the service provider device 12 1s
turther configured to detect a rate of messages generated by
the embedded device within the residential network 14. For
example, assume the case where the service provider device
12 detects that a number of messages (e.g., “turn ofl”)
generated by the embedded device over a given time interval
meets a threshold. In such a case, the service provider device
12 can perform a rate limiting function, such as by directing,
the embedded to stop sending the messages. As such, the
service provider device 12 limits excessive amount of con-
trol trathc within the residential network 14.
While various embodiments of the innovation have been
particularly shown and described, 1t will be understood by
those skilled 1n the art that various changes in form and
details may be made therein without departing from the
spirit and scope of the innovation as defined by the appended
claims.
What 1s claimed 1s:
1. In a service provider device, a method for providing
communication between a client device and a server device,
comprising:
receiving, by the service provider device, a device access
request from the client device via a residential network,
the request addressed to an address of the server device,
the service provider device being located external to the
residential network;
determining, by the service provider device, one of a
protocol criterion associated with the device access
request and a destination Internet protocol address
corresponding to the address of the server device
associated with the device access request;

determining, by the service provider device, a communi-
cation type identifier associated with the device access
request based on a comparison of an entry 1n a database
and one of the protocol criterion and the destination
Internet protocol address corresponding to the address
of the server device;

selecting, by the service provider device, a middlebox

from a plurality of middleboxes, the selecting based on
the associated determined communication type identi-
fler;

establishing, by the service provider device, a secure

communication channel between the client device and
the middlebox associated with the determined commu-
nication type identifier; and

providing, by the service provider device, communication

between the client device and the server device via the
secure communication channel between the client
device and the middlebox.

2. The method of claam 1, wherein determining the
communication type identifier associated with the device
access request based on the comparison of the entry in the
database and the protocol criterion comprises:

comparing, by the service provider device, the protocol

criterion with a protocol database; and

determining, by the service provider device, the commu-

nication type identifier associated with the device
access request based upon a correspondence of the
protocol criterion and an entry 1n the protocol database.

3. The method of claim 1, whereimn determining the
communication type identifier associated with the device
access request based on the comparison of the entry 1n the
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database and the destination Internet protocol address cor-
responding to the address of the server device comprises:
comparing, by the service provider device, the destination
Internet protocol address with a local domain name
server database, the local domain name server database
including Internet protocol addresses and correspond-
ing domain names; and

determining, by the service provider device, the commu-

nication type identifier associated with the device
access request based upon a correspondence of the
destination Internet protocol address and an entry 1n the
local domain name server database.

4. The method of claim 1, further comprising:

receiving, by the service provider device, an oflload

communication from the middlebox i1dentifying a
secure communication channel between the client
device and the server device; and

in response to receiving the offload communication, for-

warding, by the service provider device, a communi-
cation instruction to the client device, the communica-
tion 1nstruction configured to direct the client device to
exchange communication with the server device.

5. The method of claim 4, wherein receiving the offload
communication from the middlebox identifying a secure
communication channel between the client device and the
server device comprises recerving, by the service provider
device, an offload communication from the middlebox i1den-
tifying the establishment of a Transport Layer Security
(TLS) connection between the client device and the server
device.

6. The method of claim 5, further comprising validating,
by the service provider device, the TLS connection between
the client device and the server device.

7. The method of claim 1, further comprising;:

receiving, by the service provider device, an offload

communication from the middlebox identilying com-
munication between the client device and the server
device as meeting a communication volume threshold;
and

in response to receiving the offload communication, for-

warding, by the service provider device, a communi-
cation instruction to the client device, the communica-
tion instruction configured to direct the client device to
exchange communication with the server device.

8. The method of claim 1, further comprising;:

receiving, by the service provider device, an offload

communication from the middlebox identifying a
secure communication channel between the client
device and the server device and i1dentifying commu-
nication between the client device and the server device
as meeting a communication volume threshold; and
in response to receiving the offload communication, for-
warding, by the service provider device, a communi-
cation instruction to the client device, the communica-
tion instruction configured to direct the client device to
exchange communication with the server device.
9. The method of claim 1, comprising:
detecting, by the service provider device, a client device
identifier criterion associated with the device access
request;
comparing, by the service provider device, the client
device 1dentifier criterion with a whitelist database; and

in response to detecting a lack of correspondence between
the client device i1dentifier criterion and an entry 1n the
whitelist database, denying, by the service provider
device, communication between the client device and
the server device.
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10. A service provider device, comprising:

a controller having a memory and a processor, the con-

troller configured to:
receive a device access request from the client device via
a residential network, the request addressed to an
address of the server device, the service provider device
being located external to the residential network;

determine one of a protocol criterion associated with the
device access request and a destination Internet proto-
col address corresponding to the address of the server
device associated with the device access request;

determine a communication type identifier associated
with the device access request based on a comparison
of an entry mn a database and one of the protocol
criterion and the destination Internet protocol address
corresponding to the address of the server device;

select a middlebox from a plurality of middleboxes, the
selecting based on the associated determined commu-
nication type i1dentifier;

establish a secure communication channel between the

client device and the middlebox associated with the
determined communication type i1dentifier; and
provide communication between the client device and the
server device via the secure communication channel
between the client device and the middlebox.

11. The service provider device of claim 10, wherein
when determining the communication type identifier asso-
ciated with the device access request based on the compari-
son of the entry 1n the database and the protocol criterion, the
controller 1s configured to:

compare the protocol criterion with a protocol database;

and

determine the communication type identifier associated

with the device access request based upon a correspon-
dence of the protocol criterion and an entry in the
protocol database.

12. The service provider device of claam 10, wherein
when determining the communication type identifier asso-
ciated with the device access request based on the compari-
son of the entry 1n the database and the destination Internet
protocol address corresponding to the address of the server
device, the controller 1s configured to:

compare the destination Internet protocol address with a

local domain name server database, the local domain
name server database including Internet protocol
addresses and corresponding domain names; and
determine the communication type identifier associated
with the device access request based upon a correspon-
dence of the destination Internet protocol address and
an entry 1n the local domain name server database.

13. The service provider device of claim 10, wherein the
controller 1s further configured to:

recerve an offload communication from the middlebox

identifying a secure communication channel between
the client device and the server device; and

in response to receiving the offload communication, for-

ward a communication nstruction to the client device,
the communication instruction configured direct the
client device to exchange communication with the
server device.

14. The service provider device of claim 13, wherein,
when receiving the offload communication from the middle-
box 1dentifying a secure communication channel between
the client device and the server device, the controller is
configured to recerve an offload communication from the
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middlebox i1dentifying the establishment of a Transport
Layer Security (TLS) connection between the client device
and the server device.

15. The service provider device of claim 14, wherein the
controller 1s further configured to validate the TLS connec-
tion between the client device and the server device.

16. The service provider device of claim 10, wherein the
controller 1s further configured to:

receive an oilload communication from the middlebox

identifying communication between the client device
and the server device as meeting a communication
volume threshold; and

in response to receiving the offload communication, for-

ward a communication instruction to the client device,
the communication mstruction configured to direct the
client device to exchange communication with the
server device.

17. The service provider device of claim 10, wherein the
controller 1s further configured to:

receive an olfload communication from the middlebox

identifying a secure communication channel between
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the client device and the server device and 1dentifying
communication between the client device and the
server device as meeting a communication volume
threshold; and

in response to recerving the offload communication, for-
ward a communication instruction to the client device,
the commumnication instruction configured to direct the
client device to exchange communication with the
server device.

18. The service provider device of claim 10, wherein the

controller 1s configured to:

detect a client device identifier criterion associated with
the device access request;

compare the client device identifier criterion with a
whitelist database:; and

in response to detecting a lack of correspondence between
the client device identifier criterion and an entry 1n the
whitelist database, deny communication between the
client device and the server device.
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