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ADAPTIVE IDENTITY RIGHTS
MANAGEMENT SYSTEM FOR
REGULATORY COMPLIANCE AND
PRIVACY PROTECTION

RELATED APPLICATIONS

The present application claims the benefit of U.S. provi-
sional patent application No. 61/846,356, entitled “ADA-
PATIVE IDENTITY RIGHTS MANAGEMENT SYSTEM
FOR REGULATORY COMPLIANCE AND PRIVACY
PROTECTION,” filed Jul. 15, 2013, which 1s incorporated

herein by reference in 1ts entirety.

BACKGROUND

The present application relates to techniques for manag-
ing transactions within a computer environment.

In large institutions, such as universities, corporations,
healthcare facilities, and research organizations, any one
user of a computer system may have permission to perform
certain actions. The user may 1nitiate a transaction to per-
form a requested action via a first computer, which transmuits
the transaction request to a second computer to determine
whether the user has the particular permissions necessary to
perform the requested action. Any one user of the computer
system may have diflerent roles within the computer system
of an 1nstitution, and the role may give the user certain rights
associated with the software and the data being accessed.
For example, a professor at a university may have access to
certain data to which students of the university do not have
access. Moreover, different professors may have access to
different data. For example, a biology professor may have
access to certain biology department records to which a
physics professor does not have access.

Each transaction that a user of the computer system
wishes to 1nitiate 1s tested against the rights the user has and
what transactions are deemed permissible. A user’s rights
(and, consequently, the transactions mmitiated by the user)
may be limited for a number of reasons. For example, in
order to comply with regulations related to privacy, confi-
dentiality, and disclosure, an 1nstitution may establish rights
for the user to limit the data to which a user has access and
the actions the user may take within the computer system.
Additionally, a user’s rights vary with time and change
based on a user’s associations. For example, a professor may
teach a particular class for one semester at a university.
During that semester, the proiessor has access to certain
student data. By way of example and not limitation, the
prolessor may assign a grade to a student and access the
students’ contact information. Siumilarly, the students of the
class may have access to the professor’s contact information
and may be able to fill out a course evaluation for the
proiessor. However, such access may be limited to the time
during which the class 1s taught. For example, the professor
may not have access to the students’ information before the
semester starts or after the semester ends. It 1s known to
control this access by having a human manually change a
user’s rights on a regular basis.

SUMMARY

The inventors have recognized and appreciated that,
within a large institution where users may have a number of
different, varying roles, the rules that govern individual
transactions are diflicult to prescribe. Accordingly, embodi-
ments of the present application are directed to techniques
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for interpreting associations and roles between nodes of a
network to create a snapshot of permissible transactions
based on 1mplicit and explicit rules. In some embodiments,
a hierarchy of rnights 1s constructed based on explicit and
implicit associations amongst nodes 1 a network. This
hierarchy may be maintained 1n system memory and avail-
able for real-time access as transactions occur to determine
whether a particular transaction i1s permissible. Privacy
protection may be provided to limit the potential for abuse
and exploitation as well as unintended exposure of sensitive
data. As such, embodiments may be used 1n computer
systems where compliance with federal, state and local
regulation 1s a requirement.

Some embodiments are directed to a method of managing
transactions 1 a computer system. The method includes:
receiving, at the computer system, information indicating a
first node has at least one right with regard to a second node
such that the first node 1s associated with the second node;
creating, 1n a memory ol the computer system, an i1dentity
network, based, at least 1n part, on the association between
the first node and the second node, representing undirected
ties between a plurality of nodes, the plurality of nodes
comprising at least the first and second node; creating, 1n the
memory of the computer system, a rights network repre-
senting directed ties between the plurality of nodes based, at
least 1n part, on the undirected ties of the 1dentity network
and the at least one right the first node has with regard to the
second node; and determining whether a transaction mitiated
by the first node 1s permissible based, at least 1n part, on the
rights network.

In some embodiments, the method may further include
transmitting rights network information to at least one other
computer system. The act of creating the identity network
may include determining shared attributes between the plu-
rality of nodes. The first node may represent a user of the
computer system. The undirected ties of the 1dentity network
may change automatically over time in response to one or
more transactions performed by a user.

In some embodiments, each node of the plurality of nodes
of the 1dentity network 1s associated with a shared attribute;
and the shared attribute 1s associated with one or more
explicit rights. In some embodiments, each node of the
plurality of nodes 1s associated with a respective set of
attributes; and the method may further include creating a
virtual group comprising a subset of the plurality of nodes,
cach of the subset of the plurality of nodes being associated
with two or more shared attributes. The attribute may be a
portion of an attribute hierarchy defining explicit hierarchi-
cal relationships between attributes. At least one of the
plurality of nodes may inherit rights from a higher attribute
above the attribute of the identity network 1n the attribute
hierarchy. The 1dentity network may be one of a plurality of
identity networks, each identity network of the plurality of
identity networks associated with a respective attribute.

Some embodiments are directed to at least one computer
readable medium encoded with instruction that, when
executed by at least one processor, perform a method
facilitating communication between at least one requestor
and at least one software application, the method comprising
acts of: receiving, at the computer system, information
indicating a first node has at least one right with regard to a
second node such that the first node 1s associated with the
second node; creating, in a memory of the computer system,
an 1dentity network, based, at least 1n part, on the association
between the first node and the second node, representing
undirected ties between a plurality of nodes, the plurality of
nodes comprising at least the first and second node; creating,
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in the memory of the computer system, a rights network
representing directed ties between the plurality of nodes
based, at least 1n part, on the undirected ties of the 1dentity
network and the at least one right the first node has with
regard to the second node; and determining whether a
transaction 1nitiated by the first node 1s permissible based, at
least 1n part, on the rights network.

Some embodiments are directed to a computer system
comprising: at least one network interface configured to
receive mformation indicating a first node has at least one
right with regard to a second node such that the first node 1s
associated with the second node; at least one processor
configured to: create an identity network, based, at least 1in
part, on the association between the first node and the second
node, representing undirected ties between a plurality of
nodes, the plurality of nodes comprising at least the first and
second node; create a rights network representing directed
ties between the plurality of nodes based, at least 1n part, on
the undirected ties of the identity network and the at least
one right the first node has with regard to the second node;
and determine whether a transaction initiated by the first
node 1s permissible based, at least in part, on the rights
network; and at least one memory for storing the rights
network.

BRIEF DESCRIPTION OF DRAWINGS

The accompanying drawings are not intended to be drawn
to scale. In the drawings, each identical or nearly identical
component that 1s illustrated 1n various figures is represented
by a like numeral. For purposes of clarity, not every com-
ponent may be labeled 1n every drawing. In the drawings:

FIG. 1 illustrates a computer environment according to
some embodiments;

FI1G. 2 1s a functional block diagram of a computer system
according to some embodiments;

FIG. 3 1s a flowchart of a method for managing transac-
tions using a rights network according to some embodi-
ments; and

FI1G. 4 1s a block diagram of the hardware components of
a computer system according to some embodiments.

DETAILED DESCRIPTION

I. Overview

The inventors have recognized and appreciated that a
large amount of human resources would be required to keep
user permissions 1 a large institution updated based on
changes and events that may be constantly occurring. Con-
sequently, the mventors have recognized and appreciated
that an automatic system for determining which transactions
are permissible would be advantageous to large institutions
with complex computer systems with many users with
varying roles. Some embodiments are directed to a system
for governing transactions based on the contextual relation-
ships between nodes of a network. Network theory may be
used to dynamically generate a snapshot ol permissible
interactions with a minimum of manual tervention by
human users. Human resources requirements are reduced by
intermittently constructing a hierarchy of rights based on
explicit and implicit associations amongst nodes in a net-
work. The hierarchy may be maintained 1n system memory
and available for instantaneous access as transactions occur.

Because some embodiments relate to creating and/or
maintaining networks in the network theory sense of the
word, whenever a collection of computing resources inter-
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connected through one or more communication channels 1s
discussed the term “computer network™ will be used. The
term “‘network,” when not qualified as a “computer net-

work,” 1n the present application generally refers to a graph,
tree or other set of connected nodes, which would form a
“network” in the network theory sense of the word. A
network 1s a collection of nodes that are connected together
in at least one way. What can be considered a node 1s not
limited. A node may be a user, a department of an 1nstitution,
a class, or any other suitable entity. “Transactions™ are
discrete interactions between nodes and are subject to the
privileges and restrictions associated with the nodes. “Asso-
ciations” are undirected ties between nodes ol networks.
Explicit associations between two or more nodes may be
created by the two or more nodes sharing an attribute.
Implicit associations may be inferred through the explicit
associations that exist in the network.

II. Compliance in Complex Systems

Embodiments may address user interactions and transac-
tions within computer systems at the level of a single
transaction 1n the context of a large institutions. The type of
institution 1s not limited 1n any way and may include, by way
of example, educational institutions, corporations, health-
care 1stitutions or research institutions. One challenge with
managing transaction in such an institution 1s the provisional
and contextual nature of the possible combination of rules
that could govern any given transaction. Large institutions
may 1nclude a large number of potential users of the system,
which adds to the complexity of managing the system. By
way of example and not limitation, the number of users may
be 1n excess of 50,000. Users interacting with software
systems within a complex nstitutional context may assume
multiple and various roles simultaneously. Each role may
have restrictions and rights that govern transactions within
the computer system.

By way of example and not limitation, a user, Dr. X, may
be a clinician who sees patients at a teaching hospital, an
instructor that evaluates and grades medical students, and a
researcher who deals with human subjects. Each potential
transaction for Dr. X within the computer system of his
istitution may have an associated regulatory compliance
regime with respect to privacy, confidentiality, disclosure,
ctc. Furthermore, there may be temporary ancillary dimen-
sions added to any ftransaction that are idiosyncratic to
individual users or ephemeral user groups. For example,
users may be given a temporary opportunity to review and
assess the work of their peers in an academic context.
Graduate students may be charged with the instruction of
undergraduates, while simultaneously being observed and
graded by faculty members. Faculty members themselves
may be periodically reviewed by peers, administrators or the
students they teach. In short, given the complexity of large
istitutions with multiple missions, elaborate regulatory
compliance requirements, and whose members have wide
and varying roles, the rules that govern individual transac-
tions within computer systems employing various software
programs cannot be easily prescribed.

Some embodiments are directed to systems and/or meth-
ods for recognizing a user’s role and context interpreted
from 1mplicit and explicit rules and associations.

III. Limiting the Human Dimension

The complexity behind establishing and maintaining the
rules that govern any single transaction benefits from an
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automated, algorithmic approach—an approach that reduces
the amount of human intervention used to keep the system

updated. Automating the rights and limitations of users not
only reduces the need of human intervention, but can also
increase the accuracy and uniformity of implementing any
regulatory rules set forth by laws and/or istitutional poli-
cies. Even administrative stafl within large institutions that
specialize 1n these regulations have a limited view of the
potential regulatory requirements of any given transaction.
Administrative staill may be specialists with expertise in a
particular area (e.g., academics, patient care or research)
with limited overlap.

In the above example, Dr. X, a user with multiple simul-
taneous roles of physician, professor and researcher, would
typically rely on different oflices for support with her
teaching responsibilities, clinical practice and research. Dr.
X may rely on the administrative stall to advise her on
compliance with the various regulations and rules in those
particular areas. However, 1n complex systems within large
istitutions, where roles and contexts are dynamic and
shifting, 1t may be very diflicult to rely on human interven-
tion 1 every possible transaction.

Embodiments herein are directed to using well-structured
data that may be curated by compliance experts. The system
ol some embodiments receives the well-structured data and
extrapolates one or more rules for various transactions based
on the received data and the context in which the transac-
tions occur. These extrapolated rules need not be explicitly
understood by compliance experts due to the provisional and
contextual nature of the transaction. In other words, the rules
for any particular transaction may be implicit and deter-
mined automatically by some embodiments.

IV. Constructing an Identity Network

An 1dentity network represents undirected ties between
nodes as determined by the shared attributes between con-
nected nodes. “Attributes™ are discrete 1dentifiers applied to
nodes, e.g., a tag. By way of example and not limitation, Dr.
X may be a node 1n a network of afliliations based upon the
shared attribute “faculty.” Dr. X may be a node 1n another
network of afliliations based upon the shared attribute “Col-
lege of Medicine,” and a sub-network therein based upon the
shared attribute “Department of Pathology.” Dr. X may carry
her other attributes into each of these networks such as
“tenured faculty,” “associate professor,” “chair of the cur-
riculum committee” or “‘co-principal investigator” for a
major federal grant. A node’s “identity” 1s the sum total of
attributes associated with the node. For example, Dr. X’s
identity represents the sum of the attributes she carries
throughout her various networks, plus some optional attri-
butes that may be unique to her (e.g. the sole recipient of an
endowed chair).

The attributes that constitute her identity may exist within
contextual hierarchies distributed across her various net-
works. In some embodiments an “attribute hierarchy™ 1s
maintained by human administrators, such as compliance
experts. The attribute hierarchy defines explicit relationships
between the attributes. For example, Dr. X’s “associate
proiessor” attribution may have a hierarchical position rela-
tive to other attributes within the 1nstitution, e.g., Employee
Faculty Associate Professor. The Associate Professor attri-
bute 1s an explicit identifier with the attendant implicit
attributes of Faculty and Employee. Implicit associations
may be made by propagating upward 1n the hierarchy until
a root node 1s reached. For example, Dr. X 15 explicitly
associated with the attribute “associate proiessor,” but is

10

15

20

25

30

35

40

45

50

55

60

65

6

thereby implicitly associated with the attribute “faculty.”
One purpose of this hierarchical attribute model 1s to lever-
age 1mplicit associations 1n the construction of the identity
ol a node with minimal manual effort. The distinction to be
made 1s that i1dentity networks may be fluid while the
attribute hierarchies they leverage may be fixed.

In some embodiments, an 1dentity network may be con-
structed based on received information, such as information
defining associations and roles. The “role” definitions may
define various roles and the rights that are associated with
those roles. For example, a “student” role may be associated
with a particular set of rights and a “professor’” role may be
associated with a different set of rights. The rights need not
be exclusive, as a student and a professor may share certain
rights. The associations received by the computer system
define the relationships between the various nodes of the
network.

In some embodiments, an 1dentity network 1s constructed
by creating undirected ties between nodes 1n a data structure
ol a computer system based on received imnformation regard-
ing the roles and associations of nodes. A processor of the
computer system may alter the data structure by propagating

the ties up the hierarchy of nodes to create an identity
network.

V. Constructing a Rights Network

A rights network represents directed ties between nodes,
that 1s, the actions nodes may take 1n relation to other nodes,
or be subject to by other nodes. For example, Dr. X may be
the Course Director of General Pathology and Immunology.
The students of this course are given a particular assignment
for which they will receive a grade. Mary 1s a student in the
course and 1s authorized to submit her assignment through
the computer system of some embodiments. Dr. X has
privileges necessary to assess her students and provide
grades. Mary, 1n turn, may submit an evaluation of Dr. X’s
performance as Course Director. Both Mary and Dr. X then
have the privileges to interact with the other based upon their
explicit association within the context of the course with
which they are both associated. The rights network 1illus-
trates that the potential for these actions exist, and 1f one or
the other node so chooses to take one of these actions under
the appropriate conditions, the system will permit them to do
SO.

Embodiments may construct a rights network based on
explicit and 1mplicit associations in identity networks. The
attribute hierarchies 1n i1dentity networks may be assigned
rights by compliance experts and/or system administrators.
Nodes may inherit rights from the attributes that rank higher
in the hierarchy. In this way, rather than propagating upward
as was done to create the 1dentity network, rights propagate
downward through the nodes of the network. For example,
iI a right to view student contact mnformation 1s given to all
“professors,” that right propagates down to “Physiology
prolessors,” “Associate Professors,” and individual profes-
sors, such as Dr. X.

However, the attendant rights in an identity network that
are based on explicit associations have precedence over
implicit rights inherited through associations 1n the attribute
hierarchy for a particular node. In some embodiments, when
explicit rights contlict with one another and the attributes for
the attendant rights hold equal position 1n the hierarchy, the
rights that are least restrictive take precedence. Otherwise,
the rights with the closest proximity to the referencing node
in the hierarchy take precedence. In other words, the atten-
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dant rights that are closest in the hierarchy and that grant the
most privileges are the expressed rights for a particular
transaction.

In some embodiments, a rights network 1s constructed by
creating directed ties between nodes 1n a data structure of a
computer system based on received information regarding
the identity network and the received roles and associations
of nodes. A processor of the computer system may alter the

data structure by propagating the ties down the hierarchy of
nodes to create a rights network.

VI

Exceptions and Ghosts

An exception 1s a techmique of inoculating a node against
a particular attribute. Exceptions allow administrators to
manage special cases that occasionally occur where the
general rules do not apply. Associations in an identity
network may implicitly create other associations with atten-
dant rights that are not applicable 1n a small number of cases.
This may occur, for example, when a student who 1s a
member of a group of students that normally has a concur-
rent schedule of courses 1s able to opt out of one or more of
those courses. The exception allows the use of the group
attribute to assign students to a course, but blocks all rights
and identity attributes from passing through the excepted
node. In some embodiments, exceptions are created manu-
ally by a human administrator.

A ghost 1s 1visible to an identity network, but has
privileges where the identity network overlaps with the
rights network. In other words, ghosts allow granting rights
without an associated identity attribute. For example, all
nodes with the identity attribute “faculty” may have privi-
leges to view restricted contact information for nodes with
the identity attribute “student”. This 1s the case even though
the nodes may not have any overlapping identity networks
and therefore no implicit associations that may grant rights.
The practical eflect 1s that certain nodes may be given
explicit privileges based on institutional rules rather than
relationships, creating a directional tie that 1s hidden to the
receiving node. In some embodiments, ghosts may be cre-
ated manually by a human administrator.

VII. Polymorphic Controls

Polymorphic controls relate to the rights of users chang-
ing 1n response to an outside stimulus. An outside stimulus
may be an action of a user or a time frame associated with
a node. For example, a node associated with a particular
course being taught at a university may have a start date/time
and an end date/time, which may be entered manually when
the node 1s created in the hierarchy. A professor and/or a
student associated with the course node may have different
rights depending on the current time’s relation with the start
and end time of the course. For example, students may not
have access to certain course materials until the course starts
and access to those materials may be denied atfter the course
ends. The rights of the various users associated with the
course are adjusted automatically by the system 1n some
embodiments. Thus, very little human resources are needed
to change the rights of students and teachers as time passes.

Virtual Groups represent 1dentity networks based on two
or more shared attributes between nodes. For example Dr. X
1s a member of a virtual group consisting of nodes with the
shared attributes “faculty” and “Department of Pathology™,
creating a network of “Department of Pathology faculty.”
Virtual Groups may be generated by performing Boolean
operations on two or more nodes of the network. Using the
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example above, there may be a faculty node and a Depart-
ment of Pathology node. My performing the operation

“Faculty AND Department of Pathology,” a virtual group of
the Pathology faculty members 1s created. No additional
human eflort 1s required to maintain this additional network
other than the mnitial designation of the original two attri-
butes, but this network can be operated upon just as any
other network within the system. A “role,” 1n some embodi-
ments, may not have a technical definition that could be
operationalized programmatically, because roles that are
defined by statute could be fundamentally different than
roles that are defined by the mstitution (e.g., student, teacher,
student-teacher, etc.). A user may not be given a role in the
system per se, but a compliance expert may establish 1den-
tities and rights based on their understanding of an 1nstitu-
tionally defined role by defiming these 1dentities and rights in
a data structure stored in a computer system. The rights
inherent 1n these institutionally defined roles may be
expressed in certain contexts, while lying dormant in others.
For example, the role “student” 1n a course may have no
practical impact until a time where the course 1s active, e.g.,
during a semester. Furthermore, the rights expressed by that
role may change over the span of the course. Students may
have the rights to submit assignments periodically through-
out the course, and are given the ability to evaluate their
istructor within a specific time window near the end of the
course. Embodiments may allow for these rights to be
expressed programmatically, alleviating the need for manu-
ally adjusting privileges and restrictions by instructors and/
or stall. For example, when a node of a network 1s defined
by a human administrator in a data structure of a computer
system, the node may be associated with a start date and end
date. The rights of users associated with the node may be
different before the start time, between the start and end time
and after the end time. In some embodiments, the rights of
a user may change 1n response to a transaction taken by a
user.

The above concepts, such as networks, roles, associations,
are 1mplemented using data structures i one or more
computer systems. Soitware and hardware are used to popu-
late these data structures, as described 1n more detail below.
Any suitable data structure may be used. For example,
information regarding networks may be stored in one or
more databases.

VIII. Exemplary Embodiments and Applications

FIG. 1 1llustrates a computer environment 100 according
to some embodiments. An administrator 110 uses a com-
puter 112 to communicate with a computer system 130 via
network 150. Any suitable network may be used. By way of
example and not limitation, network 150 may be an intranet
or the Internet. Administrator 110 provides association infor-
mation and role information associated with nodes of the
network to computer 112 and that information 1s transmitted
to computer system 130. As described 1n more detail below,
the computer system 130 uses the association information
and role information received from the administrator’s com-
puter 112 to construct an identity network and a rights
network. The rights network may be stored in memory of the
computer system 130 and used to determine whether trans-
actions initiated by a user 120 are permissible.

The computer environment 100 may include a plurality of
other computer systems that execute one or more solftware
applications. By way of example and not limitation, com-
puter system 140 may execute software that manages nfor-
mation about student grades at a university and/or contact
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information associated with the students and employees of
the university. Embodiments are not limited to any particular
soltware executing on computer system 140.

User 120 may be any user of the computer environment
100. By way of example, and not limitation, the user may be
an employee, a student, a professor, a researcher, or any
other human that uses software within the computer envi-
ronment 100. User 120 mitiates a transaction on computer
122, which 1s transmitted via network 150 to computer
system 130 or computer system 140, which receives the
initiated transaction request.

Computer system 130, after constructing the rights net-
work, may send rights network information to one or more
other computer systems in the computer environment 100,
such as computer system 140. In some embodiments, when
a transaction request 1s recerved at computer system 140, the
computer system uses the received rights network to deter-
mine whether the requested transaction 1s permissible. In
other embodiments, transaction requests may be routed first
to computer system 130, which may act as a central trans-
action broker to determine, using the nights network,
whether transactions are permissible. If the transaction 1s
permissible, the transaction request may be given permis-
s10n to proceed. In some embodiments, this may be done by
communicating the transaction request, or information about
the request, such as a token, to the appropriate computer
system 140 for processing by the software that handles the
requested transaction. If computer system 130 determines
the transaction 1s not permissible, then the request 1s may not
be sent to computer system 140. In some embodiments, an
error message may be communicated to the user that
requested the transaction.

FIG. 2 1s a functional block diagram of computer system
130 according to some embodiments. The computer system
130 comprises at least a network interface 210, a processor
220 and a memory 230. The network interface 210 recerves
information 201 about associations and roles of nodes. This
information 1s presented to the processor 220, where an
identity network 232 1s created and stored in memory 230.
The processor 220 then uses the 1dentity network 232 and
the information 201 to create a rights network 234, which 1s
also stored in memory 230. In some embodiments, rights
network information 235 may be transmitted from the
network interface 210 to at least one other computer system.
In some embodiments, the network interface 210 may
receive transaction requests and the processor 220 may use
the rights network 234 to determine whether the transaction
1s permissible.

FIG. 3 15 a flowchart of a method for managing transac-
tions using a rights network according to some embodi-
ments. At act 302, the computer system receives association
and role information. By way of example and not limitation,
this mnformation may be receirved from another computer of
computer environment 100 illustrated 1n FIG. 1.

At act 304, a processor creates at least one 1dentity
network based on the association and role information. This
may be done in any suitable way. As discussed above, the
identity network may be formed by propagating associations
between nodes using a bottom-up approach. In some
embodiments, an identity network may already exist and the
received association and role information may represent
updates/changes to the associations and roles that were
previously established. In such embodiments, the associa-
tions and roles are updated in the existing identity network
and then the changes are propagated upward through the
network. In other embodiments, the received association and
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role information may represent new information for the
formation of a new i1dentity network.

At act 306, the processor creates a rights network 1is
created based on the at least one 1dentity network. This may
be done 1n any suitable way. As discussed above, the rights
network may be formed by propagating associations
between nodes using a top-down approach. Thus, nodes at a
higher level in the hierarchy propagate their right down to
the lower branches of the hierarchy.

At act 308, rights network information and the identity
network information 1s transmitted to at least one other
computer system. The rights network and identity network 1s
created and managed by a central computer system and then
transmitted to various computer systems running soitware
that will utilize the permissions and restrictions of the rights
network and the 1dentity network. Consequently, the various
computers in the computer environment that use the rights
network to determine whether a transaction 1s permissible
use a copy of the rights network that 1s the same as the rights
network used by other computers 1n the computer environ-
ment.

At act 310, a transaction request i1s received. In some
embodiments, the transaction request i1s received by the
same computer system that generated the rights network and
the 1dentity network. In other embodiments, the transaction
request 1s received by a computer system that received the
rights information from the computer system that generated
the rights network and the 1dentity network. The transaction
requests indicates an action that a user wants to take. The
transaction request may include any suitable action. By way
of example and not limitation, the action may be a request
to read or modily data stored 1n a computer system or a
request to execute a software application on a computer
system ol the computer environment.

At act 312, the computer system that recerves the trans-
action request determines whether the requested transaction
1s permissible using the rights network.

Some embodiments may to resolve, in real-time, the
rights for given transactions as interactions dynamically
unfold within the system by constructing rights networks
and maintaining them 1in system memory such as a data
cache. In some embodiments, the data cache may be dis-
tributed across the physical network and made available to
subscribing soiftware applications such as the personnel
directory, learning management system, student information
system, or course registration system. The data cache 1s
rebuilt based on changes to identity networks and attribute
hierarchies implemented by compliance experts and/or sys-
tem administrators. For example, changes enacted by com-
pliance experts and/or administrators may be available to
subscribing soitware applications within 300 seconds of the
change. By way of example and not limitation, embodiments
may handle more than 50,000 users with over 5,000,000 data
points representing directed and undirected ties between
nodes.

The following are examples based on particular applica-
tions:

Students may be given privacy protection in accordance
with federal regulation through the student identity
attribute. This tag shields student directory information
from public view because the system will not authorize
a transaction between an entity with the tag and a node
having an 1dentity with a relationship to the student that
1s the same relationship as a member of the public. In
addition, students may not have access to the course
schedule of other students except where schedules
overlap. This attribute 1s, of course, dependent upon the
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start and end dates of the shared courses. This approach
can also be applied to other federal privacy regulations

that apply to minors and patients (e.g., HIPPA, FERPA,
COPA).

Course enrollment may be made fluid where students
enter and leave the course independent of each other.
For example, the third year of the College of Medicine
curriculum may be taught in this manner using what are
known as clerkships. The clerkship courses last for a
year, but students move in and out of them 1n rotations
ranging from two to eight weeks. Sometimes rotations
overlap with other rotations but maintain their 1nde-
pendence.

Roles within courses may change over the life of the
course. The 2013 Pathology course 1s created six
months ahead of the start of the course. Dr. X, 1dentified
as the course director, begins with rights necessary to
develop the course (add syllabus, create assignments,
set up grade book, etc.). A month before the course
begins, Dr. X may acquire new rights to add other
instructors, teaching assistants and to create working
groups. Once the course begins, Dr. X may assess
student performance. Three days before the end of the
course, Dr. X’s students may be given access to evalu-
ate Dr. X and can Dr. X may be given access to submit

final grades, but can no longer add or remove people

from the course. One month after the course, the grade

book may be closed, students may be foreclosed from
submitting further evaluations, and Dr. Berger may no
longer have permission to edit the course. At such point
the course may be made read-only until 1t 1s archived a
year later. All of these rnights manipulations occur
automatically based on predefined schema.

Dr. X may be the course director for a course that largely
consists of student cohorts. Each cohort 1s managed by
a different faculty leader who 1s responsible for the
evaluation of the students within their cohort. Dr. X
does not evaluate students in any cohort but must
evaluate students who fall outside a cohort. Simple rule
definitions may manage this complexity without
manual intervention.

The Minority Affairs Oflice may monitor the academic
performance of particular students based on specific
demographic attributes. The members of this oflice may
not be given blanket rights to access all grades for all
students, but only for those students who fit the demo-
graphic and academic criteria required. These criteria
may be determined by attributes set elsewhere in the
system and are maintained by other personnel. Further-
more the Minority Affairs stail may be given access
only to the grades that are relevant for the intervention
being implemented for the monitored students.

In the case of a complaint by a student against a faculty
member, embodiments may enact exceptions to the
allowable rights of that faculty in the context of a
course so that the student may be assessed by an
alternate instructor. Likewise if a faculty member feels
unwanted attention from a particular student, embodi-
ments may block interactions between the two 1ndi-
viduals within subscribing applications.

IX. Computer Hardware of Some Embodiments

FI1G. 4 illustrates an example of hardware components of
a suitable computing system 400 on which the embodiments
may be implemented. For example, computers 112, 122, 130
and 140 of FIG. 1 may include at least some of the
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components of computing system 400. The computing sys-
tem 400 1s only one example of a suitable computing system
and 1s not mtended to suggest any limitation as to the scope
ol use or functionality of the invention. Neither should the
computing system 400 be interpreted as having any depen-
dency or requirement relating to any one or combination of
components illustrated in the exemplary computer system
400.

Embodiments may be operational with numerous other
general purpose or special purpose computing system envi-
ronments or configurations. Examples of well-known com-
puting systems, environments, and/or configurations that
may be suitable for use with the invention include, but are
not limited to, personal computers, server computers, hand-
held or laptop devices, multiprocessor systems, miCropro-
cessor-based systems, set top boxes, programmable con-
sumer electronics, network PCs, minicomputers, mainirame
computers, distributed computing environments that include
any of the above systems or devices, and the like.

The computing environment may execute computer-ex-
ecutable 1nstructions, such as program modules. Generally,
program modules include routines, programs, objects, com-
ponents, data structures, etc. that perform particular tasks or
implement particular abstract data types. The invention may
also be practiced i distributed computing environments
where tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted computing environment, program modules may be
located 1n both local and remote computer storage media
including memory storage devices.

With reference to FIG. 4, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 410. Components of
computer 410 may include, but are not limited to, a pro-
cessing unit 420, a system memory 430, and a system bus
421 that couples various system components including the
system memory to the processing unit 420. The system bus
421 may be any of several types of bus structures imncluding
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way

of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel

Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 410 typically includes a varnety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 410 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented 1n any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.

Computer storage media includes, but 1s not limited to,
RAM, ROM, EEPROM, flash memory or other memory

technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can accessed by computer 410.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data 1n a modulated data signal such as a carrier wave or
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other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed 1n such a manner as to encode information in the
signal. By way of example, and not limitation, communi- 35
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer readable media. 10

The system memory 430 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 431 and random access memory
(RAM) 432. A basic mput/output system 433 (BIOS), con-
taining the basic routines that help to transfer information 15
between clements within computer 410, such as during
start-up, 1s typically stored in ROM 431. RAM 432 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 420. By way of example, and not limitation, FIG. 4 20
illustrates operating system 434, application programs 435,
other program modules 436, and program data 437.

The computer 410 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 4 1llustrates a hard disk drive 441 25
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 451 that reads from
or writes to a removable, nonvolatile magnetic disk 452, and
an optical disk drive 455 that reads from or writes to a
removable, nonvolatile optical disk 456 such as a CD ROM 30
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM, 35
solid state ROM, and the like. The hard disk drive 441 1s
typically connected to the system bus 421 through an
non-removable memory interface such as iterface 440, and
magnetic disk drive 451 and optical disk drive 455 are
typically connected to the system bus 421 by a removable 40
memory interface, such as interface 450.

The drives and their associated computer storage media
discussed above and illustrated 1n FIG. 4, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 410. In FIG. 4, for 45
example, hard disk drive 441 1s illustrated as storing oper-
ating system 444, application programs 445, other program
modules 446, and program data 447. Note that these com-
ponents can either be the same as or diflerent from operating,
system 434, application programs 435, other program mod- 50
ules 436, and program data 437. Operating system 444,
application programs 445, other program modules 446, and
program data 447 are given different numbers here to
illustrate that, at a minimum, they are diflerent copies. A user
may enter commands and information into the computer 410 55
through mput devices such as a keyboard 462 and pointing
device 461, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other mput devices are often connected 60
to the processing unit 420 through a user input interface 460
that 1s coupled to the system bus, but may be connected by
other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A momitor 491 or
other type of display device 1s also connected to the system 65
bus 421 via an interface, such as a video interface 490. In
addition to the monitor, computers may also include other
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peripheral output devices such as speakers 497 and printer
496, which may be connected through a output peripheral
intertface 495.

The computer 410 may operate 1n a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 480. The remote
computer 480 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 410, although only a memory
storage device 481 has been 1llustrated in FIG. 4. The logical
connections depicted 1n FIG. 4 include a local area network
(LAN) 471 and a wide area network (WAN) 473, but may
also include other networks. Such networking environments
are commonplace 1n oflices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 410 1s connected to the LAN 471 through a network
interface or adapter 470. When used 1n a WAN networking
environment, the computer 410 typically includes a modem
472 or other means for establishing communications over
the WAN 473, such as the Internet. The modem 472, which
may be internal or external, may be connected to the system
bus 421 via the user input intertace 460, or other approprate
mechanism. In a networked environment, program modules
depicted relative to the computer 410, or portions thereof,
may be stored 1n the remote memory storage device. By way
of example, and not limitation, FIG. 4 illustrates remote
application programs 485 as residing on memory device
481. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

X. Conclusion

Embodiments described herein may allow for the devel-
opment ol applications that serve large, complex institutions
that are subject to multiple elaborate regulatory regimes. It
does so through the combination of multi-layered, network
data extrapolated and maintained 1n a distributed, fault-
tolerant, instantly accessible data cache. The inferential
process ol constructing rights networks through implicit and
explicit associations in 1dentity networks allows the devel-
opment of applications that may not be practical otherwise.
The rigorous application rights management provided can be
leveraged by subscribing applications. In addition, subscrib-
ing applications can initiate a change in the rights network
that are distributed throughout the shared application space.
For example, an instructor who ceases to teach a course 1n
the learning management system triggers a change to her
oflice hours 1n the directory system. By leveraging the
inference engine of some embodiments, the designers and
programmers of subscribing applications can concentrate
their eflorts on serving their use cases through the develop-
ment of an optimal user experience.

Having thus described several aspects of at least one
embodiment of this ivention, 1t 1s to be appreciated that
various alterations, modifications, and improvements will
readily occur to those skilled in the art. For example, any
suitable institution may use embodiments for the present
application, as embodiments are not limited to the university
and/or healthcare setting. Moreover, any suitable application
may use the rights network to determine whether a requested
transaction 1s permissible. Also, embodiments have been
described that focus on users having certain roles and rights.
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However, embodiments are not limited to users. Any suit-
able node may have a role and rights associated with that
role.

Such alterations, modifications, and improvements are
intended to be part of this disclosure, and are intended to be
within the spirit and scope of the invention. Further, though
advantages of the present invention are indicated, 1t should
be appreciated that not every embodiment of the invention
will include every described advantage. Some embodiments
may not implement any features described as advantageous
herein and 1 some instances. Accordingly, the foregoing
description and drawings are by way of example only.

The above-described embodiments of the present inven-
tion can be implemented 1n any of numerous ways. For
example, the embodiments may be implemented using hard-
ware, soltware or a combination thereof. When implemented
in software, the software code can be executed on any
suitable processor or collection of processors, whether pro-
vided 1n a single computer or distributed among multiple
computers. Such processors may be implemented as inte-
grated circuits, with one or more processors 1n an integrated
circuit component. Though, a processor may be imple-
mented using circuitry 1n any suitable format.

Further, it should be appreciated that a computer may be
embodied 1 any of a number of forms, such as a rack-
mounted computer, a desktop computer, a laptop computer,
or a tablet computer. Additionally, a computer may be
embedded 1n a device not generally regarded as a computer
but with suitable processing capabilities, including a Per-
sonal Digital Assistant (PDA), a smart phone or any other
suitable portable or fixed electronic device.

Also, a computer may have one or more mput and output
devices. These devices can be used, among other things, to
present a user interface. Examples of output devices that can
be used to provide a user interface include printers or display
screens for visual presentation of output and speakers or
other sound generating devices for audible presentation of
output. Examples of input devices that can be used for a user
interface include keyboards, and pointing devices, such as
mice, touch pads, and digitizing tablets. As another example,
a computer may receive input information through speech
recognition or in other audible format.

Such computers may be interconnected by one or more
networks 1n any sutable form, including as a local area
network or a wide area network, such as an enterprise
network or the Internet. Such networks may be based on any
suitable technology and may operate according to any
suitable protocol and may include wireless networks, wired
networks or fiber optic networks.

Also, the various methods or processes outlined herein
may be coded as software that 1s executable on one or more
processors that employ any one of a variety of operating
systems or platforms. Additionally, such software may be
written using any ol a number of suitable programming
languages and/or programming or scripting tools, and also
may be compiled as executable machine language code or
intermediate code that 1s executed on a framework or virtual
machine.

In this respect, the mvention may be embodied as a
computer readable storage medium (or multiple computer
readable media) (e.g., a computer memory, one or more
floppy discs, compact discs (CD), optical discs, digital video
disks (DVD), magnetic tapes, tlash memories, circuit con-
figurations 1 Field Programmable Gate Arrays or other
semiconductor devices, or other tangible computer storage
medium) encoded with one or more programs that, when
executed on one or more computers or other processors,
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perform methods that implement the various embodiments
of the mvention discussed above. As 1s apparent from the
foregoing examples, a computer readable storage medium
may retain information for a suflicient time to provide
computer-executable instructions in a non-transitory form.
Such a computer readable storage medium or media can be
transportable, such that the program or programs stored
thereon can be loaded onto one or more different computers
or other processors to implement various aspects of the
present mvention as discussed above. As used herein, the
term “‘computer-readable storage medium” encompasses
only a computer-readable medium that can be considered to
be a manufacture (i.e., article of manufacture) or a machine.
Alternatively or additionally, the invention may be embod-
ied as a computer readable medium other than a computer-
readable storage medium, such as a propagating signal.

The terms “program” or “software” are used herein 1n a
generic sense to refer to any type of computer code or set of
computer-executable instructions that can be employed to
program a computer or other processor to implement various
aspects of the present mvention as discussed above. Addi-
tionally, 1t should be appreciated that according to one aspect
of this embodiment, one or more computer programs that
when executed perform methods of the present invention
need not reside on a single computer or processor, but may
be distributed 1n a modular fashion amongst a number of
different computers or processors to implement various
aspects of the present imvention.

Computer-executable mstructions may be 1n many forms,
such as program modules, executed by one or more com-
puters or other devices. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. Typically the functionality of the pro-
gram modules may be combined or distributed as desired 1n
various embodiments.

Also, data structures may be stored in computer-readable
media 1 any suitable form. For simplicity of illustration,
data structures may be shown to have fields that are related
through location in the data structure. Such relationships
may likewise be achieved by assigning storage for the fields
with locations 1n a computer-readable medium that conveys
relationship between the fields. However, any suitable
mechanism may be used to establish a relationship between
information in fields of a data structure, including through
the use of pointers, tags or other mechanisms that establish
relationship between data elements.

Various aspects of the present invention may be used
alone, 1n combination, or 1n a variety of arrangements not
specifically discussed 1n the embodiments described in the
foregoing and 1s therefore not limited in 1ts application to the
details and arrangement of components set forth in the
foregoing description or illustrated in the drawings. For
example, aspects described 1n one embodiment may be
combined in any manner with aspects described in other
embodiments.

Also, the mvention may be embodied as a method, of
which an example has been provided. The acts performed as
part ol the method may be ordered in any suitable way.
Accordingly, embodiments may be constructed 1n which
acts are performed 1n an order different than illustrated,
which may include performing some acts simultaneously,
even though shown as sequential acts 1n 1llustrative embodi-
ments.

Use of ordinal terms such as “first,” “second.” “third,”
etc., 1n the claims to modily a claim element does not by
itsell connote any priority, precedence, or order of one claim
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clement over another or the temporal order 1n which acts of
a method are performed, but are used merely as labels to
distinguish one claim element having a certain name from
another element having a same name (but for use of the
ordinal term) to distinguish the claim elements.

Also, the phraseology and terminology used herein 1s for
the purpose of description and should not be regarded as
limiting. The use of “including,” “comprising,” or “having,”
“containing,” “imnvolving,” and variations thereof herein, 1s
meant to encompass the items listed thereafter and equiva-

lents thereot as well as additional i1tems.

What 1s claimed 1s:

1. A method of managing transactions i a computer
system, the method comprising:

receiving, at the computer system, information indicating

a first node has at least one right with regard to a second
node such that the first node 1s associated with the
second node;
creating, in a memory of the computer system, an 1dentity
network, based, at least i part, on the association
between the first node and the second node, the 1dentity
network representing a plurality of undirected ties
between a plurality of nodes, wherein (a) each of the
plurality of nodes 1s associated with one or more
attributes, the one or more attributes forming one or
more hierarchies, (b) at least two of the undirected ties
are determined based at least 1n part on (1) attributes
shared by two or more nodes of the plurality of nodes,
(11) attributes corresponding to two or more nodes being
related via at least one of the one or more hierarchies,
or (111) a combination of (1) and (11), and (¢) the plurality
of nodes comprises at least the first and second node;

creating, 1n a data cache of the computer system, a rights
network representing a plurality of directed ties
between the plurality of nodes based, at least 1n part, on
the plurality of undirected ties of the 1dentity network
and the at least one right the first node has with regard
to the second node;

receiving a plurality of updates comprising at least an

update to an undirected tie of the plurality of undirected
ties and an update to a directed tie of the plurality of
directed ties;
in response to updates of the plurality of updates, auto-
matically refreshing the rights network in the data
cache by propagating the updates of the plurality of
updates down the one or more hierarchies;

determining, with a processor of the computer system,
whether a transaction mitiated by the first node with
respect to the second node 1s permissible at least 1n part
by determining whether the first node shares at least
one directed tie of the plurality of directed ties 1n the
rights network with the second node.

2. The method of claim 1, further comprising: transmit-
ting rights network information to at least one other com-
puter system.

3. The method of claim 1, wherein creating the i1dentity
network comprises determining shared attributes between
nodes of the plurality of nodes.

4. The method of claim 1, wherein the first node repre-
sents a user ol the computer system.

5. The method of claam 1, wheremn the plurality of
undirected ties of the identity network change automatically
over time.

6. The method of claim 5, wherein the plurality of
undirected ties change automatically in response to one or
more transactions performed by a user.
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7. The method of claim 1, wherein:

cach node of the plurality of nodes of the identity network
1s associated with a shared attribute; and

the shared attribute 1s associated with one or more explicit

rights.

8. The method of claim 7, wherein:

cach node of the plurality of nodes 1s associated with a
respective set of attributes; and the method further
COMPrises:

creating a virtual group comprising a subset of the plu-
rality of nodes, each of the subset of the plurality of
nodes being associated with two or more shared attri-
butes.

9. The method of claim 7, wherein the attribute i1s a
portion of an attribute hierarchy defining explicit hierarchi-
cal relationships between attributes.

10. The method of claim 9, wherein at least one of the
plurality of nodes inherits rights from a higher attribute
above the attribute of the identity network 1n the attribute
hierarchy.

11. The method of claim 1, wherein the identity network
1s one of a plurality of identity networks, each identity
network of the plurality of 1dentity networks associated with
a respective attribute.

12. At least one non-transitory computer readable medium
encoded with instructions that, when executed by at least
one processor of a computer system, perform a method
facilitating communication between at least one requestor
and at least one software application, the method comprising
acts of:

recerving, information indicating a first node has at least

one right with regard to a second node such that the first
node 1s associated with the second node;

creating, in a memory of the computer system, an identity

network, based, at least in part, on the association
between the first node and the second node, the 1dentity
network representing a plurality of undirected ties
between a plurality of nodes, wherein (a) each of the
plurality of nodes 1s associated with one or more
attributes, the one or more attributes forming one or
more hierarchies, (b) at least two of the undirected ties
are determined based at least 1n part on (1) attributes
shared by two or more nodes of the plurality of nodes,
(11) attributes corresponding to two or more nodes being,
related via at least one of the one or more hierarchies,
or (111) a combination of (1) and (11), and (c¢) the plurality
of nodes comprises at least the first and second node;
recerving mput specitying a ghost right that a third node
has with respect to a fourth node, wherein the ghost
right creates a tie that is 1nvisible to the fourth node;
creating, in a data cache of the computer system, a rights
network representing a plurality of directed ties
between the plurality of nodes based, at least in part,
on:
the plurality of undirected ties of the 1dentity network
and the at least one right the first node has with
regard to the second node; and
the ghost right;
receiving a plurality of updates comprising at least an
update to an undirected tie of the plurality of undi-
rected ties;
in response to updates of the plurality of updates,
automatically refreshing the plurality of directed ties
of the rights network; and
with the at least one processor, determining whether a
transaction 1nitiated by the first node 1s permissible
based, at least 1n part, on the directed ties in the rights
network.
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13. The at least one non-transitory computer readable
medium of claim 12, wherein the method further comprises
an act of:

transmitting rights network information to at least one

other computer system.

14. The at least one non-transitory computer readable
medium of claim 12, wherein creating the identity network
comprises determining shared attributes between the plural-
ity ol nodes.

15. The at least one non-transitory computer readable
medium of claim 12, wherein the first node represents a user
of the computer system.

16. The at least one non-transitory computer readable
medium of claim 12, wherein the plurality of undirected ties

of the identity network change automatically over time.
17. The at least one non-transitory computer readable
medium of claim 16, wherein the plurality of undirected ties
change automatically in response to one or more transac-
tions performed by a user.
18. The at least one non-transitory computer readable
medium of claim 12, wherein:
cach node of the plurality of nodes of the identity network
1s associated with a shared attribute; and
the shared attribute 1s associated with one or more explicit
rights.
19. The at least one non-transitory computer readable
medium of claim 18, wherein:
cach node of the plurality of nodes 1s associated with a
respective set of attributes; and the method further
Comprises:
creating a virtual group comprising a subset of the plu-
rality of nodes, each of the subset of the plurality of
nodes being associated with two or more shared attri-
butes.
20. A computer system comprising:
at least one network interface configured to recerve nfor-
mation indicating associations among a plurality of
nodes, the plurality of nodes comprising a first node
and a second node such that the first node 1s indicated
to be associated with the second node;
at least one processor configured to:
create an 1dentity network, based, at least in part, on the
associations among the plurality of nodes, the 1dentity
network representing a plurality of undirected ties
between the plurality of nodes, wherein (a) each of the
plurality of nodes 1s associated with one or more
attributes, the one or more attributes forming one or
more hierarchies, (b) at least two of the undirected ties
are determined based at least 1n part on (1) attributes
shared by two or more nodes of the plurality of nodes,
(11) attributes corresponding to two or more nodes being
related via at least one of the one or more hierarchies,
or (111) a combination of (1) and (11), and (c) the plurality
of nodes comprises at least the first and second node;
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recetve mput specitying a ghost right that a third node has
with respect to a fourth node, wherein the ghost right
creates a tie that 1s invisible to the fourth node;
create a rights network representing a plurality of directed
ties between the plurality of nodes based, at least in
part, on:
the plurality of undirected ties of the identity network,
and

the ghost right;
recetve a plurality of updates comprising at least an

update to an undirected tie of the plurality of undirected
ties and an update to a directed tie of the plurality of

directed ties;
in response to updates of the plurality of updates, auto-

matically refresh the rights network in response to the
update by propagating the update down the one or more
hierarchies; and

determine whether a transaction initiated by the first node
with respect to the second node 1s permissible, at least
in part, by determining whether the first node shares at
least one directed tie of the plurality of directed ties 1n
the nghts network with the second node; and;

at least one memory for storing the rights network.

21. The method of claim 1, wherein:

creating the rights network comprises storing 1n the data
cache an undirected tie representing a ghost right to a
third node with respect to a fourth node, wherein the
third node and the fourth node are not tied in the
identity network.

22. The method of claim 1, wherein:

creating the rights network comprises processing a tie
between a third node and a fourth node 1n the identity
network by conditionally creating 1n the rights network
a directed tie between the third node with respect to the
fourth node; and

the conditionally creating comprises, based on an excep-
tion mput, omitting creation of a directed tie 1n the
rights network for the tie between a third node and a
fourth node in the i1dentity network.

23. The method of claim 1, wherein:

creating the rights network comprises processing a tie
between the third node and the fourth node in the
identity network by conditionally creating in the rights
network a directed tie between the third node with
respect to the fourth node;

the conditionally creating comprises conditionally creat-
ing the directed tie 1n the rights network based on an
outside stimulus.

24. The method of claim 23, wherein:

the outside stimulus comprises a time frame; and

automatically refreshing the rights network in the data
cache further comprises removing from the rights net-
work the directed tie between the third node with
respect to the fourth node after the time frame.
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