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(e.g. for a cash register region of interest, detect transmission of a laser light beam of -
~ known frequency and duty cycle in response to opening of the cash register drawer) |
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- Analytics system generates event metadata in response to the matching predetermined
I optical patterns {e.g. “cash register drawer of point of sale terminal A opened”)

8101 Control process reads the event metadata and executes actions in response o the

event metadata, where the actions include increasing priority of image data associated
with the event metadata and initiating recording of new image data, in examples |
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SYSTEM AND METHOD FOR DESIGNATING
SURVEILLANCE CAMERA REGIONS OF
INTEREST

RELATED APPLICATIONS

This application 1s related to:

U.S. application Ser. No. 15/076,701 filed on Mar. 22,
2016, entitled “Method and system for surveillance camera
arbitration of uplink consumption,” now U.S. Patent Publi-

cation No.: 2017/0278368A1;

U.S. application Ser. No. 15/076,703 filed on Mar. 22,
2016, entitled “Method and system for pooled local storage
by surveillance cameras,” now U.S. Patent Publication No.:
2017/0280102 Al;

U.S. application Ser. No. 15/076,705 filed on Mar. 22,
2016, entitled “System and method for deadzone detection

in surveillance camera network,” now U.S. Patent Publica-
tion No.: 2017/0278366 Al;

U.S. application Ser. No. 15/076,706 filed on Mar. 22,
2016, entitled “System and method for overlap detection 1n
survelllance camera network,” now U.S. Patent Publication

No.: 2017/0278367 Al;

U.S. application Ser. No. 15/076,708 filed on Mar. 22,
2016, entitled “System and method for retaill customer
tracking 1n surveillance camera network,” now U.S. Patent
Publication No.: 2017/0278137 Al;

U.S. application Ser. No. 15/076,709 filed on Mar. 22,
2016, entitled “Method and system for modeling 1image of

interest to users,” now U.S. Patent Publication No.: 2017/
0277785 Al;

U.S. application Ser. No. 15/076,710 filed on Mar. 22,
2016, entitled “System and method for using mobile device
of zone and correlated motion detection,” now U.S. Patent
Publication No.: 2017/0280103 Al;

U.S. application Ser. No. 15/076,712 filed on Mar. 22,
2016, entitled “Method and system for conveying data from
monitored scene via surveillance cameras,” now U.S. Patent
No.: 9,965,680;

U.S. application Ser. No. 15/076,713 filed on Mar. 22,
2016, entitled “System and method for configuring surveil-
lance cameras using mobile computing devices,” now U.S.
Patent Publication No.: 2017/0278365 Al;

and

U.S. application Ser. No. 15/076,717 filed on Mar. 22,
2016, entitled “System and method for controlling surveil-
lance cameras,” now U.S. Patent Publication No.: 2017/
0280043 Al.

All of the afore-mentioned applications are incorporated
herein by this reference 1n their entirety.

BACKGROUND OF THE INVENTION

Analytics systems have the capability to automatically
analyze image data from surveillance cameras. Often, the
analytics systems will track moving objects against fixed
background models. More sophisticated functions include
object detection to determine the presence of an object or a
type of the object. Even higher level functions include object
analysis and recognizing temporal and spatial events asso-
ciated with the image data. The analytics systems generate
video primitives or metadata for the detected objects and
determined events, which the analytics systems can further
process or send over the data networks to other systems for
storage and incorporation into the image data as metadata,
tor example. These objects of interest are described via a set
of “video primitives,” which may be a text description of
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some or all of the objects and observable features within a
video. These video primitives also may include descriptions
of the objects, their locations, velocities, shape, colors,
location of body parts, efc.

While analytics systems have historically been separate
systems apart from the surveillance cameras, the surveil-
lance cameras themselves are increasingly providing this
functionality. Integrating the analytics functionality within
the cameras themselves has advantages. It eliminates the
cost and maintenance associated with deploying a separate
analytics system to accomplish the same objective, and
enables more eflicient analysis by eliminating the messaging
overhead associated with sending the image data over the
data network for analysis by the separate analytics systems.

It 1s often required to train or configure these analytics
systems to process the image data. Regions of interest such
as points, lines and/or areas within the image data can
function as virtual tripwires or other bases for analysis of the
image data. For example, there might be regions of interest
associated with the threshold of a door or point of sale
terminal or a portion where customer would form a queue.
When the analytics systems detect that objects within the
image data have crossed, entered, left, and/or overlapped
with regions of interest, the analytics systems generate video
primitives 1n response. The video primitives might be asso-

ciated with security events or other events of interest that
operators of the surveillance camera systems want to 1den-
tify.

Operators configure the analytics systems by using a
separate computer system. Operators typically utilize a
graphical user interface (GUI) application of the separate
computer system that might provide a graphical drawing
tool. The operator can iteratively “draw™ the regions of
interest upon the displayed scenes from the cameras’s fields
of view. The operator then sends defined regions of interest
to the analytics systems to be used in the image data
analysis, and repeats this process for each of the surveillance
cameras.

SUMMARY OF THE INVENTION

A couple of 1ssues can be noted with these existing
systems. First, the analytics systems can require a separate
computer system on which the operators observe and high-
light important aspects of the scenes as part of the configu-
ration of the video analytics systems, 1.e., to define the
regions of 1interest such as tripwires and other regions, points
or lines within the scenes captured by the cameras. More-
over, defining the regions of interest must be repeated for
cach surveillance camera. This 1s an 1mportant consider-
ation, because many times multiple cameras are oriented to
monitor the same region of interest by overlapping their
fields of view. Such an application provides the operators
with different views of the same region of interest across the
cameras. For example, it 1s often usetul to position the fields
ol view of an overhead camera and a wall mounted camera
to include a region of interest that surrounds the same cash
register 1n a point of sale area. The overhead camera and the
wall mounted camera each provide a different view or
perspective ol activities occurring near or within the com-
mon region of interest surrounding the cash register. Though
the itended region of interest 1s the same across both
cameras, the operator must define the region of interest
separately for the overhead camera and the wall camera to
accomplish this objective due to the different fields of view
of the cameras.
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In general, according to one aspect, the invention features
a method of designating regions of interest in the fields of
view ol surveillance cameras. The method comprises cap-
turing 1mage data with the surveillance cameras and ana-
lyzing the image data for designation of regions of interest.

In one example, the designation of the regions of interest
comprises tracking a portable computing device as it 1s
moved with respect to desired regions of interest to thereby
define the regions of interest. The portable computing device
can be controlled to display images during the defining of
the regions of interest.

In another example, the designation of the regions of
interest comprises tracking a light spot projected into fields
of view of the surveillance cameras as it 1s moved to thereby
define the regions of interest.

The analytics system can then utilize the designated
regions of interest to analyze the image data from the
survelllance cameras. For example, metadata for the image
data can be generated 1n response to detecting events relative
to the regions and/or the predetermined optical patterns.
More specific examples include tracking movement of
objects or persons relative to 1) point of sale terminals or 2)
product displays and/or 3) thresholds of doors or 4) along
streets or hallways that are identified by the regions.

Depending on the embodiment, the analytics systems can
be embedded in the surveillance cameras external analytics
systems and/or analytics systems executing on a portable
computing device to determine the designated regions of
interest.

In general, according to another aspect, the mvention
features a surveillance camera system. The system com-
prises one or more surveillance cameras capturing image
data and an analytics system analyzing the image data for
designation of regions of interest.

In general, according to another aspect, the mvention
teatures method of analyzing image data from a surveillance
camera. The method comprises installing mechanisms for
generating predetermined optical patterns 1n response to
events of interest 1n a scene monitored by the surveillance
camera, monitoring image data for the predetermined optical
patterns, and generating metadata for the image data in
response to detecting the predetermined optical patterns.

In general, according to another aspect, the invention
features a system for analyzing image data. The system
comprises mechanisms for generating predetermined optical
patterns 1n response to events ol interest a surveillance
camera capturing 1image data including the optical patterns,
and an analytics system for analyzing the image data for the
predetermined optical patterns and generating metadata for
the 1image data in response to detecting or not detecting the
predetermined optical patterns.

In general, according to another aspect, the mvention

teatures a method of designating regions of interest in the
ficlds of view of surveillance cameras. The method com-
prises capturing image data with the surveillance cameras
wherein the fields of view of the cameras are overlapping
and analyzing the 1mage data for designation of the same
regions ol interest 1n each of the different fields for the
different cameras simultaneously.
In general, according to yet another aspect, the invention
features a surveillance camera system. The system com-
prises surveillance cameras capturing image data and having,
overlapping fields of view and an analytics system analyzing
the image data from the surveillance cameras for designation
of regions of interest.

The above and other features of the invention including
various novel details of construction and combinations of
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parts, and other advantages, will now be more particularly
described with reference to the accompanying drawings and
pointed out in the claims. It will be understood that the
particular method and device embodying the invention are
shown by way of illustration and not as a limitation of the
invention. The principles and features of this invention may

be employed 1n various and numerous embodiments without
departing from the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

In the accompanying drawings, reference characters refer
to the same parts throughout the different views. The draw-
ings are not necessarily to scale; emphasis has instead been
placed upon illustrating the principles of the mvention. Of
the drawings:

FIG. 1 1s a schematic diagram showing a network or
system of surveillance cameras installed at a client premises
and a user device for accessing image data from the sur-
veillance cameras as part of a setup process;

FIG. 2 1s a schematic diagram showing four exemplary
survelllance cameras that each capture 1mage data of scenes
at a customer premises, where two pairs of the cameras each
focus on different point of sale terminals, and where an
installer utilizes a user mobile computing device to define
regions of interest for the first pair of surveillance cameras
and utilizes a laser pointer 1n conjunction with the user
mobile computing device to define regions of interest for the
second pair of surveillance cameras, as part of a setup
Process;

FIG. 3 1s a schematic diagram showing some of the
components of the surveillance cameras according to an
embodiment;

FIG. 4 1s a sequence diagram that describes a first
embodiment of a setup process enabling an installer to
designate regions of interest and to do so across multiple
survelllance cameras simultaneously that have overlapping
fields of view, via a user device;

FIG. 5§ 1s a sequence diagram that describes a second
embodiment of a setup process enabling an installer to
simultaneously designate regions of interest across multiple
survelllance cameras that have overlapping fields of view,
via a user device 1n conjunction with a laser pointing device;

FIG. 6 shows an 1mage representation of image data from
a survelllance camera, where the 1mage data includes
regions ol interest defined 1n accordance with either of the
setup processes described in the sequence diagrams of FIG.
4 or FIG. 3;

FIG. 7 1s a schematic diagram of a user interface of an
application displayed on the user device, where the appli-
cation enables the definition of the regions of interest across
the surveillance cameras, and where the application presents
an 1mage representation of the image data including the
defined regions of interest for user acceptance 1n accordance
with the process described in the sequence diagram of FIG.
5: and

FIG. 8 15 a tlow diagram showing a process for analyzing
optical signals sent from devices within the scene.

L1

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

The mvention now will be described more fully herein-
alter with reference to the accompanying drawings, 1n which
illustrative embodiments of the invention are shown. This
invention may, however, be embodied 1n many different
forms and should not be construed as limited to the embodi-
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ments set forth herein; rather, these embodiments are pro-
vided so that this disclosure will be thorough and complete,
and will fully convey the scope of the mvention to those
skilled 1n the art.

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.

b B Y 4 2

Further, the singular forms including the articles “a”, “an
and “the” are intended to include the plural forms as well,
unless expressly stated otherwise. It will be further under-
stood that the terms: includes, comprises, including and/or
comprising, when used in this specification, specily the
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.
Further, 1t will be understood that when an element, includ-
ing component or subsystem, 1s referred to and/or shown as
being connected or coupled to another element, 1t can be
directly connected or coupled to the other element or inter-
vening elements may be present.

FIG. 1 shows an exemplary surveillance camera system
10 to which the present invention 1s applicable.

The system 10 includes surveillance cameras 103 and
other components 1nstalled at a premises 52. The surveil-
lance cameras 103-1/103-2 generate image data 250 of
scenes corresponding to their respective fields of view
105-1/105-2 and communicate with each other and with
other security devices over a local network 210. The local
network 210 may be wired, wireless, or a hybrid of wired
and wireless links.

Another component of the system 10 1s a video analytics
system 312 that the surveillance cameras 103 access via a
network cloud 50. The video analytics system 312 1s typi-
cally managed by a third party hosting company and 1is
presented to the enterprise local network 210 as a single
virtual entity, 1n one example. In other examples, the ana-
lytics system 1s installed on the local network 210 and may
be owned by the same business entity as the surveillance
camera system 10.

Operators 60 holding user mobile computing devices 400,
also known as user devices, communicate with the surveil-
lance cameras 103 and/or the analytics system 312. The user
devices 400 exchange messages 264 between each surveil-
lance camera 103 and/or the analytics system 312 for this
purpose. Examples of user devices 400 include smartphones,
tablet computing devices, and laptop computers. These
devices might run operating systems such as Windows,
Android, Linux, or 108, 1n examples. Each user device 400
includes a display screen 410 and one or more applications
412, or “apps.” The apps 412 execute upon the operating
systems of the user devices 400.

The wireless messages 264 enable the user devices 400 to
access the 1image data 250 on the surveillance cameras 103
and to configure regions of interest 82 for the surveillance
cameras 103. The wireless messages 264 include both
control and data wireless messages 1n one example, data
wireless messages 264 include frames of 1mage data 250 that
the surveillance cameras 103 send to the user mobile com-
puting devices 400.

A specific example showing how the cameras 103 might
be deployed 1s illustrated. In the example, cameral 103-1 1s
focused upon a door 62 located within an aisle 70 or
entryway to the premises 52. The field of view 105-1 of
cameral 103-1 includes the door 62 and region of interest
82-1 (threshold of door 62) for analyzing movement of
objects near a threshold of the door 62
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Camera2 1s positioned to monitor a different area within
the premises 52 than cameral 103-1. Camera2 103-2 1s
focused upon a point of sale area 100. The point of sale area
100 includes a cash register or point of sale terminal 72
located on top of a desk 68. LED light 76 included within a
drawer 74 of the point of sale terminal 72 emits a light beam
84 when the drawer 74 1s opened. The field of view 105-2
of camera2 103-2 includes the operator 60 and the user
device 400, the point of sale terminal 72, and region of
interest 82-2. Region of interest 82-2 surrounds the point of
sale terminal 72. In other examples, the region of interest
might correspond to region where customers stand in a
queue for the point of sale terminal, or a product isle or
hallway or specific display case, to give a few examples.
Further, the region of interest might further correspond to a
position of the LED light source 74 when the drawer 76 1s
In an open position.

FIG. 2 shows another exemplary surveillance camera
system 10 to which the present invention 1s applicable. The
system 10 1includes four surveillance cameras, camera3
103-3 through camera6 103-6, and point of sale terminals
72-1 through 72-3 labeled A, B, and C. Each of the terminals
72-1 through 72-3 includes a drawer 74-1 through 74-3,
respectively. EFach drawer 74-1 through 74-3 includes an
LED light 76-1 through 76-3, respectively.

A specific example showing how the cameras 103 might
be deployed 1s illustrated. Camera3 103-3 and camerad
103-4 form a first pair 178-1 of cameras, while camera3
103-5 and camera6 103-6 form a second pair 178-2 of
cameras 103. Each of the pairs 178 focuses upon an area of
the premises 52 that includes a different point of sale
terminal 72.

For the first pair 178-1, the fields of view of 105-3/150-4
of camera3 103-3 and camera.4 103-4 overlap, including
point of sale terminal A 72-1 and region of interest 82-3 that
surrounds point of sale terminal A 72-1. For the second pair
178-2, the fields of view of 105-5 /150-6 of cameras 103-5
and camera6 103-6 include point of sale terminal B 72-2 and
region of 1nterest 82-4 that surrounds point of sale terminal
B 72-2.

In a first embodiment, with respect to the illustrated
example, the operator 60 designates a region of interest 82-3
across the cameras 103-3 and 103-4 of pair 178-1 using a
setup process between the user device 400 and the cameras
103-3 and 103-4. During the setup process, the user device
400 enables the definition of the same region of interest 82-3
for camera3 103-3 and camerad 103-4 of pair 178-1. The
survelllance cameras 103-3 and 103-4 participating 1n the
setup process track the user device 400 using integrated
image data analytics systems or the external analytics sys-
tem 312 or even an analytics system executing on the user
device 400 as the operator 60 moves the user device 400
within the scene and their respective fields of view.

The operator 60 1nitiates the setup process between the
user device 400 and the surveillance cameras and/or the
external analytics system 312 via messages 264 exchanged
between the app 412 of the user device 400 and each of the
cameras 103-3/103-4 and/or the external analytics system
312. The operator 60 moves the user device 400 within the
scene 1n a manner that traces or outlines or fills-in the
desired region of interest 82-3. During this process, the app
412 preferably displays a predetermined sequence of images
on the display 410 of the user mobile computing device 400.
Cameras 103-3 and 103-4 detect the predetermined
sequence ol 1mages. One or more analytics system e.g.,
external (local or remote) analytic system 312, analytics
systems integrated on the surveillance cameras 103, and/or
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an analytics system executing on the user device 400 inter-
pret the sequence of images, and render an electronic version
of the region of interest 82 1n response. Each camera 103-3
and 103-4 or other of the analytics systems then saves the
clectronic version of the region of interest 82 within local
storage of each camera 103 and/or 1n a setup {ile containing
the definitions of the regions of interest in the analytics
system 312 for each of the cameras, for example.

In a second embodiment, also with respect to the illus-
trated example, the operator 60 designates a region of
interest 82-4 across the cameras 103-5 and 103-6 of pair
178-2 using a setup process between the user device 400 and
the cameras 103-5 and 103-6, 1n conjunction with a laser or
similar optical pointing device 80. Moreover, the setup
process can be performed for multiple cameras simultane-

ously.

During the setup process, the user device 400 enables the
definition of the same region of interest 82-4 for cameras
103-5 and camera6 103-6 of pair 178-1. In contrast to the
first embodiment of the setup process, however, the surveil-
lance cameras 103-5 and 103-6 participating 1n the setup
process track a beam of light emitted from the laser pointer
device 80.

As 1n the first embodiment, the app 412 initiates the setup
process between the user device 400 and the surveillance
cameras via messages 264 exchanged between the app 412
ol the user device 400 and each of the cameras 103-5/103-6
of pair 178-2 and/or the analytics system 312. Then, the
operator 60 moves the laser pointer device 80 within the
scene such that the light emitted from the laser pointer
device 80 1s projected onto and traces or outlines the desired
region of 1nterest 82-4. In another example, the operator 60
can outline the region of interest 82-4 by directing the light
shone by the laser pointer device 80 to “paint” portions of an
object within the scene with light. With respect to the
illustrated example, the operator 60 moves the laser pointer
device 80 to direct its emitted light 1n a scanned fashion
upon point of sale terminal B 72-2 to thereby designate a
point of sale terminal region of interest for the analytics
system 312.

In response to each of the cameras 103-5 and 103-6
detecting the pattern of light within the scene, analytics
system 1n each of the cameras 103-5 and 103-6 or indepen-
dent analytics systems 312 and/or analytic systems execut-
ing on the device 400 analyze the 1mage data for designation
of regions of interest and then renders and saves an elec-
tronic version ol the region of interest 82-4 within local
storage of each camera 103-5 and 103-6 or the other
analytics systems and/or send the coordinates of the region
of interest 82-4 within the 1mage data to the analytics system
312.

It 1s important to note that the designation of the regions
ol interest 82 across the cameras 102 provided by the system
10 does not require any specific positioning of the cameras
103 1n advance nor requires an installer to specily a degree
of overlap among the fields of view 105 of the cameras 103
in advance. This 1s because an analytics system preferably
analyzes the image data 250 from the cameras 103 to
determine any designated regions of interest 82. Moreover,
the analytics system 1n one embodiment generates metadata
associated with each pair of surveillance cameras 178-1,
178-2 specitying the degree of overlap of their fields of
view. This metadata 1s generated by the analytics systems by
analyzing the movement of the spot from the laser pointer 80
or the user device 400 and when the spot or user device 1s
simultaneously within the fields of both cameras.
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FIG. 3 shows some of the components of an exemplary
survelllance camera 103 that includes an integrated analytics
system 176 as discussed above.

The camera 103 1ncludes a processing unit (CPU) 138, an
imager 140, a camera 1image data storage system 174 and a
network mterface 142. An operating system 136 runs on top
of the CPU 138. A number of processes or applications are
executed by the operating system 136. The processes include
a control process 162 and a camera analytics system 176.

The camera 103 saves image data 250 captured by the
imager 140 to the camera 1mage data storage system 174 1n
one example. Each camera 103 can support one or more
streams of 1image data 250. The control process 162 receives
and sends messages 264 via 1ts network interface 142. Upon
conclusion of the setup processes of the disclosed embodi-
ments, the camera 103 renders and saves an electronic
version of the region of interest 82 to 1ts camera 1image data
storage system 174. Each camera 103 also saves event
metadata 160. Note that more than one region of interest 82
can be defined for each camera 103.

During the setup process of the disclosed embodiments,
alter the regions of interest 82 are defined, the control
process 162 sends the regions of interest 82 along with the
image data to the integrated camera analytics system 176 for
analysis 1n some cases. The camera analytics system 176
analyzes the 1mage data 250 based on the regions of interest
82. The camera analytics system 176 generates meta data
and video primitives 296 in response to the analysis, and
stores the video primitives 296 to the camera 1mage data
storage system 174.

In some cases, the camera 103 may also or alternatively
stream 1mage data to the user device 400 or the external
analytics system 312 and these analytics systems analyze the
image data to detect the designation of the regions of
interest.

FIG. 4 1s a sequence diagram that describes a first
embodiment of a setup process that enables an installer to
simultaneously designate regions of interest 82 and also
possibly designate the regions across multiple surveillance
cameras 103 simultaneously. The setup process utilizes a
user device 400 to trace the regions of interest 82 within the
scene.

In step 502, an operator selects ENTER button 141-5
within the app 412 of user device 400 to direct the cameras
103 to begin a communication session 308 with the app 412.
In response to selection of the ENTER button 141-5, the app
412 sends a pairing request message to one or more sur-
veillance cameras 103 pointed at same scene. The cameras
103 and the app 412 exchange messages 264 using standard
communications protocols such as those based on Internet
Protocol (IP), but propriety protocols can also be used.
Typically, the operators configure the pairing request mes-
sage to include the destination addresses of each surveil-
lance camera 103 participating 1n the configuration process.
According to step 3504, each camera 103 receiving the
message 264 sends a pairing response message, the result of
which establishes a two-way communications session 308
between each of the cameras 103 and the app 412 excutign
on the user device.

In step 506, the app 412 accesses a video stream from one
of the cameras 103 and downloads representative image data
250 of the scene (e.g. a still frame of image data 250). In step
508, the app 412 presents user interface buttons 414-1 and
414-2 to start and stop definition of the region of interest 82
for the cameras 103. In response to selection of the “Start”
button 414-1, the app 412 sends an instruction to place the
survelllance cameras 103 and/or the analytics systems 1n a
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Region of Interest (ROI) configuration mode, according to
step 510. In step 512, 1n response to receiving the “start”
instruction, each camera 103 places itself in ROI configu-
ration mode.

Then, 1n step 514, the app 412 nstructs the display screen
410 of the user device 400 to present a predetermined 1image
or sequence of 1images as the operator 60 defines the region
of interest 82, where the operator defines the region of
interest 82 by outlining an area within the scene via the user
device 400. The app 412 displays the predetermined
sequence of 1mages on the display screen 410 of the user
device 400 1n step 516 as the operator moves the device
through space so that the user device 1s located 1n front of the
region of interested from the perspective of the one or more
survelllance cameras.

According to step 518, each of the cameras 103 captures
the 1mage data from their fields of view. The one or more
analytics systems then detect the predetermined sequence of
images displayed on the display screen 410 of the user
device 400 within the camera’s field of view. In one
example, the 1images are a series of alternating test pattern
images which integrated camera analytics systems 176 of
the cameras 103 or the local or cloud analytics system 312
or even the analytics system 1n the user device 400 recog-
nizes when the cameras 103 are in ROI configuration mode
and the image data 1s sent to the analytics systems. In step
520, the analytics system(s) interpret the detected sequence
of 1mages and define an associated electronic region of
interest 82 in response.

In step 522, in response to “Stop” button 414-2 selection,
the app 414 sends an 1nstruction to the cameras 103 to signal
end of ROI definition mode. According to step 524, the
cameras 103 receive the stop instruction and save the
clectronic region of interest 82 to a buller. Then, in step 526,
one of the cameras sends 1ts electronic region of interest 82
to the app 412 for verification by the operator 60.

In response, 1n step 327-1, the app 412 superimposes the
received region of mterest 82 upon the representative image
data 250 of the scene, and renders an 1image of the resultant
scene on the display screen 410. This allows the operator 60
to view and confirm placement of the region of interest 82
within the scene.

Then, 1n step 528, the app 412 presents user interface
buttons “OK” 414-3 and “Cancel” 414-4 for the operator to
accept or cancel the region of interest 82 definition, respect-
tully. Upon Vlewmg the 1 Image, if the operator 60 determines
that the region of interest 82 1s acceptable, operator selects
the “OK” button 414-3. According to step 530, 1n response
to selection of the “OK” button 414-3, the app 414 sends an
instruction to the cameras 103 and/or analytics system to
accept the region of interest 82 definition. In response, 1n
step 532, the cameras 103 and/or analytics systems store the
clectronic region of interest 82 by copying the electronic
region of interest from the temporary bufler to 1ts local
device storage (e.g. camera 1mage data storage system 174),
for example.

Alternatively, 1t the operator 60 determines that the region
of interest 82 1s not acceptable, the operator selects the
“Cancel” button 414-1 1n step 534. In response, the app 412
sends a “cancel” 1nstruction to the cameras 103 to cancel
definition of the region of interest 82 and end ROI configu-
ration mode. In response, in step 536, cach camera 103
flushes the contents of the temporary’ bufler to discard the
currently defined electronic region of interest 82 and ends
ROI config mode. Then, according to step 338, the operator
60 can repeat the defimition of the region of interest 82 as
required. For this purpose, control within the app passes to
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point “X” in the diagram to await selection of the START
button 414-1 by the operator 60 to instruct the cameras 103
to re-enter ROI configuration mode to restart definition of
the region of interest 82.

Finally, in step 540, the operator 60 selects the EXIT
button 414-6, and the app 412 sends an instruction to the
cameras 103 and/or analytics systems to exit ROI configu-
ration mode and tear down the communications session 308
between the app 412 and the cameras 103.

The setup process described in this sequence diagram
cnables the definition of multiple regions of interest 82
across the participating cameras 103. Note that for each set
of surveillance cameras 103 configured as part of this
process, the electronic regions of interest 82 stored within
cach camera 103 can differ slightly across the cameras 103.
This difference retlects the difference 1n perspective of the
scene that each camera has.

FIG. 5 1s a sequence diagram that describes a second
embodiment of a setup process that enables an 1nstaller to
simultaneously designate regions of interest 82 across mul-
tiple surveillance cameras 103. The setup process utilizes a
user device 400 1 conjunction with an optical device such
as a laser pointer 80 to trace the regions of interest 82 within
the scene or upon objects 1n the scene.

Steps 602, 604, 606, 608, for setup of the communications
session 308 between the app 418 and the cameras 103, and
for preparing the app 412 to signal start and stop of the
definition of the region of interest 82, are identical to the
functionality provided by steps 602, 604, 606, and 608 of
FIG. 4, respectively. In a similar vein, steps 610 and 612 for
cnabling the cameras 103 and/or analytics systems to enter
ROI configuration mode are identical to the functionality
provided by steps 510 and 512 1n FIG. 4, respectively.

In step 614, the operator 60 defines a region of interest 82
within the scene by outlining/scanning an object and/or
tracing an area within the scene with the laser pointer 80.
The cameras 103 and/or analytics systems detect the light
from the laser pointer 80 1n step 616, and interpret the
detected light and define an electronic region of interest 82
in response 1n step 618.

Steps 622, 624, 626, 627-1, and 628 for saving a tempo-
rary copy of the electronic region of interest within each
camera 103 and presenting 1t for operator verification on the
display screen 410 of the user device 400 are 1dentical to the
functionality provided by steps 522, 524, 526, 527-1, and
528 of FIG. 4, respectively.

In a similar fashion, steps 630, 632, 634, 636, 638, and
640 for accepting or rejecting the definition of the region of
the interest 82, storing the region of interest 82 upon

acceptance, and exiting the setup process are 1dentical to the
functionality provided by steps 530, 532, 534,536, 538, and

540 of FIG. 4, respectively.

FIG. 6 shows an 1mage of an exemplary frame of image
data 250-1 from a surveillance camera 103 that includes a
defined region of 1interest 82-5 superimposed upon the image
data 250-1. The image data 250-1 shows that the defined
region of interest 82 can be associated with entry or exat
areas between rooms, 1n one example. For this purpose,
region of interest 82-5 1s defined around a threshold of
entryway 66-5. The image 1s what an operator might view

within the display screen 410 of the user device 400 upon
conclusion of step 527-1 for the setup process in FIG. 4
and/or upon conclusion of step 627-1 for the setup process

in FIG. S.
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In other examples, regions of interest might correspond to
point of sale terminals or product displays or thresholds of
doors or areas around gaming tables or machines in casinos,
to list a few examples.

FIG. 7 shows an example user interface of the app 412
during setup of the region of interest 82 1n accordance with
the process described 1n the sequence diagram of FIG. 5,

Within the user interface, buttons 414 are displayed that
control the setup process for defining the regions of interest
82. The buttons 414 include ENTER 414-5, Start 414-1,
Stop 414-2, OK 412-3, CANCEL 414-4, and EXIT 414-6
buttons. ENTER 414-5 and EXIT 415-6 signal the cameras
103 to enter and exit ROI configuration mode, respectively.
Once within ROI configuration mode, Start 414-1 and Stop
414-2 buttons enable the start and completion of the defi-
nition of the region of interest 82. OK 414-3 and CANCEL
414-4 buttons enable the operator to accept (e.g, save to
local storage) or cancel the definition of the region of interest
82.

In the illustrated example, the display screen 410 1s
presenting image data 250-2 that includes a superimposed
region ol interest 82 defined by one of the surveillance
cameras 103. Users 60-1 and 60-2 are within the scene. The
region of interest 82 1s configured to highlight an area within
the scene that coincides with point of sale terminal 72 within
the scene.

Because the drawer 74 1s opened, the normally hidden
LED light 76 now emiuts 1ts light beam 84, which the cameras
103 can detect. In one example, each of the LED lights
deployed i1n the system 10 can be configured to modulate
theirr light at different unique frequencies to provide a
predetermined “identity stamp” upon detection of the light
84 by the surveillance cameras 84.

FIG. 8 shows a method for a surveillance camera and an
analytics system integrated in the surveillance camera or a
separate analytics system 312. According to the method, the
camera 103 or a separate analytics system 312 monitors
image data 250 of the scene to detect predetermined optical
signals generated 1n the scene. In response to detecting the
predetermined optical signals, the camera 103 or a separate
analytics system 312 can then generate metadata associated
with security events of interest and execute actions for the
security events. The method starts at step 802.

In step 804, the camera analytics system 176 of the
survelllance camera 103 or the separate analytics system 312
analyzes image data 250 of the scene to detect optical signals
sent from devices located within a region of interest 82,
where the optical signals are associated with events (e.g. for
a cash register region of interest, detect transmission of a
laser light beam of known frequency and duty cycle in
response to opening of the cash register drawer). In one
example, the device 1s the LED light 76, which emuits optical
signals via its light beam 84 when the drawer 74 1s opened.
In step 806, the camera analytics system 176 of the camera
103 or the separate analytics system 312 determines 1if the
detected optical signals match a predetermined optical pat-
tern and are coming from a predetermined area with in the
scene captured by the camera. If this test resolves to true, the
method transitions to step 808. Otherwise, the method
transitions back to the beginning of step 804.

In step 808, the camera analytics system 174 or the
separate analytics system 312 generates event metadata 160
in response to the matching predetermined optical patterns
(c.g. “cash register drawer of point of sale terminal A
opened. The camera analytics system 174 typically includes
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a time stamp within the event metadata 160 and stores the
event metadata 160 to the camera 1image data storage system
174.

According to step 810, control process 162 reads the event
metadata 160 and executes actions in response to the event
metadata 160. In examples, the actions include increasing
priority of 1image data 250 associated with the event meta-
data 160 and imitiating recording of new 1mage data 250.

While this invention has been particularly shown and
described with references to preferred embodiments thereot,
it will be understood by those skilled in the art that various
changes 1n form and details may be made therein without
departing ifrom the scope of the invention encompassed by
the appended claims.

What 1s claimed 1s:

1. A method of designating regions of interest 1n the fields
of view of surveillance cameras and analyzing image data
from the surveillance cameras, the method comprising:

designating the regions of interest by tracking a light spot

projected nto fields of view of the surveillance cameras
by a laser pointer as the light spot 1s moved to thereby
define the regions of interest;

capturing 1mage data with the surveillance cameras; and

analyzing the image data for designation of regions of

interest.

2. The method of claim 1, further comprising analyzing
the 1mage data from the surveillance cameras based on the
regions of interest.

3. The method of claim 2, wherein analyzing the image
data from the surveillance cameras based on the regions of
interest comprises:

detecting predetermined optical patterns; and

generating metadata for the 1image data 1n response to

detecting the predetermined optical patterns.

4. The method of claim 2, wherein analyzing the image
data from the surveillance cameras based on the regions of
interest comprises tracking movement of objects or persons
relative to point of sale terminals or product displays or
thresholds of doors or areas movement along streets or
hallways.

5. The method of claim 1, further comprising analyzing
the 1image data on analytics systems embedded in the sur-
veillance cameras to determine the designated regions of
interest.

6. The method of claim 1, further comprising analyzing
the 1image data on external analytics systems to determine
the designated regions of interest.

7. The method of claim 1, further comprising analyzing
the 1mage data on analytics systems executing on a portable
computing device to determine the designated regions of
interest.

8. A surveillance camera system, comprising:

one or more survelllance cameras capturing 1mage data;

and

an analytics system analyzing the image data for desig-

nation of regions of interest by tracking a light spot
projected 1nto fields of view of the surveillance cameras
by a laser pointer as the light spot 1s moved to thereby
define the regions of interest.

9. The system of claim 8, wherein the analytics system
analyzes the image data from the surveillance cameras based
on the regions of interest.

10. The system of claim 9, wheremn analytics system
detects predetermined optical patterns; and generating meta-
data for the image data 1n response to detecting the prede-
termined optical patterns.
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11. The system of claim 9, wherein analytics system
tracks movement of objects or persons relative to regions of
interest corresponding to point of sale terminals or product
displays or thresholds of doors or area of movement along
streets or hallways.

12. The system of claim 8, wherein the analytics system
1s embedded 1n the surveillance cameras to determine the
designated regions of interest.

13. The system of claim 8, wherein the analytics system
1s an external analytics system.

14. The system of claim 8, wherein the analytics system
executes on a portable computing device to determine the
designated regions of interest.

15. A method of designating regions of interest in the
fields of view of surveillance cameras, the method compris-
ng:

capturing 1mage data with the surveillance cameras

wherein the fields of view of the cameras are overlap-
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ping by tracking a light spot projected mto fields of
view of the surveillance cameras by a laser pointer as
the light spot 1t 1s moved to thereby define the regions
ol interest; and

analyzing the image data for designation of the same
regions ol interest in each of the different fields for
different cameras simultaneously.

16. A surveillance camera system, comprising:

survelllance cameras capturing 1mage data and having
overlapping fields of view; and

an analytics system analyzing the image data from the
survelllance cameras for designation of regions of
interest by tracking a light spot projected into fields of
view of the surveillance cameras by a laser pointer as

the light spot 1t 1s moved to thereby define the regions
of interest.
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