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METHOD AND SYSTEM FOR
CROSS-MODALITY CASE-BASED
COMPUTER-AIDED DIAGNOSIS

FIELD OF INVENTION

The present application generally relates to systems and
methods for a cross-modality case-based computer aided
diagnosis (“CADx”). Specifically, the system and methods
may allow for a user of a CADxX system to retrieve similar
cases across different imaging modalities.

BACKGROUND

A case-based CADx system 1s based on the i1dea that
climicians acquire knowledge by experience and referring to
cases that they have seen before. One way, in which a
decision support system can assist a clinician in making a
diagnosis based on a CT scan (or any other modality scans
X-rays, magnetic resonance imaging (MRI), ultrasound,
positron emission tomography (PET), etc.) of for example,
lung cancer, 1s to ofler previous cases that have been
diagnosed and are similar to the one 1n question. A case-
based paradigm 1s that pulmonary nodules similar to the one
to be diagnosed are retrieved from a database of nodules
with known diagnosis and presented to the radiologist. This
1s the basic premise of a case-based CADX system.

Case-based CADx typically mvolves fetching, from a
database, information particular to a disease, such as tumors
or lesions with known pathology, 1.e., malignant or benign.
The information typically includes a diagnostic scan of
tumors that have already been diagnosed for visual com-
parison with the diagnostic scan of the tumor to be diag-
nosed. The tumor may be 1n the patient’s lung, for example.
A diagnostic scan of the tumor may be captured by any one
of a number of 1maging techniques, some of which are
mentioned above. From the scan, features of a tumor may
then be calculated, each feature representing a particular
visual characteristic of the tumor. The tumor to be diag-
nosed, and the tumors of the database, can be placed 1n a
common feature space, 1.e., an N-dimensional space for
which each dimension represents a respective one of N
measured features. Similarity between any tumor of the
database and the tumor to be diagnosed can tentatively and
objectively be assessed based on proximity of the two
tumors in the feature space. Typically, from the database the
tumors with closest proximity are fetched as similar tumors.
The fetched examples may be displayed alongside the tumor
to be diagnosed, for visual comparison. Case-based CADx
can also be useful 1n training medical personnel in diagnos-

ing different diseases.

SUMMARY OF THE INVENTION

The present invention 1s directed to a method comprising,
the steps of storing a plurality of cases, each case including
at least one 1mage of one of a plurality of modalities and
non-image information, mapping a feature relationship
between a feature from 1mages of a first modality to a feature
from 1mages of a second modality, and storing the relation-
ship. In another aspect, the method further comprising the
steps of extracting a feature from an original 1mage, retriev-
ing at least one case based on the extracted feature and the
feature relationship, and simultaneously displaying the
original 1image and the retrieved case.

A system, comprising a memory storing a plurality of
cases, each case including at least one 1mage of one of a
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plurality of modalities and non-image information and a
processor mapping a feature relationship between a feature
from 1mages of a first modality to a feature from images of
a second modality and storing the feature relationship in the
memory. In another aspect, the processor further extracts a
feature from an original 1mage, retrieves at least one of the
stored cases based on the extracted feature and the feature
relationship, and simultaneously displays the original image
and the retrieved case.

A system, comprising a means for storing a plurality of
cases, each case including at least one 1image of one of a
plurality of modalities and non-image information and a
means for mapping a feature relationship between a feature
from 1mages of a first modality to a feature from images of
a second modality and storing the relationship 1n the
memory.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an exemplary database for the cross-
modality case-based CADx system consisting of patients
with breast cancer and the imaging scans that the patients
have had, according to the present invention.

FIG. 2 shows an exemplary CADxX system database of
relative feature ratios across 1maging modalities, according
to the present 1vention.

FIG. 3 shows an exemplary estimation of features 1n one
image modality to another using a polynomial function.

FIG. 4 shows an exemplary method for retrieving multi-
modality images according to an exemplary embodiment of
the present invention.

FIG. 5 shows a further exemplary method of retrieving
multimodality 1mages according to an exemplary embodi-
ment of the present invention.

FIG. 6 shows an exemplary method for retrieving multi-
modality 1mages according to another embodiment of the
present mvention.

DETAILED DESCRIPTION

The present invention may be further understood with
reference to the following description of exemplary embodi-
ments and the related appended drawings, wherein like
clements are provided with the same reference numerals.
The exemplary embodiments of the present invention are
related to a system and methods for using a case-based
computer aided diagnosis (“CADX”) system to retrieve
previously diagnosed cases including multimodality 1images
(e.g., CT scans, MRI, ultrasound, etc.) and patient informa-
tion, which are similar to a case 1n question based on a single
modality 1mage. Specifically, the exemplary system and
method may allow for a user (e.g., a clinician, physician,
radiologist, etc.) of the case-based CADx system to retrieve
cases with multimodality images that are similar to the scan
ol original modality (scan being analyzed) of the patient 1n
question based on the mapping of features in the original
modality to features in other modalities. Retrieved cases
may be simultaneously displayed with the case 1n question
for comparison.

A cross-modality case-based CADx system 1s created by
setting up a database of patients for a particular disease or
illness. FIG. 1 shows an exemplary database of patients with
breast cancer and the imaging scans that the patients have
had. A database may contain image scans and non-image
based information of the patients, including entries such as
patient i1dentifying information, demographic information
(e.g., age, gender), patient clinical history (e.g., prior and
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current diseases, chief complaints), family history, wvital
statistics (blood pressure, weight, etc). The various 1mage
scan modalities may be, for example, film mammograms,
ultrasounds, MRIs, digital mammograms, etc. For example,
Patient 1 has had a film mammogram and an MRI scan, but
no ultrasound. Patient 2 has had a film mammogram, ultra-
sound, and MRI, but no digital mammogram. Similar data-
bases may be created for different cancers and illnesses and
may 1include further image modalities such as CT scans,
X-rays, PET scans, etc.

The system further analyzes a volume of interest (“VOI”)
across different modalities in order to find feature mapping
from one modality to another. This information 1s used to
populate a table which gives the ratios and mapping of
feature values 1n one modality versus another. For example,
one such method of mapping may be referred to as Factor
Analysis, which may be used to map 1mage-based features
of one modality to image-based features of another modality.
In order to map 1mage-based features from one modality to
another, a list of possible 1image-based features that may be
extracted from an i1mage 1s generated. These features are
used to form a content matrix 1n which features correspond
to different types of 1mage modalities. The content matrix 1s
then mapped based on available patient cases. Available
patient cases may indicate non-image based features (e.g.,
age, gender, 1llness) and types of image modalities that are
available.

Factor analysis 1s a statistical technique that may be used
to reduce a set of vaniables to a set of smaller number of
variables or factors. Factor analysis examines the pattern of
inter-correlations between the wvariables, and determines
whether there are subsets that correlate highly with each
other but that show low correlations with other subsets or
tactors. Features that have low variance are eliminated and
a concept value matrix 1s created i which mapping is
generated between 1image features of one modality to image
features of another modality. Thus, based on the results
obtained from the factor analysis, an algorithm may be
designed to generate case-based multimodality images given
the extracted features from an 1mage of an original modality.

Once there are a number of VOIs 1dentified for a particu-
lar disease all the 1mage-based features 1n multiple modali-
ties are calculated. Factor Analysis 1s then used to infer the
trends of features in the different modalities. Diflerent
features may even be related across modalities. For example,
the density in one modality may be proportional to the
texture 1n another modality. It should be noted, however, that
it will be understood by those 1n the art that Factor Analysis
1s only one method of analyzing inter-correlations between
variables and that any method of analysis may be used so
long as 1t 1s able analyze features to infer trends of features
in different modalities. An alternate method of analysis
would be to use multivariate regression to map one set of
features to another.

FIG. 2 shows a table of exemplary relative feature ratios
across 1imaging modalities for a particular disease or illness.
As described above, the feature table may be populated
based on the results of the Factor Analysis, multivariate
regression, or other method of analyzing features. Once this
information is established, VOIs of one modality may be
used to retrieve similar cases in other modalities. An 1image
teature vector extracted from a VOI will allow 1nitial retriev-
als of similar lesions 1n the same modality. The image
feature vector 1s translated to image feature vectors for the
other desired modalities.

In the exemplary table of FIG. 2, the CT modalilty
teatures are mdexed to the corresponding feature 1n different
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image modalities (e.g., ultrasound, MRI, X-ray) to create
feature mapping. Feature mapping results in feature rela-
tionships between the same features or diflerent features in
different 1mage modalities. For example, a spiculation fea-
ture of an ultrasound 1s 0.2 times that of a feature calculated
from a CT scan, while a spiculation feature calculated from
an MRI scan 1s 5.0 times that of a CT one. Thus, according
to the exemplary values shown in FIG. 2, 1n order to convert
spiculation from a CT scan to an ultrasound, the feature
value calculated from the CT 1s multiplied by 0.2 while the
same CT spiculation value 1s multiplied by 5 to convert to
an MRI spiculation value. Similar conversions may be made
for the remaining features (e.g., density, texture, average
gray values, etc.). Thus, in the example of FIG. 2 the
mapping 1s based on a simple ratio of feature values between
different image modalities. It should be noted, however, that
it will be understood by those skilled in the art that multiple
features may be used to estimate the unknown feature value
in a particular modality. Also, 1t could also happen 1n the
above case that the speculations are unrelated 1n the modali-
ties and completely different features are used to estimate
speculation feature of a VOI 1n an ultrasound scan.

FIG. 3 shows an alternate method of converting features
from different modalities by fitting a polynomial function to
estimate the features in one modality from {features in
another modality. In the example of FIG. 3, an image-based
feature may be graphed on a 2-dimensional graph with the
X-axis representing feature calculated from one image
modality and the y-axis representing the same feature from
another 1mage modality. The graph i FIG. 3 can be, for
example, the spiculation 1n a CT scan as the x-axis and
spiculation 1in an MRI scan can be the y-axis. The exemplary
graph may then be fitted with a second-degree polynomaial
model. An exemplary second degree polynomial based on
the curve values in FIG. 3 may be as follows: Spiculation-
e —0.4981+1.0231 *Spiculation,~,~0.2942*[ Spiculation -}
*. The equation of the polynomial model may then be used
to map a feature of one image modality to the same feature
in another 1image modality.

Thus, after the mapping of features of different image
modalities 1s complete (e.g., as described above with refer-
ence to FIGS. 2-3), images or cases of different modalities
corresponding to the case 1n question may be retrieved. This
may be accomplished by initially extracting and mapping
image-based features from the scan of the patient 1n ques-
tion. These features are then compared to mapped features
contained 1n a database of multimodality 1images. Once the
image features have been mapped, an algorithm may be used
to retrieve cases that include scans from other imaging
modalities. The algorithm will compare a feature from the
original 1mage to corresponding features in the same type of
images (e.g., CT feature to CT feature) and corresponding
features from different modalities (e.g., CT feature to MRI
feature). One such algorithm 1s disclosed i “Clinician
Driven Example Based CADXx” to Agnihotri et al., assigned
U.S. Application 60/804,955. However, 1t will generally be
understood by those of ordinary skill in the art that any
number of algorithms may be used to retrieve cases with
scans from other imaging modalities. For example, when a
case to be diagnosed 1s accompanied only with a CT scan of
the patient, the multimodality CADx system may retrieve
similar CT scans, as well as MRIs, ultrasounds and other
scans irom the database.

FIG. 4 shows an exemplary multimodality CADx system
method 100, 1n which a single-modality scan of the patient
to be diagnosed 1s taken 1n an original 1image modality in
step 110. An 1mage-based feature extraction 1s conducted on
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the original 1image 1n step 120. This extracted feature 1s then
mapped from the original modality to multimodality 1images
in step 130. For example, 11 the original patient scan 1s an
X-ray scan, the features are extracted (e.g., density, texture,
etc.) and mapped from the X-ray scan to other multimodality
images (e.g., CT, MRI, ultrasounds, etc.). As described
above, the relationship between features 1n different image
modalities may be established, for example, by using ratios,
as shown 1n FIG. 2, or by fitting a polynomial function to
estimate features, as shown in FI1G. 3. These relationships of
the features may then be used 1n step 130 to retrieve other
cases with 1mages from the same or different modalities
based on the image-based features of the original modality
of the patient to be diagnosed.

The 1image-based features (1image-based features from the
original modalities and the mapped features) and the non-
image based information of the patient 1n question may then
be combined in step 140. That 1s, the features from the
original modality may be combined with features calculated
from 1mages of a similar modality and features calculated
from 1mages from a diflerent modality (e.g., features calcu-
lated from the CT scan of the patient 1n question to MRI
features from retrieved 1mages). For example, as described
with respect to FIG. 1, other patient data may be associated
with the various retrieved 1mage, e.g., patient age, gender,
chuel complaints, current and prior diseases of the patient,
tamily history, lifestyle, smoking history, etc. In step 140
these other non-image based features may be combined with
the 1mage based features. The combination of these features
across all available image modalities and non-image clinical
information of the patients may be used to create a case-
based multi-modality CADx 1n step 150. Thus, by using a
single modality 1mage from step 110 (e.g., an X-ray), a
physician 1 step 150 may be presented with additional
X-rays having similar features, C1’s, MRI’s, Mammo-
grams, etc. having similar features and the non-image
patient data for these additional retrieved cases.

FIG. 5 shows another exemplary embodiment of a mul-
timodality CADx system method 200. The method 200 may
be sub-steps that are carried out 1n steps 130 and 140 of

method 100. In method 200, a case-based CADx based on an

original modality 1s created 1n step 210 in order to retrieve
similar cases based on the original modality. For example, 11
the scan of the patient in question i1s an X-ray scan, the
system 200 will retrieve similar, previously diagnosed X-ray
scans based on features extracted from the X-ray scan of the
patient 1n question and the corresponding features of the
cases 1n the database. In step 220, images of non-original
modalities are retrieved. As described above, based on
previously analyzed data features from one modality are
mapped to corresponding features of other modalities. A
teature extracted from the original X-ray may be mapped to
a Teature 1n other modalities (e.g., a value for a feature 1n the
original X-ray 1s converted to a corresponding value for a
feature 1n another modality (CT, MRI, etc.). The correspond-
ing features are then used to retrieve similar cases from the
non-original modalities. For example, an original X-ray scan
may be used to retrieve similar, previously diagnosed scans
such as ultrasound, MRI, etc. The similar cases {from the
original modality 210 and the non-original modalities 220
are combined 1n step 230, for a final retrieval of similar cases
based on the features in the original image. Step 230 may use
any number of methods to combine the two results of 210
and 220. A distance calculation may be able to retrieve cases
that have features closest to the scan presented, regardless of
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the 1image modality. Thus, 1f an X-ray scan 1s presented, a
distance calculation may retrieve an MRI as having features
closest to the scan presented.

FIG. 6 shows a further embodiment of a multimodality
CADx system method 300. The method 300 may also be
sub-steps that are carried out 1n steps 130 and 140 of method
100. In steps 310, features for an original 1mage are mapped
to features 1n other modalities, 1n the same manner as
described above for step 130 of FIG. 4. However, 1n step 320
these mapped features may be used to calculate distances to
the multimodality images. A distance calculation may
retrieve a patient’s data whose combined 1mages may have
a closer distance than a single image of an original modality.
For example, step 320 may retrieve a case 1 which a
patient’s combined X-ray and MRI scans have a closer
distance than another X-ray alone. Those skilled in the art
will understand that there may be numerous manners of
finding distances based on different features that may be
based on a variety of factors, e.g., types of 1mages, related
diagnoses, efc.

Through the use of the exemplary method and system,
clinicians will be able to retrieve similar cases having
different 1maging modalities based on a single-modality
image. Such a system allows clinicians to acquire knowl-
edge by experience and referring to cases of a database of
prior cases with known diagnosis. Thus, the ability to search
and retrieve cases with 1mages across various modalities will
aid clinicians 1n their diagnoses and treatment planning.

It will be apparent to those skilled 1n the art that various
modifications may be made 1n the present invention, without
departing from the spirit or the scope of the mnvention. Thus,
it 1s ntended that the present invention cover modifications
and variations of this mnvention provided they come within
the scope of the appended claimed and their equivalents.

What 1s claimed 1s:

1. A method, comprising:

storing, on a non-transitory computer readable storage

medium, a plurality of cases, each case including at
least one 1mage of one of a plurality of modalities and
non-image information;

identifying, by a processor, at least one of the plurality of

cases that contains 1mages of a volume of interest
across at least two diflerent modalities;

extracting, by the processor, image-based features of the

volume of interest from each image;

mapping, by the processor, a relationship between the

features of the volume of interest across the different
modalities to infer trends of features across diflerent
modalities:

storing the feature relationship on the non-transitory com-

puter readable storage medium;

searching, by the processor, the non-transitory computer

readable storage medium, wherein the searching com-
prises comparing a feature from an 1image of a current
case to a corresponding feature in the at least one 1mage
of each of the plurality of stored cases based on the
feature relationship, wherein the searching of images 1s
across the multiple different modalities; and

retrieving, by the processor, at least one case within a

predetermined threshold of similarity to the current
case from the non-transitory computer readable storage
medium.

2. The method of claim 1, wherein the non-image infor-
mation includes one of patient i1dentifying information,
demographic information, patient clinical information, and
family history.

e
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3. The method of claim 1, wherein the mapping of the
teature relationship 1s based on one of a factor analysis and
a multivanate regression analysis.

4. The method of claim 1, further comprising:

simultaneously displaying the original image and the

retrieved case.

5. The method of claim 1, further comprising;:

calculating a distance between the extracted feature of the

original 1mage and a corresponding feature from the
plurality of cases.

6. The method of claim 1, wherein the plurality of
modalities are a film mammogram, an ultrasound, a CT scan,
an MRI scan, a PET scan, an X-ray and a digital mammo-

gram.

7. The method of claim 1, wherein the features of the
volume of interest are a spiculation, a density feature, a
texture feature, an average gray value, a shape feature, and
a surface feature of a lesion.

8. A system, comprising;:

a memory storing a plurality of cases, each case including
at least one 1mage of one of a plurality of modalities
and non-image nformation; and

a processor identifying at least one of the plurality of
cases that contains 1mages of a volume of interest
across at least two different modalities; extracting
image-based features of the volume of interest from
cach 1mage; mapping a relationship between the fea-
tures of the volume of interest across the different
modalities to infer trends of features across different
modalities; searching the non-transitory computer read-
able storage medium, wherein the searching comprises
comparing a feature from an 1image of a current case to
a corresponding feature in the at least one 1mage of
cach of the plurality of stored cases based on the feature
relationship, wherein the searching of images 1s across
the multiple different modalities; and retrieving at least
one case within a predetermined threshold of similarity
to the current case from the non-transitory computer
readable storage medium.
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9. The system of claim 8, wherein the processor maps the
feature of the first modality to the feature of the second
modality using one of factor analysis and multivanate
regression analysis.

10. The system of claim 8, wherein the processor retrieves
the at least one case based on calculating a distance between
the extracted feature and a corresponding feature of the
plurality of cases.

11. The system of claim 8, wherein the processor simul-
taneously displays the original image and the retrieved case.

12. The system of claim 8, wherein the plurality of
modalities are a film mammogram, an ultrasound, a CT scan,
an MRI scan, a PET scan, an X-ray and a digital mammo-
gram.

13. The system of claim 8, wherein the features of the

volume of interest are a spiculation, a density feature, a
texture feature, an average gray value, a shape feature, and
a surface feature of a lesion.

14. A system, comprising:

a means for storing a plurality of cases, each case includ-
ing at least one 1image of one of a plurality of modalities
and non-image information; and

a means for identifying at least one of the plurality of
cases that contains images of a volume of interest
across at least two different modalities; extracting
image-based features of the volume of interest from
cach 1mage; mapping a relationship between the fea-
tures of the volume of interest across the different
modalities to infer trends of features across different
modalities; searching the non-transitory computer read-
able storage medium, wherein the searching comprises
comparing a feature from an 1mage of a current case to
a corresponding feature in the at least one 1mage of
cach of the plurality of stored cases based on the feature
relationship, wherein the searching of 1images 1s across
the multiple different modalities; and retrieving at least
one case within a predetermined threshold of similarity
to the current case from the non-transitory computer
readable storage medium.
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