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METHOD AND SYSTEM FOR SHARING
DIGITAL MEDIA CONTENT

RELATED APPLICATIONS

This patent application 1s a continuation of U.S. patent
application Ser. No. 14/083,000, filed Nov. 18, 2013, which
1s a continuation of U.S. patent application Ser. No. 12/878,
901, filed Sep. 9, 2010 and 1ssued on Dec. 10, 2013 as U.S.
Pat. No. 8,606,848, which claims the benefit of priority to
U.S. Provisional Patent Application Ser. No. 61/241,2776,
filed on Sep. 10, 2009, which applications are incorporated
herein by reference in their entirety.

TECHNICAL FIELD

The present disclosure generally relates to digital media
content systems and applications. More specifically, the
present disclosure relates to methods and systems for shar-
ing a portion (e.g., one or more media clips) of a particular
selection of digital media content.

BACKGROUND

Despite significant improvements 1in computer network-
ing technologies, audio and video broadcasting systems, and
digital media player devices, 1t remains a challenge to share
with another person a portion of a particular selection of
digital media content. For example, when using a conven-
tional media player device to listen to or view streaming
digital media content, such as a movie, television program,
news broadcast, sporting event, or user-generated program,
a user may 1dentity a particular portion of the content that
the user would like to share with another person. A user may
desire to share a single scene of a movie with another person,
a particular news segment from a news program, or only
those mnings of a baseball game in which a particular team
has scored a run. Most conventional media player devices do
not have a mechanism that will allow a user to share a
portion of digital media content—referred to herein as a
media clip—with another person who 1s not present in time
and location with the viewer.

Some media player devices provide the ability to record
digital media content that 1s being streamed to, and pre-
sented at, the digital media player. However, these media
player devices provide content recording capabilities pri-
marily to enable time shifting—the recording of a program
to a storage medium to be viewed or listened to at a time
more convenient to the user. Most of the media player
devices with content recording capabilities do not provide
the ability to transfer the recorded digital media content to
another device for play back at the other device.

Another class of media player devices enables a function-
ality that 1s commonly referred to as location shifting.
Location shifting involves the redirection of a stream of
digital media content from a first media player device to a
second media player device. For example, 1n a typical use
case, a set-top box receives digital content over a broadcast
network (e.g., television or radio network) and redirects the
received stream of digital content over a computer network
(e.g., an Internet Protocol, or IP-based network) to a mobile
or personal media player device, such as a mobile handset or
notebook computer. For location shifting to work properly,
the network connection between the first media player
device and the second media player device needs a band-
width and throughput rate sufficient to support the transter of
the digital media content 1n near real time. Given the size
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(e.g., quantity of data) of the computer files involved,
particularly with digital content encoded 1n a high quality
formats (e.g., high definition formats), location shifting is
not always a viable option.

Some media player devices may have feature sets that
ecnable both time and location shifting. For example, a
stream of digital media content that has been previously
recorded to a first media player device (e.g., a set-top box)
might be accessible from a remote media player device, such
that 1t can be streamed from the first media player device to
the remote media player device at a time of the user’s
selecting. However, here again the network connection
between the two devices must be suflicient to support near
real time streaming of large computer files. Furthermore,
with conventional time and location shifting devices, the
user does not have a convenient way to share only certain
portions (e.g., media clips) of a selection of digital media
content.

DESCRIPTION OF THE DRAWINGS

Some embodiments are illustrated by way of example and

not limitation 1n the figures of the accompanying drawings,
in which:

FIG. 1 illustrates an example of a time-line view of a
graphical representation of a selection of digital media
content, such as a movie, having several scenes of interest;

FIG. 2 illustrates an example of a time-line view of a
graphical representation of a selection of digital audio
content, such as a news program or class lecture, having
several portions of interest;

FIG. 3 illustrates an example of a time-line view of a
graphical representation of a selection of digital media
content including waypoints that define the boundaries for
playing back three different media clips, according to an
example embodiment;

FIG. 4 1llustrates an implementation of a digital content
distribution system, according to an example embodiment;

FIG. 5 illustrates an example functional block diagram of
a media player device, according to an example embodi-
ment,

FIG. 6 1illustrates an example method, according to an
example embodiment, for sharing one or more media clips;

FIG. 7 1s a block diagram of a machine in the form of a
computer system (e.g., a media player device, or content
source device) within which a set of instructions, for causing,
the machine to perform any one or more of the methodolo-
gies discussed herein, may be executed;

FIG. 8 1s a diagrammatic representation of an example
interactive television environment within which certain
aspects of the mnventive subject matter described herein may
be deployed; and

FIG. 9 1s a block diagram providing architectural details
regarding a broadcast server, a modulator box, a set-top box
and an optional storage device according to an example
embodiment.

DETAILED DESCRIPTION

Methods and systems for sharing media clips are
described. In the following description, for purposes of
explanation, numerous specific details are set forth 1n order
to provide a thorough understanding of the various aspects
of different embodiments of the present invention. It will be
evident, however, to one skilled in the art, that the present
invention may be practiced without these specific details.
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Consistent with some example embodiments, while digi-
tal media content 1s being streamed to, and/or presented at,
a digital media player, a user who 1s viewing or listening to
the digital media content can establish a pair of time markers

a portion of the digital media content being presented. A
portion of digital media content identified by these time
markers 1s referred to herein as a “video clip”, “audio clip”,
“media clip”, or simply a “clip”. The time markers that
define the boundaries (e.g., beginning and ending) of a clip
are referred to heremn collectively as “waypoints”. More
specifically, a waypoint representing the beginning bound-
ary of a clip 1s referred to herein as an “m-point”, while a
waypoint representing the ending boundary of the clip 1s
referred to herein as an “out-point”. In the context of the
present disclosure, a selection of digital media content 1s
simply a single unit of media content, such as a movie title,
a television program, a news program, a sporting event, a
song, a class room lecture, a collection of home videos, and
SO OI.

After a user has 1dentified one or more pairs of waypoints,
where each pair defines a media clip, the user can invoke a
command directing the media player to communicate the
waypoints to another media player (e.g., a target player). In
some example embodiments, the waypoints will be commu-
nicated to the target player along with supporting meta-data.
The supporting meta-data may, for example, identily various
attributes or characteristics of the digital media content for
which the waypoints have been generated. For instance, in
some example embodiments, the meta-data may include a
content 1dentifier that indicates the specific digital media
content (e.g., title and/or track) and version, or format, to
which the waypoints relate. Additionally, the meta-data may
include a content source i1dentifier that identifies a content
source where the selection of media content from which the
media clips are generated can be accessed and streamed. In
some example embodiments, the meta-data may include
data representing a single frame from a video clip, which can
be used as a “thumbnail” 1mage as a graphical representation
of the video clip 1n a user interface at the receiving (e.g.,
target) media player device. In some example embodiments,
the meta-data may be part of the waypoints, and 1n some
example embodiments, the meta-data may be stored separate
from the waypoints. In any case, the combination of the
waypoints and the supporting meta-data provide a target
player with all of the information needed to request the
digital media content from a content source, and then present
the media clips as defined by the waypoints.

In some example embodiments, the target player, which
has received the waypoints, will communicate a content
request to a content source identified 1n the meta-data
received with the waypoints. In some example embodi-
ments, the content request communicated from the target
player to the content source will include the waypoints,
thereby making it possible for the content source to extract
the media clips from the requested media content, and
communicate only the data representing the media clips
defined by the waypoints. In an alternative example embodi-
ment, the content request communicated from the target
player to the content source will not include the waypoints.
In such an example embodiment, the target player will
receive a complete version of the requested digital content,
and will utilize the waypoints to extract the relevant media
clips at the target player.

In various example embodiments, there may be a wide
variety of mechanisms by which waypoints can be defined.
For example, in a set-top box implementation, waypoints
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may be defined by simply pressing a button on a remote
control device, such as a conventional infra-red remote
control, or a virtual remote control application executing on
a WiF1i® connected mobile phone. For instance, a remote
control device may have dedicated buttons (either “hard-
wired” or programmable soit buttons) for defimng way-
points (in-points, and/or out-points). In such an implemen-
tation, the set-top box may have a signal receiver for
receiving a signal (e.g., infrared, radio frequency, Bluetooth
or Wi-Fi1) containing a command to establish a waypoint.
The command, once recerved, 1s processed to establish the
waypoint that identifies either a beginning or ending bound-
ary for a media clip that corresponds to the media selection
being presented at the time when the command was invoked.
The data 1n the waypoint may be as simple as a time
reference or oflset, which identifies a particular temporal
point 1n the content, relative to the very beginning of the
content. In alternative example embodiments, the command
that 1s processed to generate a waypoint may itself be
generated 1n other ways. For example, with a portable media
player implementation, the portable media player may have
a dedicated button that, when pressed, invokes a command
to define a waypoint. In some example embodiments, sepa-
rate buttons may exist—one for mn-points and one for
out-points. In alternative example embodiments, a single
button may be used for defining waypoints, such that the first
time the button 1s pressed, an in-point 1s defined, and the
second time the button 1s pressed, an out-point 1s defined. In
yet another example, a media player device with a touch
screen may have user interface (UI) buttons that can be
presented on the touch screen display, such that, when
pressed, the Ul buttons enable the user to define the way-
points. Skilled artisans will readily recognize that there are
a great number of alternative input mechanisms that might
be used, consistent with alternative example embodiments,
for invoking a command to generate a waypoint at the media
player device presenting the digital media content.

Once generated, the waypoints can be communicated to
another media player over a private or public, wired or
wireless, communications network. The communications
network over which the waypoints are communicated may
be a conventional computer network, such as the Internet, or
a proprictary network. In some example embodiments, a
media player device may utilize a short range communica-
tions technology, such as Bluetooth, Near Field Communi-
cation (NFC) or Infrared, to communicate waypoints to
other media player devices that are in relatively close range.
For example, a user may have an archive of favorite media
clips (defined by waypoints) stored on a mobile media
player device (e.g., a mobile handset, tablet computer,
personal media player, and so on). When the user 1s within
range ol another media player (e.g., a set-top box), the user
may utilize a short range communication technology to
transier the waypoints defining one or more media clips to
another media player. Because the media clips on the mobile
media player device are stored as waypoints, the transier
occurs very quickly. Once the waypoints are received at the
target media player device, the target media player can
utilize the waypoints to extract the relevant media clip from
a locally-stored copy of the selection of digital media
content, or alternatively, utilize a different communications
network to download the relevant content and display the
content, as defined by the waypoints. Accordingly, with
some embodiments, content may be streamed or down-
loaded from a remote content source, while 1n other example
embodiments, previously downloaded and stored content
may be processed to extract and playback only the portions
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defined by the waypoints. Other aspects of various example
embodiments are presented in connection with the descrip-
tion of the figures that follow.

FIG. 1 illustrates an example of a time-line view 10 of a
graphical representation of a selection of digital media
content 12, such as a movie, having several scenes of 1interest
14, 16 and 18. For example, moving from left to right along
the line with reference number 20 represents the passing of
time. Similarly, moving from left to right along the graphical
representation of the digital media content 12 coincides with
the chronological order in which the digital media content 1s
to be presented. Accordingly, the left most edge of the
graphical representation of the media content represents, for
example, the beginning of the content (e.g., the movie). The
right most edge of the graphical representation of the content
represents the end of the content.

In this example, there are three scenes of interest 14, 16
and 18 that a viewer would like to share with another person.
As 1llustrated 1n FIG. 1, 1n the graphical representation of the
digital media content 12, the three scenes of interest 14, 16
and 18 are depicted by a single still frame having a width
that represents the length of time for the scene, relative to the
length of time for the entire digital media content. In this
example, the line with reference number 22 represents the
currently displayed frame, and thus the current playback
position of the digital media content. For instance, the line
with reference number 22 corresponds with the image that 1s
displayed 1n the example display 24.

Similar to FIG. 1, FIG. 2 illustrates an example time-line
view 24 of a graphical representation of an audio track 26,
having three distinct portions (e.g., portions 28, 30 and 32)
that are of interest to a user. Similar to the graphical
representation of the movie 12 depicted 1n FIG. 1, 1n FIG. 2,
the audio track 1s graphically depicted as box 26 with three
portions that are of interest to a listener of the audio track.
In this example, the audio track plays back on a set of
speakers 34. The audio track may be a song, a program (e.g.,
news program) recorded from a radio broadcast, a class
room lecture, or any other audio recording. In this example,
the three portions of interest 28, 30 and 32 are depicted by
boxes having a width that represents the length of time for
the respective portions of interest, relative to the length of
time for the entire audio track.

FIG. 3 illustrates an example of a time-line view 40 of a
graphical representation of a selection of digital media
content 42 (e.g., a movie) mcluding waypoints that define
the boundaries for playing back three different media clips
44, 46 and 48, according to an example embodiment. As
shown 1n FIG. 3, the graphical representation of the media
content 42 1ncludes three clips 46, 48 and 50. The first clip
44 1s defined by a pair of waypoints, including in-point 50
and out-point 52. The second clip 46 1s defined by a second
pair ol waypoints, mcluding in-point 54 and out-point 36.
Finally, the third clip 1s defined by a pair of waypoints
including in-point 58 and out-point 60. The three pairs of
waypoints define three media clips from the same selection
of digital media content 42.

In some example embodiments, the waypoints include, or
are otherwise associated with, meta-data that, for example,
may include a content identifier that identifies the selected
digital media content (e.g., the movie, by title), the particular
version or format of the digital content, and a content source
identifier 1dentifying a content source where the digital
content can be accessed. With some example embodiments,
the meta-data may also include a very short snippet (e.g. a
frame, or few seconds of audio content) for use in presenting
a sample of the media clips for selection at the target media
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player device. By communicating these waypoints and asso-
ciated meta-data from a first media player device to a second
(e.g., target) media player device, the target media player
device 1s able to utilize the waypoints and corresponding
meta-data to retrieve the relevant clips, and present the clips.
Because the transier of the waypoints involves only a very
small amount of data, and not the data representing the
actual media clips, the transfer from the first media player
device to the second media player device occurs very
quickly. The user who recerves the waypoints at his or her
target media player device can choose whether or not to play
the media clips, and 1n some 1nstances, select the particular
content source from which to access the shared content.
Consequently, 1n an example embodiment, the transter of the
data representing the actual media clips only occurs 1if the
receiving user, with whom the media clips are being shared,
chooses to play the media clips. This 1s in contrast with
conventional media player devices that transfer the actual
data representing the media clips from a first media player
device to a second media player device, irrespective of
whether the receiving user has any desire to play the media
clips.

In FIG. 3, the combined media clips are graphically
represented by the rectangle with reference number 62. As
described 1n detail below, 1n some example embodiments the
target device utilizes the waypoint pairs to extract the
relevant media clips from a stream of the digital media
content. For example, with some example embodiments, the
digital content 1s processed at the target device (e.g., the set
top box that has received the waypoints and related meta-
data), such that the relevant media clips are extracted from
the digital content as defined by the waypoints. In other
example embodiments, the waypoint pairs may be commu-
nicated to a content source, and processed at the content
source, such that only the relevant data representing the
media clips defined by the waypoint pairs are communicated
from the content source to the target media player device.
Advantageously, by communicating the waypoints to the
content source, the content source need not transmit the
entire selection of digital content, but instead can transmit
only the media clips extracted from the selected digital
media content 1n accordance with the waypoints, thereby
preserving network bandwidth.

Consistent with some example embodiments, when a
user’s media player 1s presenting a selection of digital media
content, the user manipulates one or more control mecha-
nisms (€.g., buttons) to establish waypoint pairs that define
a media clip. The user interface of the media player device
facilities the selection of multiple media clips, which can be
concatenated together 1n an order selected by the user. With
some embodiments, a user may be able to define scene, track
or clip transitions—such as various sound or visual eflects.
Furthermore, with some embodiments, the user who has
generated the media clips may select one or more sources
from which the content can be accessed, such that a content
source 1dentifier 1s communicated to the target media player
for each content source from which the content can be
accessed. This enables the receiving user with whom the
clips have been shared to select a content source of his or her
choosing. If, for example, the recerving user subscribes to a
particular content source, the receiving user may select that
content source for accessing the shared media clips.

FIG. 4 illustrates an implementation of a digital content
distribution system 69, according to an example embodi-
ment. As illustrated 1n FIG. 4, the digital content distribution
system 69 includes a first media player device 70, a second
(target) media player device 72 and a media content source
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74. For purposes of this disclosure, a target media player
device 1s simply a device that a user has selected for sharing
one or more media clips.

In the example 1llustrated 1in FI1G. 4, the first media player
device 70 receives a stream of digital media content, and
presents the digital media content to a user of the first device
70, which may be a set top box, a desktop computer, a laptop
computer, a tablet computer, a mobile phone, a personal
media player, or any other similar device for consuming
digital content. In various example embodiments, the stream
of digital media content may originate from any number and
type of content sources. For instance, the content source may
be a satellite broadcast, a cable broadcast, an audio or video
on demand source, a computer network-based source, a local
storage device, and so on. In any case, as the user of the first
media player device listens to, and/or views the streaming
digital content, the user causes pairs of waypoints to be
generated. For instance, the user may press a button or
buttons on a remote control device to generate the waypoint
pairs. The media player device 70 includes storage 76, where
the generated waypoints and corresponding meta-data are
stored. For example, with some embodiments, as a user
manipulates a control mechanmism (e.g., a button) a waypoint
processing module residing at the media player device will
automatically generate the waypoint pairs and correspond-
ing meta-data.

Subsequent to generating one or more pairs of waypoints
and corresponding meta-data, the user may desire to share
the media clips defined by the waypoints. Accordingly, the
user may interact with a graphical user interface, facilitated
by the media player device 70, which enables the user to
select another user (e.g., target user), or another media
player device (e.g., target device), to which the waypoint
pair(s) are to be communicated. For example, the user may
select a person from a buddy list populated with users that
are part of a proprietary, or third party, social network.
Alternatively, a user may simply enter an email address,
telephone number, username, or some other identification
means for 1dentifying the person with whom the content 1s
to be shared. Once a target user or target media player device
has been selected or otherwise i1dentified, the media player
device 70 communicates the waypoint pair(s) to the target
user or target device 72.

In some example embodiments, the target media player
device may be a device similar to the media player device on
which the waypoints are generated, to include, but not to be
limited to: a set top box, a desktop computer, a laptop
computer, a tablet computer, a mobile phone, a personal
media player, or any other similar device for consuming,
digital content. When the target media player device 72
receives the waypoint pair(s) and corresponding meta-data,
the waypoint pairs and the corresponding meta-data are
processed and presented in a graphical user interface,
cnabling a user of the target media device to select the
respective media clips for play back. For example, 1n some
example embodiments, a title and/or short description of the
media clips may be presented, for selection by a user. In
some example embodiments, a thumbnail 1image and/or
short preview may be available, allowing the receiving user
to preview the media clip or clips prior to requesting the
actual play back of the clip or clips. In some example
embodiments, when the waypoint pair(s) and associated
meta-data are received, the target media player automati-
cally imitiates a content request for the content. In some
example embodiments, the content request 1s communicated
to a default media content source 74. Alternatively, the
content request may be communicated to a media content
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source 74 1indicated in the waypoints and/or meta-data.
Alternatively, the target media player device 72 may utilize
a content source seclection algorithm to select a content
source from a variety of content sources. For instance, the
target media player device 72 may have a locally stored copy
of the content from which the media clips have been
generated. In this case, the media clips can be generated and
presented from the waypoint pair(s) without the need to
request the content from a remote source. Accordingly, with
some embodiments, the target media player device may first
determine whether a local copy of the selection of digital
media content 1s available from which the media clips can be
generated. Only 11 a local copy 1s not available will the target
media player request that the user select a content source, or
alternatively, automatically request the content from a
default content source.

As 1llustrated 1n FIG. 4, 1n some example embodiments,

when the target media player device 72 communicates a
content request 78 to the content source 74, the content
request includes a copy of the waypoint pair or pairs that
were 1mitially communicated from the media player device
70 to the target media player device 72. As such, and as
illustrated 1n FIG. 4, 1n some example embodiments the
media content source 74 1s capable of processing the way-
points included 1n a content request to generate the media
clips defined by the waypoints, such that only the data
representing the actual media clips (e.g., clipped media
content 80) are communicated from the content source 74 to
the target media player device 72. When the clipped media
content 80 1s received at the target media player device 72,
it 1s stored for subsequent playback, or immediately pre-
sented (e.g., played back) to a user.
In some alternative example embodiments, the content
request communicated from the target media player device
72 to the content source 74 will only include a content
identifier 1dentify the selection of digital media content from
which the media clips are to be extracted. For instance, the
waypoint pair or pairs that define the actual media clips may
not be communicated to the media content source 74 in the
content request. Accordingly, the content source 74 will
communicate the entire selection of digital media content to
the target media player device 72. If, for example, the
selection of digital media content represents a movie, the
entire movie 1s communicated from the content source 74 to
the target media player device 72. When the target media
player device 72 receives the media content, the target media
player device 72 will process the media content and the
waypoint pair(s) to generate the media clips defined by the
waypoint pair(s). Once the media clips are generated, they
are presented (e.g., played back) to the user.

FIG. 5 illustrates an example functional block diagram of
a media player device 90, according to an example embodi-
ment. As illustrated 1n FIG. 5, the media player device 90 1s
shown by way of example, and includes a streaming media
receiving module 92, a waypoint processing module 94, a
command processing module 96, and a graphical user inter-
face module 98. In addition, the media player device
includes an audio/video recording interface 91 and a com-
munications module 95. The media player device 90 may be
a set-top box, a personal computer (desktop, workstation, or
mobile laptop), a personal media player, a mobile handset
(e.g., smart phone), a tablet computing device, or similar
device. Consistent with some example embodiments, the
streaming media module 92 receives a stream of digital
media content from a content source. In various example
embodiments, the streaming media recerving module 92
may recerve content from one or more sources selected from
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a wide variety of sources. For instance, the streaming media
receiving module 92 may receive streaming media content
from a conventional over-the-air television broadcast, a
satellite broadcast, a data network (e.g., a conventional
IP-based computer network, or mobile phone wide area
network (WAN)). In some example embodiments, the source
of the content may not be external, but may also be a fixed
disk, or 1n some example embodiments, another machine
readable medium, such as a DVD, Blu-Ray disc, Compact
Disc, or flash memory device.

As 1llustrated in FIG. 5, the media player device 90
includes a waypoint processing module 94 that consists of a
waypoint definition module 100 and a media clip generator
module 102. In some example embodiments, the waypoint
definition module 100 operates in conjunction with the
command processing module 96 to generate the waypoints
that define a media clip. For example, 1n some embodiments,
the command processing module 96 receives a signal from
a touch screen device (not shown), or a remote control
device, directing the media player device 90 to generate a
waypoint (either an in-point, or an out-point). When the
command processing module 96 recerves and processes such
a command, the waypoint definition module 100 generates
a waypoint that corresponds with the temporal position of
the media content that 1s currently being presented by the
media player device 90. In some example embodiments, the
waypoint defimtion module 100 will analyze one or more
data packets of the content that 1s being presented in order
to 1dentily the oflset of the currently presented content in
relation to the beginning of the selection of digital media
content. Accordingly, 1n some example embodiments, the
timing mformation that 1s included 1n a waypoint 1s dertved
based on an analysis of timing information present in the
data packets comprising the streaming media content. How-
ever, 1n some example embodiments, the waypoint defini-
tion module 100 may include a timing mechanism to gen-
crate a timing oflset. In such an implementation, the timing
information included 1n the generated waypoints will be
generated based on an analysis of timing information that 1s
external to, or included 1n, the data packets comprising the
selection of digital media content. In some embodiments, the
analysis mvolved in generating waypoints may take into
consideration the specific version of the digital media con-
tent that 1s being presented. For example, 1f a version of
content 1s from a television broadcast, the timing analysis
may compensate for television commercials, and so forth. In
addition to analyzing, extracting and/or generating timing
information for waypoints, the waypoint definition module
100 may also extract or generate certain meta-data that 1s
either inserted mto the waypoints, or stored separately in
association with the generated waypoints.

In some example embodiments, the media clip generator
module 102 reads existing waypoints, and corresponding,
meta-data, to generate media clips to be presented via the
media player device 90. For example, 1n some embodiments,
the media player device 90 may receive one or more
waypoint pairs and associated meta-data from a remote
media player device. The media clip generator module 102
processes recerved waypoint pairs and meta-data to generate
the media clips defined by the waypoint pairs. In some
embodiments, generating the media clips involves extracting
from a selection of digital media content the particular
portion ol media content that 1s defined by the waypoints. In
some alternative example embodiments, the media clips
may be generated by a remote content source device, such
as a web-based content source, or an audio or video on-
demand source. Consistent with some embodiments, the
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graphical user interface element may display a selection of
content sources from which a user 1s to choose or select a
particular source. Accordingly, a content request will be
directed to the selected source of content.

In some example embodiments, the media player device
90 has a graphical user iterface module 98 that facilitates
the presentation ol one or more Ul elements that enable a
user to, 1 some cases, generate waypoints and select media
clips for play back. For example, 1n some embodiments, a
menu-driven GUI may present buttons on a touch screen
device, enabling a user to press buttons presented on the
touch screen device and generate waypoints defiming media
clips for content being displayed on the screen. Similarly, 1n
some embodiments, the GUI may provide a mechanism for
presenting several sets of media clips that have been
received from various sources. For instance, when multiple
persons have shared different media clips, the GUI provides
a mechanism by which a user can select a particular media
clip, or set of media clips, to be played back. In addition, the
GUI may provide a host of other on-screen information,
such as a channel selection function, volume selection
function, content source selection, and content guide.

As shown 1n FIG. 5, the media player device 90 includes
an audio/video recording interface 91, which may facilitate
the recording of audio and/or video via an externally con-
nected audio/video capturing device, such as a microphone,
web camera, video camera, or similar device. In some
example embodiments, the media player device may include
an integrated, built-in audio/video recording device (now
shown). The audio/video recording device (whether internal
or external) may be used to capture a personal video
message that may be communicated along with a waypoint
pair, or set of waypoints, and associated meta-data. Accord-
ingly, a user may record an 1troductory audio/video mes-
sage explaining the significance of the various media clips
that a user has shared. The user interface may facilitate the
recording of such personal video messages.

The graphical user interface module 98 may also enable
a user to concatenate various media clips (defined by way-
points) 1n an order determined by the user, and with transi-
tions and special eflects selected by the user. For example,
a user may rearrange the order of several media clips by
mampulating elements of the graphical user interface rep-
resenting the various media clips defined by the waypoint
pairs. Similarly, the user may select from a varniety of
pre-defined transition eflfects that will be presented at the
transition point between any two media clips.

Skilled artisans will readily recognize that functions that
have been attributed herein to certain modules may 1n fact be
provided by different modules. Similarly, several of the
modules and their respective functions as described herein
may be combined 1n certain example embodiments, without
departing from the scope and spirit of the mvention. More-
over, a variety ol additional modules that are not explicitly
described 1n the context of the example presented in FIG. 5
may also be present 1n certain implementations of a media
player consistent with example embodiments.

FIG. 6 illustrates an example method, according to an
embodiment, for sharing one or more media clips. The
method of FIG. 6 begins at method operation 110 when a
command 1s received, directing a media player device to
generate a waypoint. For example, method operation 110
will generally occur during the presentation of digital media
content on a device to a user. The waypoint 1s generated to
mark the point 1n the content being presented where a user
would like to begin, or end, a media clip. As such, during the
playback of the digital media content, a user may repeat
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method operation 110 a number of times to generate any
number of waypoint pairs defining media clips. Further-
more, as described above, the particular input mechamism
used to invoke the command to generate the waypoint may
vary depending upon the particular media player device
implementation. In some embodiments, a remote control
device 1s used to signal a set top box to establish waypoints.
However, 1n alternative embodiments, one or more control
mechanisms integrated with the media player device (e.g.,
virtual buttons displayed on a touch screen display of a tablet
computing device) may facilitate the invoking of commands
for establishing waypoints.

Next, at method operation 112, the waypoint pair or pairs
and corresponding meta-data that define the clip or clips
generated 1 operation 110 are communicated from the
media player device (at which they were generated) to
another target media player device. In general, the commu-
nication of the waypoints and corresponding meta-data
occurs responsive to recerving a user-generated command or
directive requesting that the waypoints and meta-data be
communicated to a particular person or device. As indicated
above, the exact communication mechanism may vary
depending upon the implementation. In some example
embodiments, the communication of the waypoints and
corresponding meta-data 1s over a computer-based network
using conventional network protocols. In some example
embodiments, the waypoints and corresponding meta-data
might be emailed, or commumnicated via a messaging pro-
tocol (e.g., short messaging system (SMS)). In other
example embodiments, the communication mechanism may
involve a short range networking technology, such as Blu-
etooth, NFC, or infrared.

At method operation 114, the waypoints and correspond-
ing meta-data are recerved at the target media player device.
In some example embodiments, when the target media
player device receives the waypoints and meta-data, the
target media player device simply stores the waypoints, such
that the media clip or clips defined by the waypoints can be
presented as a selectable option by a user of the target media
player. In such a scenario, the media clips may not be
generated until a user has selected the media clips for
presentation. In other example embodiments, the waypoints
and meta-data may be pre-processed so as to pre-fetch any
corresponding media clips, such that the media clips corre-
sponding with the waypoints will be present in local storage
at the target media player device when the user selects to
play back the media clip or clips.

After the waypoints and corresponding meta-data have
been received by the target media player device at method
operation 114, at method operation 116 a content source
containing the media content associated with the media clips
1s 1dentified. For example, 1n the case of pre-fetching con-
tent, the target media player device may first assess whether
the digital media content 1s locally accessible, and only 1f the
digital media content 1s not locally accessible does the target
media player attempt to access the digital media content
from a remote source. With some embodiments, a content
identifier will be suthicient to identify both the content source
and content selection from which the media clips are to be
generated. However, 1n some embodiments, a content source
identifier may be utilized to determine the content source
from which to request the content identified by the content
identifier. In some example embodiments, a default content
source 1s automatically selected. For example, the target
media player may be associated with a proprietary content
distribution system such that the target media player will
always attempt to access content from the same content
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source. Alternatively, the waypoints and/or metadata may
identify a content source where the content can be accessed.
In some example embodiments, a content source selection
algorithm might be used to select a particular content source
from many available content sources. With some embodi-
ments, when a user 1s prompted to select a content source
from which to access the content, the user may be presented
with pricing information indicating the cost associated with
accessing the digital content. In some instances, the pricing
information may reflect an amount tailored to the size of the
data that 1s being requested, while in other instances, a flat
fee may be requested regardless of the size of media clip
being requested. In any case, after the content source i1s
selected, at method operation 118 a content request 1s
communicated to the selected content source.

As indicated in FIG. 6, in some example embodiments,
the content request that 1s directed to the selected or 1den-
tified content source includes the waypoints that were
received by the target media player at method operation 114.
In addition, the content 1dentifier may be communicated to
the content source. Accordingly, the content source receives
the waypoints with the content request and processes the
requested content to generate the media clips, based on the
information included in the waypoints. In this manner, the
content source need only serve or stream the data represent-
ing the actual media clips, and not the entire selection of
digital content. Accordingly, at method operation 120, after
communicating the content request, the target media player
device receives the requested content—in this case, the
media clips defined by the waypoints received at operation
114. Finally, at method operation 122, the target media
player presents or plays back the media clips. It the retrieval
of the media clips from the content source was part of a
pre-fetch operation, then the media clips are presented at
operation 122 1n response to a user requesting the play back
of the media clips. Alternatively, 11 the retrieval of the media
clips was 1n response to a prior user request to play back the
media clips, the media clips are presented at method opera-
tion 122 as they are received via the content source. In the
case of video clips, the video clips will be presented 1n a
display of, or attached to, the media player device. Similarly,
in the case of audio clips, the audio clips will be played via
a speaker attached to the target media player device.

In an alternative method for sharing media clips, the
content request directed to the 1dentified or selected content
source does not 1nclude the waypoints received, for
example, at method operation 114. Instead, the content
request communicated from the target media player device
to the content source simply 1dentifies the selection of digital
media content from which the media clips are to be gener-
ated. In response to receiving the content request, the
content source serves the identified selection of digital
media content. When the digital media content 1s received at
the target media player device, the target media player
device processes the received digital media content to gen-
crate the media clips based on the information in the
waypoints. Once generated, the media clips can be 1imme-
diately presented or stored until requested.

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors may constitute processor-implemented
modules that operate to perform one or more operations or
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functions. Accordingly, the modules referred to herein may,
in some example embodiments, comprise processor-imple-
mented modules.

Similarly, the methods described herein may be at least
partially processor-implemented. For example, at least some
of the operations of a method may be performed by one or
more processors or processor-implemented modules. The
performance of certain of the operations may be distributed
among the one or more processors, not only residing within
a single machine, but deployed across a number of
machines. In some example embodiments, the processor or
processors may be located 1n a single location (e.g., within
a home environment, an oflice environment or at a server
farm), while 1n other embodiments the processors may be
distributed across a number of locations.

The one or more processors may also operate to support
performance of the relevant operations 1n a “cloud comput-
ing”” environment or as a service, for example, such as 1n the
context of “software as a service” (SaaS). For example, at
least some of the operations may be performed by a group
of computers (as examples of machines 1including proces-
sors), these operations being accessible via a network (e.g.,
the Internet) and via one or more appropriate interfaces (e.g.,
Application Program Interfaces (APIs).)

FIG. 7 1s a block diagram of a machine 1n the form of a
computer system within which a set of instructions, for
causing the machine to perform any one or more of the
methodologies discussed herein, may be executed. In some
embodiments, the machine operates as a standalone device
or may be connected (e.g., networked) to other machines. In
a networked deployment, the machine may operate 1n the
capacity of a server or a client machine 1n server-client
network environments, or as a peer machine in peer-to-peer
(or distributed) network environments. The machine may be
a personal computer (PC), a tablet PC, a server, a set-top box
(STB), a Personal Digital Assistant (PDA), a mobile tele-
phone, a web appliance, a network router, switch or bridge,
or any machine capable of executing instructions (sequential
or otherwise) that specily actions to be taken by that
machine. Further, while only a single machine 1s 1llustrated,
the term “machine” shall also be taken to include any
collection of machines that individually or jointly execute a
set (or multiple sets) of instructions to perform any one or
more of the methodologies discussed herein.

The example computer system 200 includes a processor
202 (e.g., a central processing unit (CPU), a graphics
processing unit (GPU) or both), a main memory 201 and a
static memory 206, which communicate with each other via
a bus 208. The computer system 200 may further include a
display unit 210, an alphanumeric mput device (e.g., a
keyboard), and a user interface (Ul) navigation device 214
(c.g., a mouse). In one example embodiment, the display,
input device and cursor control device are a touch screen
display. The computer system 200 may additionally include
a storage device (e.g., drive unit 216), a signal generation
device 218 (e.g., a speaker), a network interface device 220,
and one or more sensors, such as a global positioning system
sensor, compass, accelerometer, or other sensor.

The drive unit 216 includes a machine-readable medium
222 on which 1s stored one or more sets of mstructions and
data structures (e.g., software 223) embodying or utilized by
any one or more of the methodologies or functions described
herein. The software 223 may also reside, completely or at
least partially, within the main memory 201 and/or within
the processor 202 during execution thereof by the computer
system 200, the main memory 204 and the processor 202
also constituting machine-readable media.
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While the machine-readable medium 222 is illustrated 1in

an example embodiment to be a single medium, the term
“machine-readable medium™ may include a single medium
or multiple media (e.g., a centralized or distributed database,
and/or associated caches and servers) that store the one or
more 1nstructions. The term “machine-readable medium”™
shall also be taken to include any tangible medium that 1s
capable of storing, encoding or carrying instructions for
execution by the machine and that cause the machine to
perform any one or more of the methodologies of the present
invention, or that 1s capable of storing, encoding or carrying
data structures utilized by or associated with such instruc-
tions. The term “machine-readable medium” shall accord-
ingly be taken to include, but not be limited to, solid-state
memories, and optical and magnetic media. Specific
examples of machine-readable media include non-volatile
memory, including by way of example semiconductor
memory devices, e.g., EPROM, EEPROM, and f{flash
memory devices; magnetic disks such as mternal hard disks
and removable disks; magneto-optical disks; and CD-ROM
and DVD-ROM disks.
The software 223 may further be transmitted or received
over a communications network 226 using a transmission
medium via the network interface device 220 utilizing any
one of a number of well-known transier protocols (e.g.,
HTTP). Examples of communication networks include a
local area network (“LAN”), a wide area network (“WAN”),
the Internet, mobile telephone networks, Plain Old Tele-
phone (POTS) networks, and wireless data networks (e.g.,
Wi-F1® and WiMax® networks). The term “transmission
medium™ shall be taken to include any intangible medium
that 1s capable of storing, encoding or carrying instructions
for execution by the machine, and includes digital or analog
communications signals or other intangible medium to
facilitate communication of such software.

FIG. 8 1s a diagrammatic representation of an example
interactive television environment within which certain
aspects of the inventive subject matter described herein may
be deployed. The interactive television environment 310
includes a source system 312 that communicates data (e.g.,
digital media content selections, television content data
and/or interactive application data) via a distribution net-
work or system 314 and a modulator box 370 to a receiver
system 316. Consistent with some example embodiments,
the source system 312 may process waypoints recerved from
a media player device, to select and concatenate media clips
for communication to and presentation on another media
player device. In one example embodiment, the interactive
television environment 310 optionally includes a storage
unit 372 (e.g., personal computer) that communicates stored
data via a network 374 to the modulator box 370 which, in
turn, communicates the stored data, television content data,
and interactive application data to the receiver system 316.
The modulator box 370, storage unit 372, and the receiver
system 316 are typically co-located in a subscriber’s home.
Thus, 1n one example embodiment, the modulator box 370
may combine television content data and interactive appli-
cation data received from the remote source system 312 with
local stored data provided by the storage unit 372 provided
at the subscriber’s home.

Turning first to the source system 312, an example head-
end system 318 operates to communicate the data as a
broadcast transmission. To this end, the headend system 318
1s shown to include one or more broadcast servers 320 and.,
optionally, one or more application servers 322. Each of the
broadcast servers 320 may operate to receive, encode,
packetize, multiplex, modulate, and broadcast data from
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various sources and of various types. While the example
embodiment 1s described herein as transmitting data from
the headend system 318 as a broadcast, 1t will be appreciated
that the relevant data could also be unicast or multicast from
the source system 312 via the distribution system 314 and
modulator box 370 to the receiver system 316. In various
embodiments, data could also be transmitted from the source
system 312 via a network connection to the receiver system
316. Consistent with some embodiments, content may be
received via a cable network, satellite broadcast network, or
data network (e.g., such as the Internet), or a combination of
these. Further details regarding an example broadcast server
320 are provided below with reference to FIG. 9.

Each application server 322 may compile and provide
interactive data modules to the broadcast server 320. The
interactive data modules may also include data that are
utilized by an interactive television application. An appli-
cation server 322 may also include multiplexing function-
ality to enable multiplexing of, for example, interactive
television applications and associated data with audio and
video signals received from various sources. An application
server 322 may also have the capability to feed (e.g., stream)
multiple interactive television applications to one or more
broadcast servers 320 for distribution to the receiver system
316. To this end, each application server 322 may implement
a so-called ““carousel,” whereby code and data modules are
provided to a broadcast server 320 in a cyclic, repetitive
manner for inclusion within a transmission from the headend
system 318.

The headend system 318 1s also shown by way of example
to 1include one or more backend servers 324, which are
coupled to the application servers 322 and to a modem pool
326. Specifically, the modem pool 326 1s coupled to recerve
data from the receiver systems 316 via a network 328 (e.g.,
the Internet) and to provide this data to backend servers 324.
The backend servers 324 may then provide the data,
received from the receiver system 316, to the application
servers 322 and the broadcast servers 320. Accordingly, the
network 328 and the modem pool 326 may operate as a
return channel whereby a receiver system 316 1s provided
with interactivity with the source system 312. Data provided
to the headend system 318 wvia the return channel may
include, merely for example, user mput to an interactive
television application executed at the receiver system 316 or
data that 1s generated by the receiver system 316 and
communicated to the source system 312. The return channel
330 may also provide a channel whereby programs, targeted
advertisements/commercials, and applications from the
source system 312 are provided to the receiver system 316.

Within the source system 312, the headend system 318 1s
also shown optionally to receive data (e.g., content, code,
and application data) from external sources. For example,
FIG. 8 illustrates the headend system 318 as being coupled
to one or more content sources 332 and one or more
application sources 334 via a network 336 (e.g., the Inter-
net). For example, a content source 332 could be a provider
ol entertainment content (e.g., movies), a provider of real-
time dynamic data (e.g., weather information), a plurality of
targeted advertisements, prime time viewing advertise-
ments, or the like. An application source 334 may be a
provider of any interactive television application. For
example, one or more application sources 34 may provide a
TV Media Player Application, FElectronic Program Guide
(EPG) and navigation applications, messaging and commu-
nication applications, information applications, sports appli-
cations, or games and gaming applications.
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Turning now to the example distribution system 314, the
distribution system 314 may, in one embodiment, support
the broadcast distribution of data from the source system
312 to the receiver system 316. As shown, the distribution
network or system 314 may comprise a satellite, cable,
terrestrial, or Digital Subscriber Line (DSL) network, or any
other data communication network or combination of such
networks.

The receiver system 316 i1s shown, in one example
embodiment, to include a set-top box (STB) 338 that
receives data via the distribution system 310 and modulator
box 370, and a modem 340 for return channel communica-
tions with the headend system 318. The receiver system 316
1s also shown to include other optional external systems such
as a user mput device 343 (e.g., a keyboard, remote control,
mouse, etc.) and a display device 342, coupled to the set-top
box 338, for the display of content received at the set-top
box 338. In one example embodiment, the display device
342 may be a television set.

The set-top box 338 may execute three layers of software,
namely an operating system 344, middleware 346 and,
optionally, one or more interactive television applications
348. The middleware 346 may operate to shield the inter-
active television application 348 from differences of various
operating systems 544 and differences 1n hardware of dii-
ferent varieties of the set-top box 338. To this end, the
middleware 346 may provide dnver Application Program
Interfaces (APIs) and a library to translate instructions
received from an interactive television or stored data appli-
cation 48 into low-level commands that may be understood
by set-top box hardware (e.g., modems, interface ports,
smart card readers, etc.).

The modulator box 370, in one example embodiment,
receives stored data 598 (see FIG. 9, below) from the storage
umt 372 and a broadcast transmission from the source
system 312. The modulator box 370 multiplexes the stored
data 398 into the broadcast transmission thereby generating
a second transmission that 1s communicated to the receiving
system 316. It will however be appreciated that storage unit
functionality 1s optional. The storage unit 372 may store data
and, upon request, communicate the stored data to the
modulator box 370 over the network 374 (e.g., Ethernet).
The storage unit 372 may communicate the stored data in
response to commands that are entered by a user from the
set-top box 338 and communicated to the storage unit 372
over the link 376.

FIG. 9 1s a block diagram providing architectural details
regarding a broadcast server, a modulator box, a set-top box
and an optional storage device according to an example
embodiment of the inventive subject matter. Specifically,
FIG. 9 shows a broadcast server 520, which may support a
carousel of modules, as including a number of parallel paths
that provide mput to a multiplexer 550, each of the parallel
paths including an encoder 552 and a packetizer 554. Each
encoder 552 may operate to receive input from one or more
sources. For example, the encoder 552a 1s shown to receive
streamed application modules from the application server
522 that, in turn, 1s coupled to receive application data from
one or more application sources 354. The application source
34 may be internal or external to a headend system 18.
Similarly, an encoder 5526 1s shown coupled to receive
content data from one or more content sources 532, which
may again be internal or external to the headend system 518.

A skilled artisan will appreciate that each broadcast server
20 may include any number of parallel paths coupled to any
number of sources (e.g., application or content sources 534
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and 532) that provide mput to the multiplexer 550. Further-
more, a headend system 518 may deploy any number of
broadcast servers 520.

Each of the encoders 352 operates to encode data utilizing,
any one or more ol a number of compression algorithms,
such as, for example, the Motion Picture Expert Group
(MPEG) compression algorithms. Each of the encoders 552
may also operate to time stamp data for synchronization
purposes. A skilled artisan will further understand that
certain data types may not be susceptible to encoding and
may thus pass through, or by-pass, the encoder 552, and be
provided to a packetizer 5354 1n an unencoded state. In one
example embodiment, the packetizers 554 may be coupled
to receive both encoded and unencoded data and to format
these data into packets before eventual transmission via the
distribution system 3514 (e.g., a broadcast channel).

Each of the packetizers 554 provides packets to the
multiplexer 550, which multiplexes the packets into a trans-
mission that 1s modulated by a modulator 551. The modu-
lator 551 may utilize a modulation technique prior to dis-
tribution of broadcast transmission via the distribution
system 314. For example, the modulator 551 may utilize a
quadrature phase shift keying (QPSK) modulation tech-
nique, which 1s a digital frequency modulation technique
that 1s used for communicating data over coaxial cable
networking facilities or a quadrature amplitude (QAM)
modulation technique, which 1s a digital amplitude modu-
lation technique that 1s used for communicating data over
wireless networking facilities.

The modulator box 570, in one example embodiment,
includes a demodulator 578, a multiplexer 580, a modulator
582, a packetizer 584, and a computer system 587. The
demodulator 578 receives and demodulates the broadcast
transmission that, in turn, 1s communicated to the multi-
plexer 580 that, in turn, 1s communicated to the modulator
582 that modulates, utilizing a modulation technique as
described above, and communicates a transmission to the
set-top box 538. The computer system 387 may execute
modulator applications 586 that include a communication
module 588. The communication module 588 may receive
data modules from the storage unit 572, the data modules
including stored data 598 1n the form of application data and
content data. The application data include executable appli-
cations that may be executed by a computer system 564 on
the set-top box 538. The content data include alphanumeric,
image, and video and audio data that may be displayed on
the display device 542 connected to the set-top box 538. The
packetizer 584 packetizes the data modules into packets and
communicates the packets to the multiplexer 580 that mul-
tiplexes the stream of packets that contain stored data 598
together with the multiple streams of packets 1n the broad-
cast transmission to form a plurality of streams in the
example form of a transmission.

The storage unit 572 (e.g., a personal computer) icludes
a computer system 590, a storage device 594, and an encoder
592. The computer system 590 may execute applications
591 (e.g., an operating system, word processing, etc.) that
may 1nclude a Storage Device Media Player Application that
receives and processes commands that are entered by a user
operating the set-top box 538. The Storage Device Media
Player application may receive a command from a user that
requests stored data 398 in the example form of a file that
resides on a database 96 on the storage device 394. Respon-
sive to receipt of the command, the Storage Device Media
Player Application may direct the storage unit 572 to com-
municate the requested file 1n the form of data module(s) to
the modulator box 570 that, in turn, communicates the data
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module(s) to the set-top box 3538. The encoder 592 operates
to encode data utilizing any one or more of a number of
compression algorithms, such as, for example, the Motion
Picture Expert Group (MPEG) compression algorithms. The
encoder 592 may also operate to time stamp data for
synchronization purposes. It will be appreciated that certain
data types may not be susceptible to encoding and may thus
pass through, or by-pass, the encoder 592, and be provided
to a modulator box 570 in an unencoded state.

The set-top box 538 of the example receiver system 16
may be coupled to a multiplexer box 570 that 1s coupled to
a network mput (e.g., a modem), cable mput, satellite dish,
or antenna so as to receive the broadcast transmission,
transmitted from the headend system 518 via the distribution
system 514. The broadcast transmission may be fed to the
modulator box 70 that produces a transmission that 1s then
fed to an mput 556 (e.g., a receiver, port, etc.) on the set-top
box 538. Where the input 556 comprises a receiver, the input
556 may, for example, imnclude a tuner (not shown) that
operates to select a channel on which the transmission 1s
communicated. The packetized transmission 1s then fed
from the mnput 556 to a demultiplexer 558 that demultiplexes
the application and content data that constitute the transmis-
s1on signal. For example, the demultiplexer 558 may provide
the content data to an audio and video decoder 560, and the
application data to a computer system 564. The audio and
video decoder 560 decodes the content data into, for
example, a television signal. For example, the audio and
video decoder 560 may decode the received content data
into a suitable television signal such as an NTSC, PAL, or
HDTYV signal. The television signal 1s then provided from
the audio and video decoder 560 to the display device 542.

The computer system 564, which may include a processor
and memory, that reconstructs one or more interactive
television applications (e.g., originating from the source
system 512) and one or more stored data applications (e.g.,
originating from the storage unit 572) from the application
data that 1s provided to it by the demultiplexer 558. The
application data may include both application code or appli-
cation mformation that 1s used by an application 48. The
computer system 564, in addition to reconstructing an appli-
cation 548, executes such an application 548 to cause the
set-top box 538 to perform one or more operations. For
example, the computer system 564 may output a signal to
the display device 542. For example, this signal from the
computer system 564 may constitute an 1image or graphical
user intertace (GUI) to be overlaid on an 1image produced as
a result of the signal provided to the display device 542 from
the audio and video decoder 560. The user mput device 543
(e.g., a keyboard, remote control, mouse, microphone, cam-
era, etc.) 1s also shown to be coupled to the input 356, so as
to enable a user to provide mput to the set-top box 338. Such
input may, for example, be alphanumeric, audio, video, or
control (e.g., manipulation of objects presented 1n a user
interface) mput.

The computer system 64 1s also shown to be coupled to
the audio and video decoder 560 so as to enable the
computer system 3564 to control this decoder 560. The
computer system 564 may also receive an audio or video
signal from the decoder 560 and combine this signal with
generated signals so as to enable the computer system 564
to provide a combined signal to the display device 542.

The computer system 564 1s also shown, by way of
example, to be coupled to an output 566 (e.g., a transmutter,
output port, etc.) through which the set-top box 538 1s able
to provide output data, via the return channel 530, to an
external system, such as for example, the headend system
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518. To this end, the output 566 1s shown to be coupled to
the modem 540 of the receiver system 516.

While the receiver system 516 1s shown 1 FIGS. 8 and 9
to comprise a set-top box 538 coupled to a display device
542, the components of the receiver system 516 could be
combined into a single device (e.g., a computer system), or
could be distributed among a number of independent sys-
tems. For example, a separate receirver system 516 may
provide 1mput to a set-top box 538, which 1s then coupled to
a display device 542.

Although an embodiment has been described with refer-
ence to specific example embodiments, 1t will be evident that
vartous modifications and changes may be made to these
embodiments without departing from the broader spirit and
scope of the mvention. Accordingly, the specification and
drawings are to be regarded 1n an illustrative rather than a
restrictive sense. The accompanying drawings that form a
part hereol, show by way of illustration, and not of limita-
tion, specilic embodiments 1n which the subject matter may
be practiced. The embodiments 1llustrated are described in
suilicient detail to enable those skilled in the art to practice
the teachings disclosed herein. Other embodiments may be
utilized and derived therefrom, such that structural and
logical substitutions and changes may be made without
departing from the scope of this disclosure. This Detailed
Description, therefore, 1s not to be taken 1n a limiting sense,
and the scope of various embodiments 1s defined only by the
included claims, along with the full range of equivalents to
which such claims are entitled.

What 1s claimed 1s:

1. A method for sharing of one or more media clips, the
method comprising:

receiving, from a second media player device, a command

identifying a portion of a particular selection of media
content and at least one target user, wherein the portion
1s 1dentified during a presentation of the particular
selection of media content on the second media player
device, wherein the command comprises a content
identifier and a waypoint pair indicating the portion of
the particular selection of the media content without the
particular selection of media content, wherein the way-
point pair comprises timing information for determin-
ing a beginning point of the portion and an ending point
of the portion;

communicating the command to a first media player

device associated with the target user;

in response to recerving a content request associated with

the command:

automatically selecting a content source for the par-
ticular selection of media content, wherein the auto-
matically selecting comprises identifying the par-
ticular selection of media content based on the
recerved content identifier, and determining that the
portion of the particular selection of media content 1s
available from a one or more sources;

accessing the particular selection of media content
based on the content identifier from the selected
content source;

extracting a media clip for the portion of the particular
selection of the media content indicated by the
waypoint pair; and

communicating data representing the media clip for the
portion of the particular selection of media content
indicated by the waypoint pair to the first media
player device.

2. The method of claim 1, wherein determining the
portion of the particular selection of the media content 1s
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available from the one or more content sources includes
receiving a preferred content source from at least one of the
second media player device, a predefined default location, a
user mput on the first media player device, and a search
result, and
wherein the preferred content source 1s automatically
selected 1n response to determining the portion of the
particular selection of the media content 1s not available
from a local storage at the first media player device.
3. A media player device comprising;:
a communications module configured to receive a content
identifier and a waypoint pair indicating a portion of a
particular selection of media content via a communi-
cations network;
a content source selection module configured to:
automatically select a content source for the portion of
the particular selection of media content based at
least on 1dentifying the particular selection of media
content based on the received content identifier,

determine that the portion of the particular selection of
media content 1s available from a one or more
sources, and

automatically select a selected content source;

a media recerving module configured to receive data
representing a media clip for the portion of the
particular selection of media content indicated by the
waypoint pair extracted from the media content of
the selected content source; and

a graphical user interface configured to provide controls
to enable a user to playback the media clip for the
portion of the particular selection of media content.

4. The device of claim 3, wherein to select the selected
content source 1s based on determining that the portion of the
particular selection of media content 1s available from at
least one of a local storage at the media player device, a
preferred source 1dentified by a second device, a predefined
default location, a user input on the media player device, and
a search result.

5. The device of claim 3, wherein the communications
module 1s further configured to recerve a preferred content
source from at least one of a second device, and

wherein automatically selecting the selected content
source Turther comprises selecting the preferred content
source 1n response to determining the portion of the
particular selection of the media content 1s not available
from a local storage at the media player device.

6. A method comprising:

recerving, by a processor ol a first media player device
from a second device, a content identifier and a way-
point pair indicating a portion of media content;

automatically selecting, by the processor, a content source
for the media content wherein the automatically select-
ing comprises 1dentitying the media content based on
the received content identifier, and determining that the
portion of media content 1s available from one or more

SOUrCes;

requesting, from the selected content source, the portion
of media content using the waypoint pair and the
content 1dentifier via a content request;

recerving, from the selected content source, data repre-
senting a media clip for the portion of media content
indicated by the waypoint pair, wherein the media clip
1s extracted from the media content 1dentified by the
content 1dentifier in view of the waypoint pair; and

presenting the media clip at the first media player device.
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7. The method of claim 6,

wherein determining further comprises determining the
portion of media content 1s available from a local
storage at the first media device, and

wherein automatically selecting the content source further

comprises selecting the local storage as the selected
content source.

8. The method of claim 6, further comprising receiving a
preferred content source from at least one of the second
device, and

wherein automatically selecting the content source further

comprises selecting the preferred content source 1n
response to determining the portion of media content 1s
not available from a local storage at the first media
device.

9. The method of claim 6, wherein the waypoint pair
indicating a portion of media content comprises timing
information for determining a beginming point of the media
clip and an ending point of the media clip.

10. The method of claim 9, wherein the timing 1nforma-
tion comprises an oflset indicating a temporal point in the
media content relative to a reference point 1n the media
content.

11. The method of claim 10, wherein the reference point
1s a starting point of the media content and the media clip 1s
extracted based on the oflset from the starting point.

12. The method of claim 9, wherein the waypoint pair
indicating a portion of media content generated by the
second device based on a specific version of the media
content that 1s being presented on the second device, and
where the content 1dentifier 1s associated with the specific
version of the media content.

13. The method of claam 6, wherein the waypoint pair
indicating a portion of media content comprises timing
information generated by the second device 1s based data
packets for the media content presented on the second
device.

14. The method of claim 6, wherein the waypoint pair
comprises a first waypoint indicating a beginning point of
the media clip and a second waypoint indicating an ending,
point of the media clip.
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15. The method of claim 6, further comprising receiving
a user prompt at the first media device, and wherein the
requesting the portion of media content from the selected
content source 1s 1n response to the user prompt.

16. The method of claim 15, further comprising receiving
pricing information associated with the media clip from the
selected content source; and wherein the user prompt dis-
plays the pricing information.

17. The method of claim 6, wherein automatically select-
ing the content source further comprises determining pricing
information associated with the media clip from each of the
one or more sources, and the automatically selecting 1s based
on the pricing information.

18. The method of claim 17, wherein the pricing infor-
mation 1s based on at least one of an amount of data, usage
rights, a flat fee, a length of time, a type of content, and the
selected content source for the media clip.

19. The method of claim 6, wherein automatically select-
ing the selected content source 1s based on determining that
the portion of media content i1s available at least from a
preferred source location indicated by the second device, a
local storage at the first media device, a predefined default

location, a user input on the first media player device, and a
search result.

20. The method of claim 6, wherein subsequent to recerv-
ing the content i1dentifier and the waypoint pair, displaying
a notification indicating that the media clip has been shared,
the notification including information associated with a user
of the second device that shared media clip.

21. The method of claim 6, wherein the media clip 1s from
a media captured by the second device.

22. The device of claim 3, wherein determining further
comprises determining that the portion of the particular
selection of media content 1s available from a local storage
at the media player device, and

wherein automatically selecting the selected content

source Turther comprises selecting the local storage as
the selected content source.

% o *H % x



	Front Page
	Drawings
	Specification
	Claims

