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Determine, using the asset
topology and the threat data, a
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of the second computer asset
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1
COMPUTER ASSET VULNERABILITIES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation (and claims the benefit
of priority under 35 USC 120) of U.S. application Ser. No.
14/841,007, filed Aug. 31, 2015, which claims the benefit of
U.S. Provisional Application Ser. No. 62/204,830, and filed

on Aug. 13, 2015. Both of these prior applications are
incorporated by reference 1n their enftirety.

BACKGROUND

Some entities 1 the security imdustry face an increasing
necessity to understand the impact and priorities of cyber
threats against entities, while being constrained by limited
resources to respond by adapting controls and validating
patches. For instance, some threat actors and vectors have a
significantly disproportionate growth and presence com-
pared to that of practical, scalable remediation approaches.

SUMMARY

In general, one mnovative aspect of the subject matter
described 1n this specification can be embodied 1n methods
that include the actions of receiving an asset topology that
identifies an entity’s computer-related assets, how the com-
puter-related assets are connected together via one or more
networks controlled by the entity, and an identifier for each
computer-related asset that 1s an external facing asset,
wherein the asset topology identifies one or more first
computer-related assets each of which 1s an external facing
asset and one or more second computer-related assets each
of which 1s not an external facing asset, receiving threat data
that identifies vulnerabilities of computer-related assets,
determining, using the identifiers for the computer-related
assets that may be an entry point for an attack simulation, a
first computer-related asset that 1s one of the first computer-
related assets, 1dentitying, using the threat data, one or more
first vulnerabailities of the first computer-related asset, deter-
miming, using the asset topology and the threat data, a path
from the first computer-related asset to a second computer-
related asset that 1s one of the second computer-related
assets, determining, using the threat data, one or more
second vulnerabilities of the second computer-related asset,
determining, using the one or more second vulnerabilities of
the second computer-related asset, a probability that the
second computer-related asset will be compromised by an
adversary’s device, determining, using the asset topology
and the threat data, a change to the asset topology to reduce
the probability that the second computer-related asset will be
compromised by an adversary’s device, and providing infor-
mation about the change to the asset topology for presen-
tation to a user or implementing the change to the asset
topology. Other embodiments of this aspect include corre-
sponding computer systems, apparatus, and computer pro-
grams recorded on one or more computer storage devices,
cach configured to perform the actions of the methods. A
system ol one or more computers can be configured to
perform particular operations or actions by virtue of having
software, firmware, hardware, or a combination of them
installed on the system that in operation causes or cause the
system to perform the actions. One or more computer
programs can be configured to perform particular operations
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or actions by virtue of including instructions that, when
executed by data processing apparatus, cause the apparatus
to perform the actions.

In general, one 1nnovative aspect of the subject matter
described 1n this specification can be embodied 1n methods
that include the actions of recerving an asset topology that
identifies an entity’s computer-related assets, how the com-
puter-related assets are connected together via one or more
networks controlled by the entity, and an identifier for each
computer-related asset that may be an entry point for an
attack simulation, wherein the asset topology identifies one
or more lirst computer-related assets each of which 1s a
potential entry point for an attack simulation and one or
more second computer-related assets each of which 1s not a
potential entry point for an attack simulation, receiving
threat data that identifies vulnerabilities of computer-related
assets, determining, using the identifiers for the computer-
related assets that may be an entry point for an attack
simulation, a first computer-related asset that 1s one of the
first computer-related assets, 1dentifying, using the threat
data, one or more first vulnerabilities of the first computer-
related asset, determining, using the asset topology and the
threat data, a path from the first computer-related asset to a
second computer-related asset that 1s one of the second
computer-related assets, determining, using the threat data,
one or more second vulnerabilities of the second computer-
related asset, determining, using the one or more second
vulnerabilities of the second computer-related asset, a prob-
ability that the second computer-related asset will be com-
promised by an adversary, determining, using the asset
topology and the threat data, a change to the asset topology
to reduce the probability that the second computer-related
asset will be compromised by an adversary, and providing
information about the change to the asset topology for
presentation to a user or implementing the change to the
asset topology. Other embodiments of this aspect include
corresponding computer systems, apparatus, and computer
programs recorded on one or more computer storage
devices, each configured to perform the actions of the
methods. A system of one or more computers can be
configured to perform particular operations or actions by
virtue of having software, firmware, hardware, or a combi-
nation of them installed on the system that in operation
causes or cause the system to perform the actions. One or
more computer programs can be configured to perform
particular operations or actions by virtue of including
instructions that, when executed by data processing appa-
ratus, cause the apparatus to perform the actions.

The foregoing and other embodiments can each optionally
include one or more of the following features, alone or 1n
combination. The method may include determining, for each
of the first computer related assets and each of the second
computer related assets, a path from the first computer
related asset to the second computer related asset. The
method may include receiving new threat data over a
predetermined period of time, determining, using the new
threat data, paths from the first computer related assets to the
second computer related assets over the predetermined
period of time, and determining trends 1n the paths from the
first computer related assets to the second computer related
assets over the predetermined period of time. Determining
the trends 1n the paths from the first computer related assets
to the second computer related assets over the predetermined
period of time may include determiming a recurring path of
compromise that has a high probability that one or more
assets on the recurring path will be compromised by an
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adversary’s device over at least a threshold value of times
during the predetermined period of time.

In some 1mplementations, the method may 1nclude deter-
minming, using the trends 1n the paths from the first computer
related assets to the second computer related assets, a
probability that a particular second computer related asset
will be compromised by an adversary’s device over the
predetermined period of time that 1s greater than probabili-
ties that the other second computer related assets will be
compromised by an adversary’s device over the predeter-
mined period of time, and determining, using the asset
topology and the new threat data, a change to the asset
topology to reduce the probability that the particular second
computer related asset will be compromised by an adver-
sary’s device. The method may include providing informa-
tion about the change to the asset topology for presentation
to a user. The method may include implementing the change
to the asset topology. Determining, using the asset topology
and the new threat data, a change to the asset topology to
reduce the probability that the particular second computer
related asset will be compromised by an adversary’s device
may include determining a soitware update to apply to one
of the computer related assets identified by the asset topol-
ogy. Implementing the change to the asset topology may
include applying the software update to the one of the
computer related assets 1dentified by the asset topology.

In some 1mplementations, the method may include deter-
miming, for the one or more first vulnerabilities, a first
probability that the vulnerability will be compromaised by an
adversary’s device. Determining, using the asset topology
and the threat data, the path from the first computer related
asset to the second computer related asset may include
determining, for each computer related asset on the path
between the first computer related asset and the second
computer related asset, one or more vulnerabilities for the
computer related asset, and determining, for the one or more
vulnerabilities of the computer related asset, corresponding,
probabilities that the computer related asset will be com-
promised by an adversary’s device. The method may include
for at least one of the computer related assets on the path
between the first computer related asset and the second
computer related asset: determining, using the asset topol-
ogy, all of subsequent computer related assets directly
connected to the computer related asset not including any
computer related assets used to access the computer related
asset, determining, for each of the subsequent computer
related assets, one or more vulnerabilities of the subsequent
computer related asset, determining, for each of the subse-
quent computer related assets using the vulnerabilities of the
subsequent computer related asset, a probability that the
subsequent computer related asset will be compromised by
an adversary’s device, and selecting a particular subsequent
computer related asset with the probability greater than the
probabilities of the other subsequent computer related assets
as the next computer related asset in the path between the
first computer related asset and the second computer related
asset. Determining, using the one or more vulnerabilities of
the second computer related asset, the probability that the
second computer related asset will be compromised by an
adversary’s device may include determining, using the path
from the first computer related asset to the second computer
related asset, the first probability, and the one or more
second vulnerabilities of the second computer related asset,
the probability that the second computer related asset will be
compromised by an adversary’s device.

In some 1implementations, determining the probability that
the second computer related asset will be compromised by
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an adversary’s device may include determining a score that
represents the probability. Determining the probability that
the second computer related asset will be compromised by
an adversary’s device may include determining a percentage
probability. Determining the probability that the second
computer related asset will be compromised by an adver-
sary’s device may include determiming, for each of the
vulnerabilities of the second computer related asset, a par-
ticular probability, and combining all of the particular prob-
abilities for the wvulnerabilities of the second computer
related to determine the probability that the second computer
related asset will be compromised by an adversary’s device.
The method may include providing the probability for
presentation to a user. Receiving the asset topology that
identifies the entity’s computer related assets may include
receiving data mput by a user that identifies the asset
topology. Receiving the asset topology that identifies the
entity’s computer related assets may include analyzing one
or more computer networks of the enftity to determine the
asset topology.

In some 1mplementations, receiving the asset topology
that identifies the entity’s computer related assets may
include recerving the asset topology that identifies the one or
more first computer related assets each of which 1s directly
connected to a network that 1s not controlled by the entity
without intervening hardware and the one or more second
computer related assets each of which 1s not directly con-
nected to a network that 1s not controlled by the entity.
Receiving the asset topology that identifies the entity’s
computer related assets may include receirving the asset
topology and an identifier for at least one of the first
computer related assets that 1s directly connected to the
Internet. Receiving the asset topology that identifies the
entity’s computer related assets may include receiving the
asset topology and an identifier for at least one of the first
computer related assets that 1s a wireless router.

In some implementations, the method may include deter-
mining, for each of the computer-related assets, a category
to which the computer-related asset belongs, determining,
for a particular category from the determined categories,
paths from an external facing asset to each of the assets in
the category, and determining, using the paths from the
external facing asset to each of the assets in the category, a
category probability of compromise for the particular cat-
cgory. The method may include comparing the category
probability of compromise for the particular category with a
second category probability of compromise for a second
category, ranking the particular category and the second
category using the category probability of compromise and
the second category probability of compromise, and gener-
ating instructions for the presentation of a user interface that
includes the ranking of the particular category and the
second category. Determining, for each of the computer-
related assets, the category to which the computer-related
asset belongs may include determiming, for each of the
computer-related assets, a business function of the entity to
which the computer-related asset belongs, and determining,
for the particular category from the determined categories,
the paths from the external facing asset to each of the assets
in the category may include determining, for a particular
business function from the determined business functions,
the paths from the external facing asset to each of the assets
in the category. The method may include determining, for
the particular business function, an overall probability of
impact to the particular business function using probabilities
that the computer-related assets which belong to the par-
ticular business function will be compromised by an adver-
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sary’s device. Determining, for each of the computer-related
assets, the category to which the computer-related asset
belongs may include determining, for each of the computer-
related assets, the category to which the computer-related
asset belongs using a network topology of the computer-
related assets.

In some 1mplementations, the method may 1nclude deter-
mimng a particular computer-related asset or a type of
computer-related assets that are a potential target of an
attack by the adversary’s device, wherein determining the
path from the first computer related asset to the second
computer related asset that 1s one of the second computer
related assets may include determining a path from the first
computer-related asset to the particular computer-related
asset, or determining a path from the first computer-related
asset to the second computer related asset that includes at
least one computer-related asset of the type of computer-
related assets that are a potential target of the attack.
Determining the particular computer-related asset or the
type of computer-related assets that are the potential target
of an attack by the adversary’s device may include deter-
mimng the particular computer-related asset or the type of
computer-related assets that are the potential target of an
attack by the adversary’s device using the threat data.
Determining the particular computer-related asset or the
type of computer-related assets that are the potential target
of an attack by the adversary’s device may include deter-
miming the type of computer-related assets that support a
particular business function of an entity. The method may
include determining a type ol computer-related assets that
are a potential target of an attack by the adversary’s device,
wherein determining the path from the first computer related
asset to the second computer related asset that 1s one of the
second computer related assets may include determining a
path from the first computer-related asset to the second
computer related asset that includes only computer-related
asset ol the type of computer-related assets that are a
potential target of the attack, both the first computer-related
asset and the second computer related asset being of the type
of computer-related assets that are a potential target of the
attack.

The subject matter described 1n this specification can be
implemented in particular embodiments and may result 1n
one or more of the following advantages. In some 1mple-
mentations, a system may use threat data and an asset
topology to determine how to change the asset topology
most eflectively, e.g., when a new asset should be placed in
the asset topology. In some implementations, a system as
described below may determine whether security assets,
¢.g., firewalls or intrusion detection systems, are being
utilized optimally or if certain configuration changes result
in a reduced probability of attack, e.g., a reduced attack
surface. In some 1mplementations, a system as described
below may verity that desired or implemented security
policies are 1n eflect, e.g., for audit or compliance purposes.
In some 1implementations, a system as described below may
determine whether certain assets should be reconfigured or
climinated, e.g., without aflecting business objectives, to
reduce a probability of attack, e.g., result 1n a reduced attack
surface. In some 1mplementations, a system as described
below may determine where gaps 1n system defenses exist
that may not be further mitigated by existing security assets
or solutions. The system may utilize gap information to
determine how to allocate or prioritize, or both, budgets for
new security solutions.

The details of one or more implementations of the subject
matter described in this specification are set forth in the
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accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

FIGS. 1A-B show an asset topology for an entity that
includes an entity network and a non-entity network.

FIG. 2 shows an environment in which a system generates
as asset threat model using an asset inventory and threat
data.

FIG. 3 shows an environment in which a cyber-risk
system uses threat data and an asset topology to simulate
attacks on the assets 1n the asset topology.

FIG. 4 1s a flow diagram of a process for determining
vulnerabilities of computer assets.

FIG. 5 15 a tlow diagram of a process for generating a path
through an asset topology.

FIG. 6 1s a block diagram of a computing system that can
be used 1n connection with computer-implemented methods
described 1n this document.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

A system may receive threat data, describing asset vul-
nerabilities, ways 1n which those wvulnerabilities are
exploited, frequencies of exploit utilization and success, and
likely paths of compromise, and receive data that defines
assets of an entity and which assets provide access to which
ol the other assets of the entity, ¢.g., an asset topology. The
assets may be hardware, software, accounts, €.g., user
accounts, and other types of assets. The assets may be
publicly accessible or discoverable, e.g. a web portal served
by one or more applications, or a server that can be accessed
remotely via SSH. In some examples, a system may include
mechanisms to restrict access to at least some of the assets
to a specific set of people. The system uses the threat data to
simulate attacks on the assets starting with assets that are
accessible from networks that are not managed by the entity
or assets that are otherwise accessible to people who do not
work for the enftity, e.g., wireless routers or web based
accounts.

The system simulates an attack by determining the prob-
ability that a particular asset will be attacked and the
probability that an attack will be successtul. For instance,
the system may select a particular external facing asset, that
1s connected to an external network or 1s otherwise acces-
sible to people who do not work for the entity, and deter-
mines, using the threat data, the probability that vulnerabaili-
ties of the particular external facing asset will be
compromised by an adversary. The system determines the
assets connected to the particular external facing asset and,
for each of those assets, may determine probabilities that the
assets will be targeted by the adversary. The system deter-
mines, using the threat data, probabilities that each of those
assets will be compromised by an adversary. In some
implementations, the probabilities that those assets will be
targeted may be based on or related to the probabilities that
the assets will be compromised, e.g., an asset with a higher
probability of being compromised may have a higher prob-
ability of being targeted.

The system determines the probabilities for multiple
assets, making a “path” through the assets from the particu-
lar external facing asset to a current asset, €.g., an asset
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currently being analyzed by the system. The system uses the
path to determine particular weaknesses 1n the asset topol-
ogy for the enftity. The system may use a path, or multiple
paths determined during a single simulation or multiple
simulations, to determine where a new asset should be
placed 1n the asset topology, such as a firewall to provide
additional protection for a particular critical asset of the
entity, or likely paths that an adversary may take i1 they gain
access to the entity’s assets.

When performing multiple simulations, the system may
receive new threat data over time indicating changes to the
threats of the entity’s assets and other assets. The system
may model the changes to the vulnerabilities or paths of
attack, or both, over time and present the model or infor-
mation about the model to a user. In some 1mplementations,
the system may use the model to determine recommended
changes to the enfity’s assets, such as new policies, new
assets that should be acquired by the entity, or a particular
location 1n the asset topology at which to place a particular
asset that will maximize the efliciency or benefits provided
by the particular asset, such as a firewall.

In some implementations, a system may build a cyber-risk
model using current threat intelligence data and information
about assets and their interdependencies through a software
defined infrastructure. The system may use a multi-dimen-
sional probabilistic approach to determine potential paths of
compromise that pose the greatest risk, the business impacts
of the paths of compromise to an entity, and prioritized,
contextualized courses of action that are actionable, given
resource constraints, to reduce the risk of potential paths of
compromise.

The system may create an asset topology and use the asset
topology with threat data to determine an asset threat model.
The asset threat model may indicate assets, categories,
priorities of assets, asset degrees of separation from an edge,
¢.g., a network edge, vulnerabilities, and severities of the
vulnerabilities. Categories may represent how assets align
with or map to business processes used by an entity. For
instance, a particular server may be used for human
resources or payroll operations and the system may associate
the particular server with a corresponding human resources
category. The categories may indicate a priority of the
corresponding assets. For example, assets assigned to the
human resources category may have personally identifiable
information and a high priority for protection.

In some implementations, the asset topology may be a
hierarchical, interconnected, graph that shows relationships
between an entity’s assets. The system may assign each asset
a functional category and a priority, e€.g., based on 1mpor-
tance to the enfity. The system may use exploit targets to
determine a quantity and a severity of vulnerabilities; 1nci-
dents to determine a probability of attack severity and
success; and adversary tactics, techniques, and procedures
(T'TPs) to determine attack paths and prioritizations of the
attack paths.

In some implementations, a system may use adaptive
Markov Chain Monte Carlo (MCMC) simulations. The
system may determine, using the simulations or some of the
simulations, information about how various factors impact
the stimulation, number of simulations runs used to analyze
particular paths or vulnerabilities or both, and success prob-
abilities of an attack, e.g., an overall probability for an attack
or that particular assets are attacked or compromised or both.
Some 1mplementations of the factors that impact the simu-
lation may include an asset’s degrees of separation from the
edge, severity and recency of vulnerabilities, and indicator
or observable confidence. For instance, the system may
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determine to perform more simulations that take advantage
of more severe vulnerabilities than simulations that take
advantage of less severe vulnerabilities, e.g., 1n an exponen-
tially deceasing manner.

The system may use the simulations to determine an
impact and probability of simultaneous breaches, compro-
mise-latency based on multiple assets succumbing to the
same or similar vulnerabilities, or both. The system may use
previous knowledge, e.g., determined from previous simu-
lations, 1n multi-step attacks that 1s characteristic of an
ergodic system to determine probabilities of an attack,
probabilities of comprise of particular assets, or both. The
system may determine potential paths of compromise that
pose the greatest risk, impact to the business, and prioritized
courses of action that can be acted upon based on contex-
tualized, severe vulnerabilities. In some 1mplementations,
the system may use contextualized threat itelligence infor-
mation to generate attack vectors, and how the attack vectors
may be used to compromise assets.

FIGS. 1A-B show an asset topology 100 for an entity that
includes an entity network 102 and a non-entity network
104. In some implementations, the asset topology 100 may
include only information about the entity network 102. A
system may use the asset topology 100 to determine whether
new assets, such as Device H and Application I or particular
soltware applications, should be added to the entity’s assets
in the entity network 102 and where the assets should be
located 1n the entity network 102 to eliminate potential paths
of compromise, reduce the probability that a particular asset,
such as asset B, will be targeted or compromised, or a
combination of these.

For example, as shown 1n FIG. 1A, the asset topology 100
includes multiple assets A-G 106a-g owned by the entity and
connections 108a-g between the assets. The connections
may represent physical connections, when two devices
physically connect to each other, or virtual connections,
when a particular type of account allows access to a par-
ticular device, e.g., a particular server, or a first asset resides
on another asset, €.g., a software application on a computer.

The asset topology 100 includes one or more external
facing assets, such as asset A 106a and asset E 106¢, which
may connect to the non-entity network 104, e.g., the Inter-
net, via external connections 110a-6 or which otherwise
provide external access to the entity network 102, e.g., such
as a user account that allows external access to a physical
asset. For example, the asset E 106¢ may be a wireless router
in the entity network 102 and not directly connect to the
non-entity network 104. An adversary’s computer may
compromise the asset E 106¢ by finding a broadcast of the
wireless router, determining vulnerabilities of the wireless
router, and using some of those vulnerabilities to gain access
to the wireless router.

A system, not shown, analyzes the asset topology 100
using threat data, described in more detail below, to deter-
mine potential vulnerabailities of the assets A-G 106a-g. For
instance, the system analyzes each of the external facing
assets to determine the vulnerabilities of the external facing
assets, probabilities that a device operated by an adversary
may use one of the vulnerabilities, probabailities that a device
operated by an adversary may gain access to an asset using
one of the vulnerabilities, overall probabilities that an exter-
nal facing asset will be targeted by an adversary’s device or
compromised by an adversary’s device using the vulner-
abilities, or a combination of two or more of these.

In some 1mplementations, the system may determine a
probability that each of the external facing assets, and for
other assets in the asset topology 100, that the asset will be




US 10,313,389 B2

9

targeted by an adversary’s device. For instance, the system
may use the probability that a particular external facing asset
will be compromised and an importance of the particular
external facing asset, to determine the probability that the
particular external facing asset will be targeted. The system
may determine, for each of the external facing assets, how
many vulnerabilities each of the assets has and the severity
of each of those vulnerabilities. The system may use the
number of vulnerabilities, the severity of the vulnerabilities,
and the importance of the asset to determine the probabaility
that the asset will be targeted. The importance of the asset
may be estimated, e.g., based on the type of asset or data
associated with the asset—to which the asset provides
access, mformation received from a user, or any other
appropriate method to determine the importance of the asset.

In some examples, the system simulates a path through
the assets A-G 106a-g that may include one or more back-
tracks. For instance, the system may determine that the only
asset connected to a current asset 1s the asset which the
system used to get to the current asset. The system may
determine that for the current asset G 106g, the only
connected asset 1s the asset F 106/, and move back to the
asset F 106/ to determine another route through the entity
network 102. In some examples, the system may determine
that for the current asset, all of the connected assets are on
the current path through the entity network 102 and deter-
mine another route through the entity network 102.

The system may select one of the external facing assets,
such as the asset A 106a, using the probabilities, e.g., the
asset with the highest probability of compromise, and gen-
crate a simulated environment 1n which the system 1dentifies
all of the assets connected to the selected external facing
asset, e.g., the assets B-C 106b-c, probabilities of being
targeted, compromised, or both, for those assets, and so on,
to determine a path through the entity network 102 that an
adversary’s device may take to gain access to some of the
entity’s assets 106a-e. In some implementations, the system
may use Markov Chain Monte Carlo methods to determine
which of the external facing assets to select. In some
implementations, the system may use Markov Chain Monte
Carlo methods to determine which vulnerability of a par-
ticular asset should be compromised during an attack simu-
lation.

In some implementations, the system may use Markov
Chain Monte Carlo methods to determine how to distribute
a level of eflort of an adversary’s device in attempting to
compromise assets. For instance, the system may determine
a distribution for attack simulations using the probability of
compromise, how many times an adversary’s device may try
to attack particular assets, e.g., based on the importance of
the asset, or both.

For instance, when an adversary’s device compromises
asset A and determines that assets B-E are connected to asset
A, the system may determine a number of simulations to
perform attacks on each of those assets. In some examples,
when the system performs about ten thousand simulations,
the system may determine to model the adversary devices’
tactics by performing three thousand simulations attacking
asset B, two thousand simulations attacking asset C, five
thousand simulations attacking asset D, and no simulations
attacking asset E. In these examples, the adversary’s device
may place a significant amount of eflort, e.g., half, trying to
compromise asset D, and attempt to compromise assets B
and C to see 11 the device may gain access to asset B or asset
C.

For each particular asset that the system analyzes, the
system may determine which other assets in the entity
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network 102 are connected to the particular asset and
probabilities for those other assets. The system selects one of
those assets to create a path through the entity network 102.
The selected asset may have the greatest probability of being
targeted, the greatest probability of being compromised, or
both. In some implementations, the system selects one of the
assets using Markov Chain Monte Carlo methods.

The system may use information from a simulation, or
multiple simulations, to determine weaknesses in the entity
network 102. For instance, the system may determine that
the asset B 1060 1s a high priority asset, e.g., contains
confidential information for the entity, and that one or more
changes to the entity network 102 will reduce the probability
that an adversary’s device will compromise the asset B
1065. The system may determine the priority of the assets 1n
the entity network 102 using information received from the
entity, analysis of the asset topology 100 or any other
appropriate method. In some examples the priority of an
asset may represent an importance of the asset to the entity.

As shown 1 FIG. 1B, the system may determine that a
device H 112/ should be placed on the connection 108a
between the asset A 106q and the asset B 1065 to reduce the
probability that the asset B 1065 will be compromised. The
system may determine that an application I 112; should be
installed on the asset C 106¢ to reduce the probability that
the asset B 1065 will be compromised. In some examples,
the system may determine multiple changes to the asset
topology 100 to reduce the probability that the asset B 1065
will be compromised and determine which option or options
should be implemented, e.g., to most reduce the probability,
given budget constraints, etc.

For instance, the system may determine that the probabil-
ity the asset B 1065 will be compromised 1s twenty-two
percent and that installation of the device H 112/ in the
entity network 102 will reduce the probability to thirteen
percent. The system may determine that installation of the
application I 112 on the asset C 106¢ will reduce the
probability that the asset B 1065 will be compromised to
eighteen percent. The system may determine that installation
of both the device H 112/ and the application I 112; will
reduce the probability to eleven percent. The system may
use the cost of the installation of the device H 1124, the
application I 112, or both, the importance or priority of the
asset B 1065, with respect to the entity, other features of the
entity network 102, or a combination of these, to determine
a recommendation for a change to the entity network 102.

In some 1implementations, the system may determine that
the asset B 10656, the asset D 1064, and the asset G 106g are
all high prionty, e.g., the same or different priorities. The
system may determine that installation of the application I
112: on the asset C 106c¢ provides the greatest benelit to the
entity given that the application I 112; will reduce the
probabilities that both the asset B 1065 and the asset D 1064
will be targeted, compromised, or both, by an adversary’s
device, e.g., as compared to installation of the application I
112 on the asset F 106/ which will reduce the probability for
the asset G 106g and not the asset B 1065 or the asset D
106d. The system may determine that the connection 1084
should be removed, e.g., 1n addition to the installation of the
application I 112i on the asset C 106¢, to reduce the
probability that the asset B 1065 will be targeted, compro-
mised, or both.

The system may determine one or more changes to the
entity network 102 using the results of a simulation, e.g., 1n
which the system determines a path of through the asset
topology 100. The changes may be changes to settings for
one or more of the assets 106a-g, the addition of one or more
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assets to the entity network 102, or the removal of an asset
from the entity network 102. In some examples, the system
may determine that one or more network security devices,
¢.g., firewalls, intrusion detection systems, or intrusion
prevention systems, should be purchased and installed. The
system may determine that one or more connections should
be removed from the entity network 102, one or more
connections should be added to the entity network 102, or
both, to reduce the probability that an asset may be targeted,
compromised, or both, by an adversary’s device. The system
may i1dentily a solftware update or a new soltware applica-
tion to replace a diflerent, potentially related software appli-
cation.

In some mmplementations, the system may simulate a
computer based attack on the entity network multiple times,
¢.g., determine multiple paths through the asset topology.
For example, the system may determine which of the
non-external facing assets, e.g., the asset B 1065, the assets
C-D 106c-d, and the assets F-G 106f-g, are an attack target
for the simulation. The system may use the asset priorities,
vulnerabilities, compromise history information, value, ease
of compromise, or a combination of two or more of these to
determine which asset 1s the attack target for a particular
simulation. Compromise history information may include
historical data about compromises of particular assets, par-
ticular types of compromises, related types of compromises,
or other types of historical compromise data.

The system may perform multiple simulations to deter-
mine recurring paths of compromise through the entity
network 102. For instance, the system may receive addi-
tional threat data over time, e.g., as new vulnerabilities 1n
various assets are 1dentified, and perform additional simu-
lations using the additional threat data. The system may
analyze the multiple paths each from a different stmulation
to determine high risk paths, e.g., that have a high probabil-
ity of occurring given the threat data or occurred most
frequently, high nisk assets, e.g., that have the highest
probability of being compromised, or both.

In some 1mplementations, the asset topology 100 repre-
sents a closed network, e.g., that does not connect to the
non-entity network 104. For instance, the system may ana-
lyze a closed asset topology to determine paths of compro-
mise when an adversary has access to one of the physical
assets 1n the enfity network 102, such as a computer,
Ethernet port, or another hardware component 1n the entity
network 102. In these implementations, the adversary’s
device may be one of the assets in the entity network 102.
For instance, the system may determine a probability that an
adversary will gain access to a computer represented by the
asset A 106a, e.g., the adversary’s device, and then gain
access to other assets owned by the entity.

FIG. 2 shows an environment 200 in which a system
generates as asset threat model 228 using an asset inventory
202 and threat data 208. The system receives the asset
inventory 202 that identifies assets owned by an enfity, e.g.,
a company or organization.

The system prioritizes and categorizes the assets to create
an asset categorization 204. The system may categorize each
of the assets to perform automated analysis on the data
stored on the assets and to determine a type of each of the
assets. In some examples, the system may determine, for
cach of the assets 1n the asset mventory 202, where in a
network topology the asset 1s located and the processes that
the asset supports. In some implementations, a particular
asset may have multiple categorizations. The system may
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determine priority information for an asset, type of data store
on an asset, or both, using the location of the asset 1n the
network topology.

The system analyzes each of the assets in the asset
iventory 202 to determine a priority of each of the assets,
¢.g., how important the assets are to the entity, the criticality
or sensitivity of data stored on or access with the asset, etc.
In some examples, the system may receive priority infor-
mation from a user. The system may analyze the types of the
assets, the data stored on the assets, etc., to determine the
priorities of the assets 1n the asset inventory 202. The system
may use any appropriate method to determine priority
information for the assets.

The system determines a network layout and interactions
between the assets in the asset inventory 202 to create an
asset topology 206, such as the asset topology 100. The asset
topology 206 represents which assets are connected to or
have access to which of the other assets in the asset
iventory 202.

In some 1mplementations, the system may update the
prioritics and the categories of the assets 1n the asset
inventory 202 based on interdependencies 1dentified 1n the
asset topology 206. For instance, the system updates the
asset categorization 204 using information from the asset
topology 206. When the system assigns a particular asset,
such as a server, a low priority and an application executing,
on the server a high priority when first creating the asset
categorization 204, the system may analyze the asset topol-
ogy 206 and update the priority of the server to be medium
or high priority because the high priority application 1is
executing on the server.

The system receives threat data 208 from multiple
sources, €.g., public, private, mnternal collection, or a com-
bination of two or more of these. The system may receive
some of the threat data 208 from data feeds. The system may
contextualize some of the threat data 208, e.g., using infor-
mation about the assets in the asset mventory 202. For
example, the system may determine which threat data 208
corresponds to an asset in the asset mventory 202 and
discard any threat data which does not correspond to at least
one of the assets 1n the asset inventory 202.

In some implementations, the system may filter out threat
data by data type. For instance, the system may keep the
threat data 208 that identifies exploits 210, incidents 216,
and adversary tactics, techniques, and procedures (1TTPs)
222,

The exploits 210 may include nformation related to
system vulnerabilities or the tools used to take advantage of
a particular vulnerability by techniques of a threat actor. One
example of exploit information may include 1dentification or
characterization of a vulnerability, e.g., of an asset or a group
of assets. In some examples, a vulnerability may be specific
to a particular combination of assets. For example, a vul-
nerability may indicate that a particular software applica-
tion, e.g., and version of the software application, when
installed on a specific device or type of device has a
particular vulnerability.

Vulnerabilities may include information about security
vulnerabilities i1dentified by independent research teams,
internal teams, or security vendors. The security vulnerabili-
ties may indicate particular vulnerabilities for a hardware
device, an operating system, an application, or a version of
an application, e.g., particular to a specific operating system
or hardware device.

The system may analyze the threat data 208 to determine
which exploits leveraged 212 1n the past, e.g., to determine
historical data that indicates vulnerabilities used 1n computer
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based attacks in the past. The system may analyze the threat
data 208 to determine a severity of the exploits 214. For
instance, the system may use the historical data to determine
the severity of the past computer based attacks, an estimated
severity of a particular exploit given the assets in the asset
inventory 202 that are vulnerable to the particular exploit, or
both.

The incidents 216 may be discrete instances of Indicators,
described below, that aflect an entity. Data describing one of
the mcidents 216 may include time-related information, e.g.,
when the icident occurred, parties involved, assets aflected,
impact assessment, related Indicators, related Observables,
leveraged TTP, attributed Threat Actors, intended eflects,
nature of compromise, response Course of Action (COA)
requested, response COA taken, confidence 1n characteriza-
tion of the incident, handling guidance, source of the Inci-
dent information, and log of actions taken, among other
types of data about the incident. Observables, Threat Actors,
and TTPs are described 1n more detail below.

Indicators of compromise (I0OC) may include certain
observable conditions as well as contextual information
about patterns of those observable conditions and how and
when a pattern should be acted on. The contextual informa-
tion may represent artifacts or behaviors of interest within a
cyber-security context or both. The patterns of the observ-
able conditions may be mapped to related TTP context
information, include relevant metadata about confidence in
the indicator’s assertion, handling restrictions, valid time
windows, likely impact, sightings of the mformation indi-
cator, structured test mechanisms for detection, related cam-
paigns, or suggested COA, or both related TTP context
information and relevant metadata.

The system may analyze the incidents 216 to determine a
frequency of exploit utilization, a frequency of exploit
success, or both 218. The system may analyze the incidents
to determine a probability of attack severity, a probability of
attack success, or both 220. For example, the system may
use the incidents 216 to create the asset threat model 228 and
to determine potential paths an adversary’s device may take
in the asset topology 206 during a particular simulated
attack.

The adversary tactics, techniques, and procedures (T1Ps)
222 may 1include information about how threat actors,
described below, operate and perform their adversarial
actions. An example tactic may include the use of malware
to steal credit card credentials. An example technique may
include sending emails to potential victims that include
malicious attachments, e.g., used to capture credit card
information. An example procedure may include research to
identily potential targets for malicious email.

The system may use the T'TPs 222 to determine likely
paths of compromise 224 through the asset topology 206, a
prioritization of attack paths 226, or both. For instance, the
system may use the asset topology 206 and the T'TPs 222 to
determine, for each asset that has been compromised during
a particular simulation, which other assets are directly
connected to the compromised asset and a priority for each
of those assets that indicates whether an adversary’s device
would target or target and compromise the asset. The system
may then select the highest priority asset from the other
assets and continue the simulation, e.g., by determining the
additional assets directly connected to the highest priority
asset and priorities for those additional assets. The system
may determine the priorities using a probability that the
asset will be compromised based on vulnerabilities of the
asset, an tended result of the attack, e.g., whether or not
there 1s a particular asset to which the adversary wants
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access, or other data representative of which assets are most
likely compromised. The system may select an asset from
the other assets using Markov Chain Monte Carlo methods
and move from the current asset to the selected asset while
creating a path during a particular attack simulation.

The system uses the exploits 210, the incidents 216, the
TTPs, and network architecture and asset interdependencies
data from the asset topology 206 to generate the asset threat
model 228. The system may use the asset threat model 228
for a particular simulation or multiple simulations. The
system may use any appropriate method to simulate an
attack using the asset threat model 228, ¢.g., the system may
perform adaptive Markov Chain Monte Carlo (MCMC)
methods. The system may receive new threat data 208 and
update the asset threat model 228 using the new threat data.

The system may identify a particular asset target for a
simulation and determine a path from an external facing
asset to the particular asset target using the asset threat
model 228. In some examples, the system may perform
multiple simulations using a particular asset threat model
228 with the same target asset and simulate changes to the
asset topology 206 to determine how the changes to the asset
topology 206 atlect a probability that the target asset will be
compromised. For instance, the system may determine that
removing particular connections between assets 1n the asset
topology 206 or adding particular assets to the asset topol-
ogy 206, 1n particular locations, reduces the probability that
the target asset will be compromised and provide a recom-
mendation regarding the changes.

In some 1implementations, the system may perform mul-
tiple simulations using different threat data 208. The differ-
ent threat data 208 may represent changes to the threat data
208 over time as solutions to vulnerabilities are i1dentified
and new vulnerabilities are determined, among other
changes to the threat data 208. The system may determine
how changes 1n the threat data, e.g., the exploits 210, the
incidents 216, the TTPs 222, or a combination of these,
aflect paths of compromise through the asset topology 206
over time.

In some implementations, the system may use categori-
zation information for the assets to determine potential
attack paths for all the assets within a particular category or
group ol categories. The system may use the categorization
information to compare relative security of assets in one
category compared to assets in another category. The system
may use categorization information to determine the security
ol solutions for one category of assets compared to another.

In implementations where categorization information cor-
responds with business functionality, the system may use
simulation information and categorization information to
determine which business functions have the highest prob-
ability of risk, e.g., and the highest probability of a disrup-
tion to the business function. In some implementations, the
system may create a category to negative outcome mapping,
that indicates the probability of an asset in the category
being compromised. The system may determine a probabil-
ity that a category of assets will be compromised using the
probabilities of compromise of the assets in the category,
¢.g., by combining the probabilities for the assets 1n a
particular category. The probability that a category of assets
will be compromised may represent a probability of a
disruption to a particular business function.

The system may correlate simulations to determine trends
over time. The trends may indicate particular assets in the
asset topology 206 that have a high probability of compro-
mise, a high probability of being targeted, or both. The
system may use the trends, or the changes to the asset threat
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model 228 over time, to determine the changes to the asset
topology 206 that are most likely to be eflective over time
given changes to the threat data 208, the assets that are most
likely to be compromised, the assets most likely to be
compromised i1n a particular priority group, e.g., high,
medium, or low, or a combination of two or more of these.

Observables may be properties or measurable events
pertinent to the operation of computers and networks. Some
examples of observables may include information about a
file, e.g., name, hash, or size; a registry key value; a service
being started; or a Hypertext Transter Protocol (HTTP)
request being sent.

Threat actors may include characterizations of malicious
actors that represent a cyber-threat and may include poten-
t1al 1dentity, location, specific techniques used by, presumed
intent of, and other observed historical behavior for the
respective threat actor. Threat actors may be linked to T'TPs,
threat campaigns, or both, which were used by the respective
threat actor or other threat actors that may be or are known
to have been associated with the respective threat actor.

Threat campaigns may relate threat actors to particular
indicators of compromise (IOC), exploits, TTP, or any
combination of two or more of these. For instance, a threat
campaign may indicate the particular procedures, and the
indicators used to determine those procedures, used by a
particular threat actor to compromise one or more entities.

Courses of action (COA) may include recommended
actions to mitigate or remediate risks presented by IOC or
motivation of threat actors or threat campaigns. For instance,
a COA may be corrective, e.g., to 1ix an exploited vulner-
ability, or preventative, e.g., to 1ix a potential vulnerability
or a vulnerability that has not yet been exploited, for the
particular entity or another entity.

FIG. 3 shows an environment 300 1n which a cyber-risk
system 302 uses threat data 304 and an asset topology 306
to simulate attacks on the assets in the asset topology 306,
probabilities that assets will be targeted, probabilities that
assets will be compromised, or a combination of these. The
cyber-risk system 302 may receive the threat data 304 as
described 1n more detail below.

The cyber-risk system 302 may include a topology gen-
cration system 308 that receives an asset inventory and
generates the asset topology 306 using the asset inventory
and information about how the assets in the asset inventory
connect and interact with each other. For example, the
topology generation system 308 may receive information
about relationships between the assets, e.g., the connections
and interactions, and generate the asset topology using the
received information. The topology generation system 308
may receive the information about the relationships between
the assets from a computer operated by a user or another data
source, e.g., that defines the relationships. The topology
generation system 308 may use any appropriate method to
generate the asset topology 306. The assets in the asset
inventory and the asset topology 306 are computer-related
assets.

A vulnerability system 310 uses the threat data 304 and
the asset topology 306, potentially in conjunction with a
scoring system 312, to simulate paths though the asset
topology 306. The paths may represent potential routes
through the asset topology 306 that a device operated by an
adversary, e.g., an adversary’s device, may take to gain
access to the assets on the path. The device may be one of
the assets 1n the asset topology 306 when the adversary has
physical access to the device. The device may be another
device that 1s not represented in the asset topology 306, e.g.,
when the adversary uses the device to connect to an external
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facing asset in the asset topology 306 using a wired network,
a wireless access point, or both.

The vulnerability system 310 identifies an asset that 1s
currently being analyzed in the asset topology 306, the
subsequent assets that directly connect to the current asset,
and the wvulnerabilities of those subsequent assets. The
scoring system 312 uses information about the vulnerabili-
ties of the subsequent assets and other threat data to deter-
mine probabilities that each of the subsequent assets will be
targeted by the device operated by the adversary, compro-
mised by the device operated by the adversary, or both. The
vulnerability system 310 and the scoring system 312 may
perform similar analysis for an entry point asset, e.g., the
first asset 1n the asset topology 306 which 1s compromised.

The scoring system 312 may receive information about
the vulnerabilities of the subsequent assets from the vulner-
ability system 310. The scoring system 312 receives the
other threat data from the threat data 304. The other threat
data may include incidents or TTPs or both which the
scoring system 312 uses to determine a probability an asset
will be targeted or compromised. In some examples, the
scoring system 312 may generate a score that represents a
probability that an asset may be targeted for attack, com-
promised, or both.

In some implementations, after the vulnerability system
310 determines a path through the asset topology 306, the
scoring system 312 may determine final probabilities or
scores for each of the assets on the path. For a particular
asset on the path, the scoring system 312 may use the
probabilities or scores for each of the assets on the path that
occur before the particular asset to determine the final
probability or score for the particular asset. For example,
when a path includes five assets, the first asset has a fifteen
percent probability of being compromised, the second asset
has a sixteen percent probability of being compromised, and
the third asset has a six percent probability of being com-
promised, the scoring system 312 may determine that the
third asset has a final probability of being compromised of
1.44% (15%*16%*6%=1.44%).

The vulnerability system 310 may use Markov Chain
Monte Carlo methods to generate multiple different simu-
lations with the same set of threat data 304 and the same
asset topology 306. For example, the vulnerability system
310 performs many simulations to determine multiple dii-
ferent paths through the asset topology 306. The use of
Markov Chain Monte Carlo methods enables the vulnerabil-
ity system 310 to select diflerent entry point assets during
different simulations instead of selecting the same entry
point asset for each simulation, e.g., instead of selecting the
asset with the highest probability of being compromised for
cach simulation. Similarly, for stmulations when the vulner-
ability system 310 selects the same entry point asset, the
vulnerability system 310 uses Markov Chain Monte Carlo
methods to generate different paths through the asset topol-
ogy 306 for at least some of the simulations.

When the threat data 304, the asset topology 306, or both,
change, the vulnerability system 310 and the scoring system
312 may generate paths through the asset topology 306
using the changed data. The paths generated with the
changed data may be similar to or the same as some of the
paths generated using the original data. The vulnerability
system 310 uses Markov Chain Monte Carlo methods to
generate paths using the changed data and may generate
some of the same paths, or all of the same paths, as the paths
generated with the original data but with different quantities
of occurrences of the paths. For example, when the changed
threat data indicates that a particular asset 1s more vulnerable
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than the original threat data, the vulnerability system 310
may perform more simulations with paths that include that
particular asset than the quantity of simulations with paths
that included that particular asset previously, assuming the
cuantlty of simulations performed with each of the data sets
1s the same and that there are not changes to the asset
topology 306.

The cyber-risk system 302 includes a trend analysis
system 314 that analyzes data from multiple computer-based
attack stmulations. The data may include the paths generated
during the simulations, probabilities of being targeted, prob-
abilities of compromise, vulnerabilities identified, vulner-
abilities used during the simulation, e.g., with a highest
probability of compromise for an asset, or a combination of
these. The trend analysis system 314 determines trends in
the data to i1dentily paths frequently used, e.g., over time
with changing threat data or asset topology or both, assets
with a high probability of being compromised over time,
high priority assets with a high or the highest probability of
being compromised over time, or other trends in the data.

In some implementations, the topology generation system
308 or an asset selection system 316 may determine changes
to the asset topology 306, ¢.g., may simulate changes before
the changes are implemented by an entity. For instance, the
asset selection system 316 may determine a recommenda-
tion of how the asset topology 306 should be changed to
reduce a probability that a particular asset in the asset
topology 306 may be compromised. In some examples, the
asset selection system 316, 1n conjunction with the vulner-
ability system 310, may determine whether or not and how
a change to the asset topology 306 aflects probabilities of
compromise of the assets in the asset topology 306. The
change may be the addition or removal of an asset, a location
at which an asset 1s added to the asset topology 306, the
addition or removal of a connection, or a change 1n a setting
of an asset, to name a few examples. The asset selection
system 316 may determine what particular assets should be
added to the asset topology 306, e¢.g., when comparing two
different assets.

Anetwork 318, such as a local area network (LAN), wide
area network (WAN), the Internet, or a combination thereof,
connects the cyber-risk system 302 with sources of threat
data 320. The threat data 320 may include, among other
types of threat data, exploits 322, incidents 324, and adver-
sary tactics, techmques, and procedures (T'TPs) 326.

The cyber-risk system 302 may obtain the threat data 320
from publically accessible sources, third party, e.g., propri-
etary, sources, or both. The cyber-risk system 302 may
collect or generate some of the threat data 320 internally. In
some examples, the cyber-risk system 302 may gather some
of the threat data 320 from a data feed, e.g., an Internet feed.

FI1G. 4 1s a flow diagram of a process 400 for determining,
vulnerabilities of computer assets. For example, the process
400 can be used by the cyber-risk system 302 from the
environment 300.

The system receives an asset topology that identifies one
or more first computer assets each of which 1s directly
connected to a network that 1s not controlled by an entity
without intervening hardware and one or more second
computer assets each ol which 1s not directly connected to
a network that 1s not controlled by the entity (402). In some
implementations, some of the {first computer assets are
external facing assets. The second computer assets are not
external facing assets. In some implementations, some of the
first computer assets are physical assets to which an adver-
sary may gain physical access, e€.g., a computer. In these
implementations, the second computer assets may be assets
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that are not physical assets or physical assets to which an
adversary cannot gain physical access.

The system may receive the asset topology from a com-
puter, e.g., a database. In some examples, the system may
receive an asset inventory and use the asset inventory,
potentially with additional information about the assets, to
create the asset topology.

The system receives threat data that identifies vulnerabili-
ties of computer assets (404). The system may subscribe to
a threat data feed and receive some of the threat data from
the data feed. The system may search for and find some of
the threat data on a network, e.g., the Internet. In some
implementations, the system may receive some of the threat
data from an internal source, e.g., controlled by the same
entity that controls the system.

The system determines, using the asset topology, a first
computer asset that 1s one of the first computer assets (406).
For instance, the system may use the asset topology and the
threat data to perform a simulated attack on the assets 1n the
asset topology. The system selects the first computer as an
entry point in the simulated attack. The first computer may
be an external facing asset, e.g., connected to a network not
controlled by the entity or that broadcasts a wireless con-
nection point, an asset to which an adversary main gain
physical access, or both. In some examples, the first com-
puter may be an asset with a high degree of human access.
For example, the first computer may be a workstation, e.g.,
on a desk at an oflice of the entity, or a server, e.g., with
remote shell access such as with a secure shell session.

In some 1implementations, the system may determine an
adversary motivation when determiming the first computer
asset. The system may prioritize simulation attempts on
attacking one or more {irst computer assets based on the
determined motivation. For instance, the system may use the
threat data to determine the adversary motivation, e.g., an
intended target, either initial or final target, for the adversary
or the types of assets the adversary may compromise during
an attack. The system may determine an adversary motiva-
tion for an industry, an entity, e.g., organization, set of threat
data, or combination of two or more of these. The system
may determine that the first asset 1s an asset that must be
targeted and compromised for the adversary to accomplish
their motivation. The adversary motivation may be for a
particular simulation or a group of simulations.

The system i1dentifies, using the threat data, one or more
vulnerabilities of the first computer asset (408). For instance,
the system uses data about exploits to determine the vul-
nerabilities of the first computer asset.

In some 1mplementations, the system may determine a
probability of compromise for the first computer asset using
the vulnerabilities of the first computer asset. The system
may use data about incidents, data about TTPs, or both when
determining the probability of compromise for the first
computer.

The system determines, using the asset topology and the
threat data, a path from the first computer asset to a second
computer asset that 1s one of the second computer assets
(410). For example, as described 1n more detail below with
reference to FIG. 5, the system determines all of the assets
directly connected to the first computer asset and which of
those assets may be compromised by an adversary’s device.
The system creates a path, moving from one computer asset
to another to create the path from the first computer asset to
the second computer asset. The second computer asset may
be an intended destination for the attack simulation, e.g.,
which may contain data potential adversary may want to
access, or may be an end destination on the path, e.g., from
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which the system cannot access any other assets to which the
system did not already gain access when creating the path
during the attack simulation.

In some implementations, the system may determine
assets that correspond to the adversary’s motivation for a
particular simulation and use those assets when determining,
the path from the first computer asset to the second computer
assets. For instance, the system may determine organiza-
tional assets that support a particular business function, e.g.,
which may be the target of the adversary’s motivation. The
system may determine the component parts of the deter-
mined organizational assets, e.g., the software or hardware
components of those assets. The system may determine
attack channels and access methods for the component parts
of the determined organizational assets and use those attack
channels and access methods to determine the path from the
first computer asset to the second computer asset.

In some examples, the path may be from a first user
account to a second user account. For instance, the system
may determine a path between multiple user accounts,
which may have diflerent privileges and may be for the same
application or different applications. The accounts may be
hosted on a single server or different servers. The applica-
tion, whether a single application used for both accounts or
different applications, may be hosted on a single server or
different servers. In some implementations, the system may
perform an attack simulation using a single adversary
device, e.g., workstation, or multiple adversary devices,
multiple compromised physical assets, or both.

The system determines, using the threat data, one or more
vulnerabilities of the second computer asset (412). For
example, the system uses the threat data to determine the
vulnerabilities of the second computer asset.

The system determines a probability that the second
computer asset will be compromised by an adversary (414).
For instance, the system uses the threat data to determine a
quantity of times each of the vulnerabilities has been known
to be used, a quantity of times each of the vulnerabilities has
provided access to the type of asset of the second computer
asset, or both, to determine the probability the second
computer asset will be compromised by a device operated by
the adversary.

The system determines, using the asset topology, a change
to the asset topology to reduce the probability that the
second computer asset will be compromised by an adversary
(416). The system may use the vulnerabilities of the second
computer asset to determine the change to the asset topol-
ogy. The system may determine a change to the asset, e.g.,
a change to a setting or an update to software, or a change
to the assets or connections in the asset topology, e.g., the
removal of a connection, addition of an asset, removal of an
asset, or a combination of these.

In some 1mplementations, the change to the asset topol-
ogy may be the addition of an asset that 1s not directly
connected to the second computer asset. For instance, the
system may determine that adding a firewall after the first
computer asset will reduce the probability that the second
computer asset will be compromised.

The system provides mformation about the change to the
asset topology for presentation to a user (418). For instance,
the system sends the information about the change to a
computer operated by an administrator for the enftity that
uses the assets 1n the asset topology. The system, or the
computer operated by the administrator, may generate
instructions for the presentation of the information about the
change to the asset topology.
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The system implements the change to the asset topology
(420). In some examples, the system may update a software
application. The system may submit an order for a new asset.
The system may send instructions for the removal of an asset
from the enftity’s assets, e.g., that the asset be physically
removed, disconnected, or turned ofl. In some examples, the
system may download or cause the downloading of a new
soltware application, e.g., as a new asset for the enftity, and
install or cause the mstallation of the software application on
an existing hardware asset of the entity. In some implemen-
tations, the system may provide instructions to another
computer for implementation of the change to the asset
topology.

The system receives new threat data over a predetermined
period of time (422). For example, the system receives the
new threat data over the course of days, weeks, months, or
years. The system may receive the new threat data from any
appropriate source, such as the sources discussed above.

The system determines, using the new threat data, paths
from the first computer assets to the second computer assets
over the predetermined period of time (424). For instance,
during the predetermined time, the system may perform
additional attack simulations, similar to the one described
above, e.g., steps 408 through 414 or steps 408 through 410.

The system determines trends in the paths from the first
computer assets to the second computer assets over the
predetermined period of time (426). For example, the system
determines how changes to the threat data, changes to the
asset topology, or both, aflect the paths from the first
computer assets to the second computer assets.

In some implementations, the system may determine
probabilities of compromise for each of the assets 1n an asset
inventory. The system may weight the probabilities using a
categorization or prioritization, or both, of each of the assets.
The system may generate 1structions for presentation of a
list of the assets and the corresponding probabilities of
compromise in a user interface. The presentation may
include information about the paths of compromise used to
access each of the assets, e.g., the path with the highest
probability of being used, all of the paths, or all of the paths
and corresponding probabilities of being used. The instruc-
tions may include instructions for presentation of the path

information on the same screen in the user interface as the
list of the assets or a different screen in the user interface as
the list of the assets.

In some i1mplementations, the system may receive a
request for a probability of compromise for a single asset in
an asset topology. The system may generate mstructions for
a presentation of a user interface with information about the
probability of compromise for the single asset, and option-
ally the paths of compromise for the asset. In some 1mple-
mentations, the system may receive a request for probabili-
ties of compromise for all assets 1n an asset topology and, 1n
response, generate a list of the assets and the corresponding
probabilities.

The order of steps 1n the process 400 described above 1s
illustrative only, and determining the vulnerabilities of the
computer assets can be performed 1n different orders. For
example, the system may receive the threat data and then
receive the asset topology. In some examples, the system
may determine trends 1n the paths from the first computer
assets to the second computer assets and then determine a
change to the asset topology, provide information about the
trends for presentation to a user, or both. In some examples,
the system may determine the vulnerabilities of the entry
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point assets and then select one of the entry point assets
using the vulnerabilities, e.g., perform step 408 and then step

406.

In some implementations, the process 400 can include
additional steps, fewer steps, or some of the steps can be
divided into multiple steps. For example, the system may
perform steps 402 through 414 without performing steps 416
through 426. In some examples, the system may perform
steps 402 through 420. In some examples, the system may
perform steps 402 through 414 and 422 through 426. In
some examples, the system may perform steps 406 through
414.

In some i1mplementations, a system may use the asset
topology and the threat data to perform risk evaluation of
changes in the asset topology. For instance, the system may
determine one or more additional assets that can be added to
the current assets 1 an asset topology and execute attack
simulations using the additional assets to determine how the
additional assets change the probabilities of compromise for
the current assets. The system may determine one or more
assets that can be removed from the current assets 1n an asset
topology and execute attack simulations using the asset
topology without the removed assets to determine how the
removal of the assets changes the probabilities of compro-
mise for the current assets that have not been removed. The
system may determine whether or not the proposed changes
should be implemented using the changes to the probabili-
ties of compromise for the current assets.

In some implementations, the system may perform a
simulation to determine a proposed change to the asset
topology and then perform simulations with the proposed
change to the asset topology implemented 1n the simulation.
The system may perform the simulations with the imple-
mentation of the proposed change using the same threat data
used to determine the proposed change, e.g., to determine
changes 1n the probabilities of compromise. In some
examples, the system may perform simulations with a pro-
posed change that was i1dentified by a user of the system,
¢.g., an employee of the entity. For instance, the system may
receive mput indicating a particular asset and a location in
the asset topology at which the particular asset may be
placed, and connections between the particular asset and
current assets from the asset topology.

FIG. 5 1s a flow diagram of a process 500 for generating
a path through an asset topology. For example, the process
500 can be used by the cyber-risk system 302 from the
environment 300.

For at least one computer asset on a path between a first
computer asset and a second computer asset, the system
determines, using an asset topology, all of subsequent com-
puter assets directly connected to the computer asset not
including any computer assets used to access the computer
asset (502). For example, the system may determine the
applications installed on the asset or the devices connected
directly to the asset when the asset 1s a hardware asset. The
devices connected directly to the asset may include devices
connected to the asset with one or more wires or cables or
with a wireless connection.

The system determines, for each of the subsequent com-
puter assets, one or more vulnerabilities of the subsequent
computer asset (504). For instance, the system uses threat
data to determine the wvulnerabilities of the subsequent
computer assets. For a particular asset, the system may
analyze the threat data to determine which documents 1n or
subsets of the threat data indicate vulnerabilities of the
particular asset.
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The system determines, for each of the subsequent com-
puter assets using the vulnerabilities of the subsequent
computer asset, a probability that the subsequent computer
asset will be compromised by an adversary (506). The
system may use the threat data, e.g., incidents, adversary
tactics, techmiques, and procedures (1TTPs), or both, to
determine the probability that the subsequent computer asset
will be compromised. In some examples, the system deter-
mines, for each of the vulnerabilities, a probability that the
asset will be compromised and then determines an overall
probability that the asset will be compromised by combining
the individual probabilities, e.g., by multiplying the prob-
abilities. The system may use scores that represent the
probabilities that the asset will be compromised and com-
bine the scores, e.g., by adding the scores.

In some implementations, the system may determine the
probability that a particular asset will be compromised using
the number of vulnerabilities of the asset, the severity of
each of the vulnerabilities, a number of simulations 1n which
the asset 1s analyzed or compromised, or two or more of
these. The system may determine, for each vulnerability of
a particular asset, the product of the vulnerability severity
and the number of simulations in which the vulnerability
was compromised. The system may add these product values
together to determine the overall probability of compromise
for the particular asset. The system may use any appropriate
method to determine an overall probability that the asset will
be compromised.

The system selects a particular subsequent computer asset
with the probability greater than the probabilities of the
other subsequent computer assets as the next computer asset
in the path between the first computer asset and the second
computer asset (508). In some examples, the system may use
Markov Chain Monte Carlo simulation to select the particu-
lar subsequent computer asset, €.g., so that some of the paths
generated during the simulations are different to determine
the risk of different assets 1 an asset topology being
compromised, targeted, or both.

In some implementations, the process 300 can include
additional steps, fewer steps, or some of the steps can be
divided into multiple steps. For example, the system may
perform the process 500 for multiple different assets 1 an
asset topology. The system may perform the process itera-
tively until server layers, in a network of an asset topology,
or several devices within the same layer, have been
breached.

Embodiments of the subject matter and the functional
operations described in this specification can be 1mple-
mented 1 digital electronic circuitry, in tangibly-embodied
computer soltware or firmware, i computer hardware,
including the structures disclosed in this specification and
their structural equivalents, or 1n combinations of one or
more of them. Embodiments of the subject matter described
in this specification can be implemented as one or more
computer programs, 1.€., one or more modules of computer
program 1nstructions encoded on a tangible non-transitory
program carrier for execution by, or to control the operation
of, data processing apparatus. Alternatively or 1n addition,
the program instructions can be encoded on an artificially-
generated propagated signal, €.g., a machine-generated elec-
trical, optical, or electromagnetic signal, that 1s generated to
encode information for transmission to suitable receiver
apparatus for execution by a data processing apparatus. The
computer storage medium can be a machine-readable stor-
age device, a machine-readable storage substrate, a random
or serial access memory device, or a combination of one or
more of them.
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The term “data processing apparatus™ refers to data pro-
cessing hardware and encompasses all kinds of apparatus,
devices, and machines for processing data, including by way
of example a programmable processor, a computer, or mul-
tiple processors or computers. The apparatus can also be or 53
turther include special purpose logic circuitry, e.g., an FPGA
(field programmable gate array) or an ASIC (application-
specific integrated circuit). The apparatus can optionally
include, 1n addition to hardware, code that creates an execu-
tion environment for computer programs, €.g., code that 10
constitutes processor firmware, a protocol stack, a database
management system, an operating system, or a combination
of one or more of them.

A computer program, which may also be referred to or
described as a program, software, a software application, a 15
module, a software module, a script, or code, can be written
in any form of programming language, including compiled
or mterpreted languages, or declarative or procedural lan-
guages, and 1t can be deployed 1n any form, including as a
stand-alone program or as a module, component, subroutine, 20
or other unit suitable for use in a computing environment. A
computer program may, but need not, correspond to a file 1n
a file system. A program can be stored in a portion of a file
that holds other programs or data, e.g., one or more scripts
stored 1n a markup language document, in a single file 25
dedicated to the program in question, or in multiple coor-
dinated files, e.g., files that store one or more modules,
sub-programs, or portions of code. A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across 30
multiple sites and interconnected by a communication net-
work.

The processes and logic flows described 1n this specifi-
cation can be performed by one or more programmable
computers executing one or more computer programs to 35
perform functions by operating on input data and generating,
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application-specific integrated cir- 40
cuit).

Computers suitable for the execution of a computer
program 1nclude, by way of example, general or special
purpose microprocessors or both, or any other kind of
central processing unit. Generally, a central processing unit 45
will receive 1nstructions and data from a read-only memory
or a random access memory or both. The essential elements
ol a computer are a central processing unit for performing or
executing instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also 50
include, or be operatively coupled to receirve data from or
transier data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded 1n another 55
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device, e.g., a universal serial bus (USB) flash drive,
to name just a few. 60

Computer-readable media suitable for storing computer
program 1nstructions and data include all forms ol non-
volatile memory, media and memory devices, including by
way ol example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic 65
disks, e.g., internal hard disks or removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks. The
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processor and the memory can be supplemented by, or
incorporated 1n, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described 1n this specification can be 1mple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liguid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, €.g., a mouse or a trackball, by which the
user can provide mput to the computer. Other kinds of
devices can be used to provide for interaction with a user as
well; for example, teedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
teedback, or tactile feedback; and mput from the user can be
received 1n any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and receiving documents from a
device that 1s used by the user; for example, by sending web
pages to a web browser on a user’s device 1n response 1o
requests received from the web browser.

Embodiments of the subject matter described in this
specification can be implemented in a computing system that
includes a back-end component, e.g., as a data server, or that
includes a middleware component, e.g., an application
server, or that includes a front-end component, e.g., a client
computer having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any
combination of one or more such back-end, middleware, or
front-end components. The components of the system can be
interconnected by any form or medium of digital data
communication, €.g., a communication network. Examples
of communication networks include a local area network
(LAN) and a wide area network (WAN), e.g., the Internet.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other. In some embodi-
ments, a server transmits data, e.g., an HI ML page, to a user
device, e.g., for purposes of displaying data to and receiving
user mput from a user interacting with the user device,
which acts as a client. Data generated at the user device, e.g.,
a result of the user interaction, can be receirved from the user
device at the server.

An example of one such type of computer 1s shown 1n
FIG. 6, which shows a schematic diagram of a generic
computer system 600. The system 600 can be used for the
operations described 1n association with any of the com-
puter-implement methods described previously, according to
one 1mplementation. The system 600 includes a processor
610, a memory 620, a storage device 630, and an nput/
output device 640. Each of the components 610, 620, 630,
and 640 are interconnected using a system bus 650. The
processor 610 1s capable of processing instructions for
execution within the system 600. In one implementation, the
processor 610 1s a single-threaded processor. In another
implementation, the processor 610 1s a multi-threaded pro-
cessor. The processor 610 1s capable of processing instruc-
tions stored in the memory 620 or on the storage device 630
to display graphical information for a user interface on the
input/output device 640.

The memory 620 stores information within the system
600. In one implementation, the memory 620 1s a computer-
readable medium. In one implementation, the memory 620
1s a volatile memory unit. In another implementation, the
memory 620 1s a non-volatile memory unit.
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The storage device 630 1s capable of providing mass
storage for the system 600. In one implementation, the
storage device 630 1s a computer-readable medium. In
various different implementations, the storage device 630
may be a floppy disk device, a hard disk device, an optical
disk device, or a tape device.

The input/output device 640 provides input/output opera-
tions for the system 600. In one implementation, the mput/
output device 640 includes a keyboard and/or pointing
device. In another implementation, the mput/output device
640 includes a display unit for displaying graphical user
interfaces.

While this specification contains many specific imple-
mentation details, these should not be construed as limita-
tions on the scope of what may be claimed, but rather as
descriptions of features that may be specific to particular
embodiments. Certain features that are described in this
specification in the context of separate embodiments can
also be implemented 1n combination 1n a single embodi-
ment. Conversely, various features that are described in the
context of a single embodiment can also be implemented 1n
multiple embodiments separately or 1n any suitable subcom-
bination. Moreover, although features may be described
above as acting 1n certain combinations and even mitially
claimed as such, one or more features from a claimed
combination can in some cases be excised from the combi-
nation, and the claimed combination may be directed to a
subcombination or variation of a subcombination.

Similarly, while operations are depicted 1n the drawings 1n
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
modules and components 1 the embodiments described
above should not be understood as requiring such separation
in all embodiments, and i1t should be understood that the
described program components and systems can generally
be 1ntegrated together 1n a single software product or pack-
aged into multiple software products.

Particular embodiments of the subject matter have been
described. Other embodiments are within the scope of the
following claims. For example, the actions recited in the
claims can be performed 1n a different order and still achieve
desirable results. As one example, the processes depicted 1n
the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. In some cases, multitasking and parallel
processing may be advantageous.

What 1s claimed 1s:

1. A system comprising:

a data processing apparatus; and

a non-transitory computer readable storage medium in

data communication with the data processing apparatus

and storing 1nstructions executable by the data process-

ing apparatus and upon such execution cause the data

processing apparatus to perform operations compris-

ng:

identifying, using threat data that identifies vulnerabili-
ties of computer-related assets, one or more {first
vulnerabilities of a first computer-related asset that 1s
a) 1dentified by an asset topology that 1) 1dentifies an
entity’s computer-related assets including one or
more first computer-related assets each of which 1s a
potential entry point for an attack simulation and one
or more second computer-related assets each of
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which 1s not a potential entry point for an attack
simulation, and 11) how the computer-related assets
are connected together and b) one of the first com-
puter-related assets;

in response to 1dentifying the one or more first vulner-
abilities of the first computer-related asset, determin-
ing, using the one or more first vulnerabilities, that a
first probability that the first computer-related asset
will be compromised by an adversary’s device sat-
isfies a threshold probability;

in response to determining that the first probability that
the first computer-related asset will be compromised
by an adversary’s device satisfies the threshold prob-
ability, determining, using the asset topology, a path
from the first computer-related asset to a second
computer-related asset that 1s one of the second
computer-related assets 1dentified by the asset topol-
0gY;

in response to determining the path from the first
computer-related asset to the second computer-re-
lated asset, determining, using the threat data, one or
more second vulnerabilities of the second computer-
related asset:

in response to determining the one or more second
vulnerabilities of the second computer-related asset,
determining, using the one or more second vulner-
abilities of the second computer-related asset, a
second probability that the second computer-related
asset will be compromised by an adversary’s device;

in response to determining the second probability that
the second computer-related asset will be compro-
mised by an adversary’s device, determining, using
the asset topology and the threat data, a change to the
asset topology to reduce the second probability that
the second computer-related asset will be compro-
mised by an adversary’s device; and

in response to determining the change to the asset
topology to reduce the second probability that the
second computer-related asset will be compromised
by an adversary’s device, implementing the change
to the asset topology.

2. The system of claim 1, wherein determining, using the
asset topology, the path from the first computer-related asset
to a second computer-related asset that 1s one of the second
computer-related assets i1dentified by the asset topology
COmMprises:

determining, for each of two or more of the second

computer-related assets using the asset topology, a path
from the first computer-related asset to the second
computer-related asset.

3. The system of claim 2, the operations comprising;:

recerving new threat data over a predetermined period of

time;

determiming, using the new threat data, paths from the first

computer-related asset to each of the two or more of the
second computer-related assets over the predetermined
period of time; and

determiming trends in the paths from the first computer-

related asset to each of the two or more of the second
computer-related assets over the predetermined period
of time.

4. The system of claim 3, wherein determining the trends
in the paths from the first computer-related asset to each of
the two or more of the second computer-related assets over
the predetermined period of time comprises determining a
recurring path of compromise that has a high probabaility that
one or more assets on the recurring path will be compro-
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mised by an adversary’s device over at least a threshold
value of times during the predetermined period of time.

5. The system of claim 3, the operations comprising:

determining, using the trends in the paths from the first
computer-related asset to each of the two or more of the
second computer-related assets, a probability that a
particular second computer-related asset will be com-
promised by an adversary’s device over the predeter-
mined period of time that 1s greater than probabilities
that the other computer-related assets in the two or
more of the second computer-related assets will be
compromised by an adversary’s device over the pre-
determined period of time; and

determining, using the asset topology and the new threat
data, a change to the asset topology to reduce the
probability that the particular second computer-related
asset will be compromised by an adversary’s device.

6. The system of claim 5, the operations comprising:

providing information about the change to the asset
topology for presentation to a user.

7. The system of claim 5, wherein:

determining, using the asset topology and the new threat
data, the change to the asset topology to reduce the
probability that the particular second computer-related
asset will be compromised by an adversary’s device
comprises determining a software update to apply to
one of the computer-related assets i1dentified by the
asset topology, the operations comprising;

applying the software update to the one of the computer-
related assets 1dentified by the asset topology.

8. The system of claim 1, wherein determining the path

from the first computer-related asset to the second computer-
related asset comprises:

determining, for each computer-related asset on the path
between the first computer-related asset and the second
computer-related asset, one or more vulnerabilities for
the computer-related asset; and
determining, for the one or more vulnerabilities of the
computer-related asset on the path between the first
computer-related asset and the second computer-related
asset, corresponding probabilities that the computer-
related asset will be compromised by an adversary’s
device.
9. The system of claim 8, the operations comprising:
for at least one of the computer-related assets on the path
between the first computer-related asset and the second
computer-related asset:
determining, using the asset topology, all of subsequent
computer-related assets directly connected to the
computer-related asset not including any computer-
related assets used to access the computer-related
asset;
determining, for each of the subsequent computer-
related assets, one or more vulnerabilities of the
subsequent computer-related asset;
determining, for each of the subsequent computer-
related assets using the vulnerabilities of the subse-
quent computer-related asset, a probability that the
subsequent computer-related asset will be compro-
mised by an adversary’s device; and
selecting a particular subsequent computer-related
asset with the probability greater than the probabili-
ties of the other subsequent computer-related assets
as the next computer-related asset 1n the path
between the first computer-related asset and the
second computer-related asset.
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10. The system of claim 1, wherein determining the
second probability that the second computer-related asset
will be compromised by an adversary’s device comprises:

determiming, for each of the one or more second vulner-

d abilities of the second computer-related asset, a par-
ticular probability; and

combining all of the particular probabilities for the one or

more second vulnerabilities of the second computer-

related to determine the probability that the second
computer-related asset will be compromised by an
adversary’s device.

11. The system of claam 1, the operations comprising
analyzing one or more computer networks of the entity to
determine the asset topology.

12. The system of claim 1, the operations comprising
receiving the asset topology that identifies the one or more
first computer-related assets each of which 1s directly con-
nected to a network that 1s not controlled by the entity
>0 without intervening hardware and the one or more second

computer-related assets each of which 1s not directly con-
nected to a network that 1s not controlled by the entity.

13. The system of claim 12, wherein recerving the asset
topology that identifies the entity’s computer-related assets

25 comprises recerving the asset topology and an 1dentifier for
at least one of the first computer-related assets that 1s directly
connected to the Internet.

14. The system of claim 12, wherein receiving the asset
topology that 1dentifies the entity’s computer-related assets

30 comprises recerving the asset topology and an 1dentifier for
at least one of the first computer-related assets that 1s a
wireless router.

15. The system of claim 1, the operations comprising;:

determining, for each of the computer related assets, a

category to which the computer related asset belongs;
determining, for a particular category from the deter-

mined categories, paths from an external facing asset to
cach of the assets in the category; and

determining, using the paths from the external facing

asset to each of the assets 1n the category, a category

probability of compromise for the particular category.

16. The system of claim 15, the operations comprising:

comparing the category probability of compromise for the

particular category with a second category probability
of compromise for a second category;

ranking the particular category and the second category

using the category probability of compromise and the

second category probability of compromise; and
implementing a change to the asset topology for a com-

puter-related asset 1n a higher ranked category from the

particular category and the second category.

17. The system of claim 1, the operations comprising;:

determining a particular computer related asset that 1s a

potential target of an attack by the adversary’s device,
wherein determining the path from the first computer-
related asset to the second computer-related asset that
1s one of the second computer-related assets comprises
determining a path from the first computer related asset
to the particular computer related asset.

18. The system of claim 1, the operations comprising;:

determining a type of computer-related assets that are a

potential target of an attack by the adversary’s device,

wherein determining the path from the first computer-
related asset to the second computer-related asset that
1s one of the second computer-related assets comprises
determining a path from the first computer related asset
to the second computer-related asset that includes at
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least one computer related asset of the type of computer
related assets that are a potential target of the attack.

19. The system of claim 18, wherein determining the type
ol computer-related assets that are the potential target of an
attack by the adversary’s device comprises determining the
type of computer-related assets that are the potential target
of an attack by the adversary’s device using the threat data.

20. The system of claim 1, the operations comprising;:

determining a type of computer-related assets that are a

potential target of an attack by the adversary’s device,
wherein determiming the path from the first computer-
related asset to the second computer-related asset that
1s one of the second computer-related assets comprises
determining a path from the first computer related asset
to the second computer-related asset that includes only
computer-related asset of the type of computer-related
assets that are a potential target of the attack, both the
first computer-related asset and the second computer-
related asset being of the type of computer-related
assets that are a potential target of the attack.

21. The system of claim 1, the operations comprising
receiving, for each computer-related asset 1n a plurality of
computer-related assets, threat data that indicates an 1denti-
fied computer vulnerability for the computer-related asset,
wherein the plurality of computer-related assets includes the
first computer-related asset that 1s a potential entry point for
an attack simulation.

22. A computer-implemented method comprising:

identifying, using threat data that identifies vulnerabilities

of computer-related assets, one or more {irst vulner-
abilities of a first computer-related asset that 1s a)
identified by an asset topology that 1) i1denftifies an
entity”’s computer-related assets including one or more
first computer-related assets each of which 1s a poten-
tial entry point for an attack simulation and one or more
second computer-related assets each of which 1s not a
potential entry point for an attack simulation, and 11)
how the computer-related assets are connected together
and b) one of the first computer-related assets;

in response to identifying the one or more first vulner-

abilities of the first computer-related asset, determin-
ing, using the one or more first vulnerabilities, that a
first probability that the first computer-related asset will
be compromised by an adversary’s device satisfies a
threshold probability;

in response to determining that the first probability that

the first computer-related asset will be compromised by
an adversary’s device satisfies the threshold probabil-
ity, determining, using the asset topology, a path from
the first computer-related asset to a second computer-
related asset that 1s one of the second computer-related
assets 1dentified by the asset topology;

in response to determining the path from the first com-

puter-related asset to the second computer-related
asset, determining, using the threat data, one or more
second vulnerabilities of the second computer-related
asset;

in response to determining the one or more second

vulnerabilities of the second computer-related asset,
determining, using the one or more second vulnerabili-
ties of the second computer-related asset, a second
probability that the second computer-related asset waill
be compromised by an adversary’s device;

in response to determining the second probability that the

second computer-related asset will be compromised by
an adversary’s device, determining, using the asset
topology and the threat data, a change to the asset
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topology to reduce the second probability that the
second computer-related asset will be compromised by
an adversary’s device; and

in response to determining the change to the asset topol-

ogy to reduce the second probability that the second
computer-related asset will be compromised by an
adversary’s device, implementing the change to the
asset topology.

23. A non-transitory computer readable storage medium
storing instructions executable by a data processing appa-
ratus and upon such execution cause the data processing
apparatus to perform operations comprising:

identitying, using threat data that identifies vulnerabilities

of computer-related assets, one or more first vulner-
abilities of a first computer-related asset that 1s a)
identified by an asset topology that 1) identifies an
entity’s computer-related assets including one or more
first computer-related assets each of which 1s a poten-
tial entry point for an attack simulation and one or more
second computer-related assets each of which 1s not a
potential entry point for an attack simulation, and 11)
how the computer-related assets are connected together
and b) one of the first computer-related assets;

in response to identifying the one or more first vulner-

abilities of the first computer-related asset, determin-
ing, using the one or more first vulnerabilities, that a
first probability that the first computer-related asset will
be compromised by an adversary’s device satisfies a
threshold probability;

in response to determining that the first probability that

the first computer-related asset will be compromised by
an adversary’s device satisfies the threshold probabil-
ity, determining, using the asset topology, a path from
the first computer-related asset to a second computer-
related asset that 1s one of the second computer-related
assets 1dentified by the asset topology;

in response to determining the path from the first com-

puter-related asset to the second computer-related
asset, determining, using the threat data, one or more
second vulnerabilities of the second computer-related
asset;

in response to determining the one or more second

vulnerabilities of the second computer-related asset,
determining, using the one or more second vulnerabili-
ties of the second computer-related asset, a second
probability that the second computer-related asset will
be compromised by an adversary’s device;

in response to determining the second probability that the

second computer-related asset will be compromised by
an adversary’s device, determining, using the asset
topology and the threat data, a change to the asset
topology to reduce the second probability that the
second computer-related asset will be compromised by
an adversary’s device; and

in response to determining the change to the asset topol-

ogy to reduce the second probability that the second
computer-related asset will be compromised by an
adversary’s device, implementing the change to the
asset topology.

24. The method of claim 22, wherein determining, using,

the asset topology, the path from the first computer-related
asset to a second computer-related asset that 1s one of the
second computer-related assets 1dentified by the asset topol-
0gy COMpPrises:
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determining, for each of two or more of the second
computer-related assets using the asset topology, a path
from the first computer-related asset to the second
computer-related asset.

25. The method of claim 24, comprising:

receiving new threat data over a predetermined period of
time;

determining, using the new threat data, paths from the first
computer-related asset to each of the two or more of the
second computer-related assets over the predetermined
period of time; and

determining trends in the paths from the first computer-
related asset to each of the two or more of the second
computer-related assets over the predetermined period
ol time.

26. The method of claim 25, wherein determining the

trends 1n the paths from the first computer-related asset to
cach of the two or more of the second computer-related
assets over the predetermined period of time comprises
determining a recurring path of compromise that has a high
probability that one or more assets on the recurring path wall
be compromised by an adversary’s device over at least a
threshold value of times during the predetermined period of
time.

27. The method of claim 25, comprising:

determining, using the trends in the paths from the first
computer-related asset to each of the two or more of the
second computer-related assets, a probability that a
particular second computer-related asset will be com-
promised by an adversary’s device over the predeter-
mined period of time that 1s greater than probabilities
that the other computer-related assets in the two or
more of the second computer-related assets will be
compromised by an adversary’s device over the pre-
determined period of time; and

determining, using the asset topology and the new threat
data, a change to the asset topology to reduce the
probability that the particular second computer-related
asset will be compromised by an adversary’s device.

28. The method of claim 22, comprising:

determining, for each of the computer related assets, a
category to which the computer related asset belongs;

determining, for a particular category from the deter-
mined categories, paths from an external facing asset to
cach of the assets in the category; and

determining, using the paths from the external facing
asset to each of the assets in the category, a category
probability of compromise for the particular category.
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29. The method of claim 28, comprising;:

comparing the category probability of compromise for the
particular category with a second category probability
of compromise for a second category;

ranking the particular category and the second category
using the category probability of compromise and the
second category probability of compromise; and

implementing a change to the asset topology for a com-
puter-related asset 1n a higher ranked category from the
particular category and the second category.

30. The method of claim 22, comprising:

determining a particular computer related asset that 1s a
potential target of an attack by the adversary’s device,
wherein determining the path from the first computer-
related asset to the second computer-related asset that
1s one of the second computer-related assets comprises
determining a path from the first computer related asset
to the particular computer related asset.

31. The method of claim 22, comprising:

determining a type of computer-related assets that are a
potential target of an attack by the adversary’s device,
wherein determining the path from the first computer-
related asset to the second computer-related asset that
1s one of the second computer-related assets comprises
determining a path from the first computer related asset
to the second computer-related asset that includes at
least one computer related asset of the type of computer
related assets that are a potential target of the attack.

32. The method of claim 31, wherein determining the type

ol computer-related assets that are the potential target of an
attack by the adversary’s device comprises determining the
type of computer-related assets that are the potential target
of an attack by the adversary’s device using the threat data.

33. The method of claim 22, comprising:

determining a type of computer-related assets that are a
potential target of an attack by the adversary’s device,
wherein determining the path from the first computer-
related asset to the second computer-related asset that
1s one of the second computer-related assets comprises
determining a path from the first computer related asset
to the second computer-related asset that includes only
computer-related asset of the type of computer-related
assets that are a potential target of the attack, both the
first computer-related asset and the second computer-
related asset being of the type of computer-related
assets that are a potential target of the attack.

G ex x = e



	Front Page
	Drawings
	Specification
	Claims

