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SYSTEM AND METHOD FOR
CONTROLLING AN EQUIPMENT RELATED
10 IMAGE CAPTURE

FIELD

The present invention relates to the field of motion
tracking 1n camera-use environments. More particularly, the
present invention relates to a system and method for con-
trolling a setting of a camera or related equipment.

BACKGROUND

In camera environments (e.g. film, television, live enter-
tainment, sports), a large variety of equipment exists to
operate the functionalities of cameras, lighting, and sound.
The control and interrelations of these functions determines
the qualities of the final 1imagery and sound perceived by
audiences. One such function 1s camera focus. “Pulling
focus™ or “rack focusing” refers to the act of changing the
lens’s focus distance setting in correspondence to a moving
subject’s physical distance from the focal plane. For
example, 11 an actor moves from 8 meters away from the
tocal plane to 3 meters away from the focal plane within a
shot, the focus puller will change the distance setting on the
lens during the take in precise correspondence to the chang-
ing position of the actor. Additionally, the focus puller may
shift focus from one subject to another within the frame, as
dictated by the specific aesthetic requirements of the com-
position.

This process of adjusting the focus 1s performed manually
by the “First Assistant Camera” (first AC) or “Focus Puller”.

Depending on the parameters of a given shot, there 1s
often very little room for error. As such, the role of a focus
puller 1s extremely important within the realm of a film
production; a “soit” image will, 1n most circumstances, be
considered unusable, since there 1s no way to fix such an
error 1n post-production. One must also consider that an
actor may not be able to duplicate his or her best perfor-
mance 1 a subsequent take, so the focus puller 1s expected
to perform flawlessly on every take. Because of these
factors, some production personnel consider the focus puller
to have the most diflicult job on set.

Though Focus Pullers can be very skilled, the current
process still slows down production due to the complexity
and dithiculty of the task.

Current film production begins with a blocking rehearsal,
in which the various actors’ positions are established. Dur-
ing the rehearsal, a camera assistant lays tape marks on the
floor at all points where an actor pauses in movement. The
actors then leave set to go through hair and makeup, and
stand-ins come 1n to take their places at these various
positions for the purposes of lighting, framing, and focus-
mark setting.

Once a camera position 1s established by the director of
photography and camera operator, the first AC begins to
measure the various distances between the actors’ marks and
the focal plane of the camera. These distances are recorded
in a series of grease pencil/pen marks on the focus barrel of
the lens, and/or the marking disc on the follow focus device.
Using the stand-ins the marks are checked through the
viewlinder and/or the onboard monitor for accuracy. If
marks are repositioned 1n order to provide specific framing,
desired, the first AC must re-measure/re-set his marks
accordingly. Additionally, the first AC may lay down spe-
cific distance marks on the tfloor which will be referenced
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2

during the take as actors move between their marks, 1n order
to assist 1n accurately adjusting the focus to the correct
intermediate distances.

When the actors return to set, there 1s usually a rehearsal
for camera 1in which the focus puller and operator will
practice the shot and make sure everything has been set up
properly. During a take, the focus puller modifies the focus
based on the dialog, movement of the actors or subject,
movement of the camera and compensates on the fly for
actors missing their marks or any unforeseen movement. In
cases where an obstruction prevents the focus puller from
seeing all his marks, he may request the second AC to call
the marks for him over a 2-way radio during the shot. In
some situations, such as on long lenses, wide apertures, very
close distances, or any combination of the three, a subject
moving even a few millimeters may require immediate and
very precise focus correction.

After a take, 1f the focus puller feels he’s made a mis-
take—be 1t a timing error, a missed mark, or any other 1ssue
which may have rendered some part of the take “soft”, he or
she will typically report this to the operator (who most likely
noticed the error 1n the viewlinder) or director of photogra-
phy, and may ask for another take 1f another wasn’t already
planned.

In addition to keen eyesight, retlexes, and intuition, the
focus puller’s primary tools are a cloth or fiberglass tape
measure, steel tape measure, laser rangefinder, and 1n some
cases an on-camera ultrasonic rangefinder which provides a
real-time distance readout mounted on the side of the
mattebox or camera body. In setups where the focus puller
cannot touch the camera, such as on steadicam or crane
shots, he or she will use a remote follow focus system,
though some focus pullers prefer using a remote system at
all times. In any of the above mentioned cases the focus
puller 1s still required to adjust the focus manually during the
course of the shot.

The current approach i1s time consuming, diflicult, and
highly prone to error. It has long been a technical hurdle in
cinematic moving image production and 1t imposes signifi-
cant creative constraints on the director as well as increasing
the cost of production due to unusable shots, slow setup
times and the need for highly skilled and highly paid focus
pullers.

Known to the Applicant are semi-automatic focusing
systems that depend on lasers, sonar, and facial/object
recognition tracking.

These methods are essentially varnances of the same
approach in that they each sense the “two dimensional
plane” of the image and capture depth or distance informa-
tion for any given area or pixel on that plane. For the most
advanced systems, the operator of the system can then
choose a point on the two dimensional 1mage, at which time
the distance data for that point will then be input to a motor
which controls focus adjustment 1n real-time.

These known methods present some limitations. More
particularly, these systems are all “line of sight”. They
cannot focus on an object that 1s not currently visible 1n the
“two dimensional 1image plane”. The laser system requires
an additional operator to target a laser on the desired subject.
The facial recognition system will lose track of an object 1f
it turns rapidly, goes ofl frame or disappears behind another
subject or object.

Perhaps most importantly, none of these systems 1s truly
capable of the extreme accuracy required for the most
challenging focus tasks, 1.e. a long focal length with a wide
aperture when the subject 1s moving rapidly and the focus
point on the subject 1s very specific, for example the eye,
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because for both the LIDaR (Light Detection and Ranging)
and laser systems a human operator must keep track of the

eye 1n real-time either by moving a cursor on a screen or by
aiming an actual laser. It should also be noted that shining
a laser 1nto a person’s eye may be undesirable. While the
tacial recognition system could in theory track and eye, there
1s a need to provide an increased level of precision and
accuracy.

Known to the Applicant are U.S. Pat. No. 5,930,740
(MATHISEN), U.S. Pat. No. 8,448,056 (PULSIPHER), and
U.S. Pat. No. 8,562,433 (LARSEN); United States Patent
Applications having publication Nos. 2008/0312866 (SHI-
MOMURA), 2010/0194879 (PASVEER), 2013/0188067
(KOIVUKANGAS), 2013/0222565 (GUERIN), 2013/
0229528 (TAYLOR), and 2013/0324254 (HUANG), and
Japanese Patent Application having publication No. JP 2008/
011212 (KONDOQO).

Hence, 1n light of the aforementioned, there 1s a need for
an 1mproved system which, by virtue of 1ts design and
components, would be able to overcome some of the above-
discussed prior art concerns.

SUMMARY

The object of the present mnvention 1s to provide a system
which, by virtue of its design and components, satisfies
some of the above-mentioned needs and 1s thus an improve-
ment over other related systems and/or methods known 1n
the prior art.

An object of the present invention 1s to provide a system
and method for controlling a setting of an equipment related
to 1mage capture. Such equipment may include a camera,
and the setting may be for example a focus setting, a zoom
setting, an aperture setting, an inter ocular lens angle setting,
and/or control pan setting, a tilt setting, a roll setting of the
camera, and/or positional setting of the camera, and/or a
lighting equipment setting, and/or a sound equipment set-
ting, and/or the like.

In accordance with an aspect of the present, there 1s
provided a method for controlling a setting of an equipment
related to 1mage capture, comprising:

a) capturing position data and orientation data at a sensing,

device;

b) determining, by means ol a processor, position infor-
mation of a region of interest to be treated by the
equipment, from the position data and orientation data
having been captured; and

) outputting, via an output port of the processor, a control
signal directed to the equipment, 1n order to control 1n
real-time the setting of the equipment based on said
position information of the region of interest.

The “equipment” may comprise an 1mage capture equip-
ment, such as a camera to capture an 1image of the subject
(either a photo or video 1mage) and/or 1t may comprise
equipment which cooperates with an 1mage capture equip-
ment, such as lighting equipment, sound capture equipment,
and/or the like.

In accordance with another aspect of the present, there 1s
provided a system for controlling a setting of an equipment
related to 1mage capture, comprising:

a sensing device configured to capture position data and

orientation data;

a processor being i communication with the sensing
device, the processor being configured to determine
position mnformation of a region of interest to be treated
by the equipment, from the position data and orienta-
tion data; and
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4

an output port integrated in the processor, configured to
output a control signal directed to the equipment, 1n
order to control 1n real-time the setting of the equip-
ment based on said position information of the region
of interest.

In accordance with another aspect of the present, there 1s
provided a non-transitional computer-readable storage hav-
ing stored thereon data and instructions for execution by a
computer, said data and instructions comprising:

code means for receiving position data and orientation
data of a sensing device;

code means for determining position information of a
region of interest to be treated by the equipment, from
the position and orientation data; and

code means for outputting a control signal directed to the
equipment, 1n order to control in real-time the setting of
the equipment based on said position information of the
region ol interest.

In accordance with another aspect of the present, there 1s
provided a method for controlling a setting of an equipment
related to 1mage capture, comprising:

a) storing 1 a memory, one or more identifier, each
identifier being associated to a predefined region of
interest to be treated by the equipment and storing
corresponding position information;

b) receiving, at a processor, a selection of said one or more
identifier; and

) outputting, via an output port of the processor, a control
signal directed to the equipment, 1n order to control 1n
real-time the setting of the equipment based on the
position information of the selected one of said one or
more predefined region of interest.

In accordance with another aspect of the present, there 1s
provided a system for controlling a setting of an equipment
related to 1mage capture, comprising:

a memory configured to store one or more 1dentifier of a
predefined region of interest to be treated by the
equipment and corresponding position iformation;

a processor being in communication with the memory and
configured to receive a selection of said one or more
identifier; and

an output port being integrated with the processor, being
configured to output a control signal directed to the
equipment, 1n order to control in real-time the setting of
the equipment based on the position information of the
selected one of said one or more predefined region of
interest.

According to embodiments, the components of the above
system are provided in a central device (for example a
computer), the system further comprising one or more user
device (for example a computer, which may be a tablet
computer with a touch screen) for recerving user commands,
the user device being 1n communication with the central
device. More particularly, the user device may be configured
to present the one or more predefined region of interest to a
user via a graphical user interface, as well as to receive from
the user a selection of said one or more region of interest,
and to transmit references to said one or more region of
interest to the central device.

In accordance with another aspect of the present, there 1s
provided a non-transitional computer-readable storage hav-
ing stored thereon one or more 1dentifier of a predefined
region ol interest to be treated by the equipment and
corresponding position information, the computer-readable
storage further comprising data and instructions for execu-
tion by a processor, said data and instructions comprising:
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code means for receiving a selection of said one or more
identifier; and

code means for outputting a control signal directed to the
equipment, 1n order to control in real-time the setting of

6

¢) a controller adapted to communicate with the proces-
sor, 1n order to control, 1n response to the control signal,
the setting of the equipment.

In particular embodiments, the setting may include: a

the equipment based on the position information of the 5 focus setting, a zoom setting, an aperture setting, an inter

selected one of said one or more predefined region of
interest.

In accordance with another aspect of the present, there 1s
provided a method for controlling a setting of an equipment
related to 1mage capture, comprising:

a) capturing, by means of a visibility independent sensing,

device, position data at the sensing device;

b) determining, by means of a processor, position infor-
mation ol a region of interest to be treated by the
equipment, from the position data; and

¢) outputting, by means of an output port of the processor,
a control signal directed to the equipment, 1n order to
control in real-time the setting of the equipment based
on said position imformation of the region of interest.

In accordance with another aspect of the present, there 1s
provided a system for controlling a setting of an equipment
related to 1mage capture, comprising:

a visibility independent sensing device configured to

capture position data;

a processor being i communication with the sensing
device, the processor being configured to determine
position information of a region of interest to be treated
by the equipment, based on the position and orientation
data; and

an output port integrated with the processor being con-
figured to output a control signal directed to the equip-
ment, 1 order to control 1n real-time the setting of the
equipment based on said position mmformation of the
region ol interest.

According to embodiments, the system further comprises

a controller being 1n communication with the output port and
being configured to control the setting of the equipment with
said control signal.

According to embodiments, the setting may comprise: a
focus setting of a camera, a zoom setting of the camera, an
aperture setting of the camera, an inter ocular lens angle
setting of the camera, a pan setting of the camera, a tilt
setting of the camera, a roll setting of the camera, a posi-
tional setting of the camera, a lighting equipment control
setting, and/or a sound equipment setting

In accordance with another aspect of the present, there 1s
provided a non-transitional computer-readable storage hav-
ing stored thereon data and instructions for execution by a
computer having an input port for receiving position data
from a visibility mndependent sensing device, said data and
instructions comprising:

code means for determining position information of a
region of interest to be treated by the equipment, based
on the position data and orientation data; and

code means for outputting a control signal directed to the
equipment, 1n order to control in real-time the setting of
the equipment based on said position information of the
region of interest.

According to yet another aspect of the present, there 1s
provided a system for controlling a setting of an equipment
related to 1mage capture, comprising:

a) a sensor to be mounted on a subject to be captured by
the camera, adapted for capturing three-dimensional
positional data;

b) a processor adapted to communicate with the sensor for
receiving the positional data and for generating a
control signal based on the positional data; and
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ocular lens angle setting, and/or control pan setting, a tilt
setting, a roll setting of the camera, positional setting of the
camera, a lighting equipment setting, a sound equipment
setting, and/or any combination thereof.

In particular embodiments, the orientation data 1s cap-
tured by the sensor device 1n all three degrees of freedom,
for example i Euler angles of azimuth, elevation and roll
(ALE,R). In such embodiments, the processor 1s adapted to
calculate a position of a point of focus, or “node” 1n relation
to the positional and orientation data representing the loca-
tion of the sensor device. The processor 1s thus adapted to
generate a control signal based on the position of the node.

By “point of focus™ or “node” 1t 1s meant a particular point
or region of interest on the subject based on which the
setting (for example, focus, zoom, aperture, lighting, sound,
etc.) of the equipment 1s to be controlled. This “node” is
sometimes referred to as the “tip offset” 1n motion tracking
systems that provide both position and orientation for
example, 1n some situations where the node does not have
the identical coordinate of the sensor but 1s at a fixed
distance from the sensor. For example, the node may cor-
respond to an eye of a person, while the positional and
orientation data corresponds to the back of the person’s head
where the sensor 1s located. Thus, the focus, zoom, aperture,
inter ocular angle, control pan, tilt, roll of the camera,
position of the camera, lighting equipment, and/or sound
equipment may be set depending on the particular position-
ing of the person’s eye, through a calculation from the
position and orientation of the sensor.

In particular embodiments, the system further comprises
a sensor to be mounted on the camera, namely 1n case the
camera moves 1n relation to the subject to be captured.

According to yet another aspect of the present, there 1s
provided a method for controlling a setting of an equipment
related to 1mage capture, comprising:

capturing three-dimensional positional data related to a
subject to be captured by a camera;

generating a control signal based on the positional data;
and

controlling, 1n response to the control signal, the setting of
the equipment.

According to yet another aspect of the present, there 1s
provided a non-transitional processor-readable storage
medium for controlling a setting of an equipment related to
image capture, the storage medium comprising data and
instructions for execution by a processor to:

recerve three-dimensional positional data related to a
subject to be captured by a camera;

generate a control signal based on the positional data; and

transmit the control signal to a controller for controlling
the setting of the equipment.

According to yet another aspect of the present, there 1s
provided a system for controlling a setting of an equipment
related to 1mage capture, comprising:

a sensor and transmitter to be mounted on a subject to be
captured by a camera, adapted for capturing positional
and/or orientation data:

a processor adapted to communicate with the sensor’s
transmitter for receiving the positional data and for
sending a control signal based on said positional and/or
orientation data; and
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a controller adapted to communicate with the processor,
in order to receive the control signal and to control, 1n
response to the control signal, the setting of the equip-
ment.

In accordance with still another aspect, there 1s provided

a method associated to the above-mentioned system.

In accordance with still another aspect, there 1s provided
a non-transitional processor-readable storage medium com-
prising data and instructions to carry out the method asso-
ciated to the above-mentioned system.

Embodiments of the present invention are advantageous
in that a use of motion tracking data with very specific
properties to create multiple predefined positional and direc-
tional ‘nodes’ 1n three-dimensional space, an increased level
of equipment control and automation 1s achievable 1n a wide
variety of moving and still photographic environments.

Embodiments of the present invention are advantageous
in that they allow, with or without user interaction, real-time
tracking and/or choosing from multiple pre-defined station-
ary or moving points 1n a three-dimensional space (nodes)
and without any additional manual intervention, the choos-
ing of any of these nodes at any time using a soltware
interface or mechanical dial or other mechanical input
device. In an exemplification of focus control, upon a user
selecting a desired node, the system automatically adjusts
focus to that node and maintains focus on that node even 1f
the node and the camera are moving. It will also enable focus
on a node that 1s not 1n the current field of view, allowing
objects to be 1n focus the instant they enter the composition
or appear from behind other objects (doorways, walls,
vehicles, etc.).

The objects, advantages and features of the present inven-
tion will become more apparent upon reading of the follow-
ing non-restrictive description of preferred embodiments
thereot, given for the purpose of exemplification only, with
reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a block diagram of a system for controlling
camera settings, according to an embodiment of the present.

FIG. 1B 1s a flow chart representing steps ol a method
executed by the system shown in FIG. 1A, 1n accordance
with an embodiment.

FIG. 1C 1s a sequence diagram representing a method
executed by the system shown in FIG. 1A, 1 accordance
with an embodiment.

FIGS. 2A and 2B show a block diagram of a system for
simultaneously controlling multiple camera settings and
camera controls, according to another embodiment of the
present mvention.

FIG. 3 1s a schematic diagram showing a single or double
boom pole source mount to be used with the system shown
in FIG. 1A, according to an embodiment.

FIG. 4 a schematic diagram showing a camera arm source
mount to be used with the system shown in FIG. 1A,
according to an embodiment.

FIG. 5 1s a schematic diagram showing a camera sensor
mount to be used with the system of FIG. 1A, according to
an embodiment, the camera sensor mount comprising a rod
and source cases mounted at each extremity of the rod.

FIG. 5A 1s a perspective view of the source case of the
camera sensor mount shown in FIG. 5.

FIG. 3B 1s a side plan view of a portion of the rod shown
in FIG. 5, showing one of the extremities of the rod with a
mounting shaft extending therefrom.
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FIG. 5C 1s a profile view of a mounting hole of the source
case shown 1n FIG. 5A, configured to receive the extremity
of the rod shown 1n FIG. 5B.

FIG. 6 1s a schematic diagram showing a modular source
mounting system to be used with the system of FIG. 1A,
according to an embodiment.

FIG. 7 shows a home screen displayed on a graphical user

interface (GUI) of a user device 1n the system shown 1n FIG.
1A.

FIG. 8 shows a node creation/modification window of the
GUI shown i FIG. 7.

FIG. 9 shows a portion of the home screen shown 1n FIG.
7, namely a node array defining various nodes.

FIG. 10 shows a particular node button of the node array
o shown in FIG. 9.

FIG. 11 shows a selected node button of the node array
shown 1 FIG. 9.

FIG. 12 shows a portion of the home screen shown 1n FIG.
7, namely showing a sequencer component.

FIG. 13 shows another portion of the home screen shown
in FIG. 7, namely showing a corner dial control interface.

FIG. 14 shows yet another portion of the home screen
shown 1n FIG. 7, namely showing another corner dial
control interface.

FIG. 15 shows a display screen, according to an embodi-
ment, to be displayed on the user device of the system shown
in FIG. 1A, for defining a camera to be controlled.

FIG. 16 shows another display screen, according to an
embodiment, to be displayed on the user device of the
system shown in FIG. 1A, for calibrating lenses of a camera
to be controlled.

FIG. 17 shows another display screen, according to an
embodiment, to be displayed on the user device of the
system shown 1n FIG. 1A, for selecting a configuration of
the sensor device.

FIG. 18 shows another display screen, according to an
embodiment, to be displayed on the user device of the
system shown in FIG. 1A, for recording in memory the
configuration of the node array and of the sequencer.

FIG. 19 shows a portion of a display screen, according to
an embodiment, to be displayed on the user device of the
system shown 1n FIG. 1A, including a corner controller for
adjusting an amount of latency/lag compensation to be
applied to the node data.

FIG. 20 shows an alternate control display screen, accord-
ing to an embodiment, to be displayed on the user device of
the system shown in FIG. 1A, comprising an interactive
graphical representation related to a linear sequencer func-
tion.

FIG. 21 shows an alternate control display screen, accord-
ing to an embodiment, to be displayed on the user device of
the system shown in FIG. 1A, comprising an interactive
graphical representation related to a custom sequencer func-
tion.

FIG. 22 shows an alternate control display screen, accord-
ing to an embodiment, to be displayed on the user device of
the system shown in FIG. 1A, comprising an interactive
graphical representation related to a free sequencing func-
tion.

FIG. 23 shows another control display screen, according
to an embodiment, to be displayed on the user device of the
system shown in FIG. 1A, comprising an interactive graphi-
cal representation related to a free sequencing function.

FIG. 24 shows a portion of a home screen, according to
an embodiment, to be displayed on a graphical user interface
(GUI) of a user device in the system shown in FIG. 1A,
namely a 4-node Geometry controller feature.
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FIG. 25 shows a portion of a home screen, according to
an embodiment, to be displayed on a graphical user interface

(GUI) of a user device in the system shown in FIG. 1A,
namely a 3-node Geometry controller feature.

DETAILED DESCRIPTION OF EMBODIMENTS

In the following description, the same numerical refer-
ences refer to similar elements. The embodiments men-
tioned and/or geometrical configurations and dimensions
shown 1n the figures or described 1n the present description
are embodiments of the present invention only, given for
exemplification purposes only.

Broadly described, the system and method for controlling
a setting ol a camera, according to a particular embodiment,
uses a motion capture or global (or local) positioning system
to generate a three-dimensional positional and orientation
data. This data 1s processed by soiftware that computes 1n
real-time the position and orientation 1n three-dimensional
space along with other dimensional calculations including
the relative distance data between the desired subject and the
camera. This data 1s then used to control equipment such as
servo motors for mampulating camera related equipment
such as lens focus, lens aperture, and camera remote heads,
all 1n real-time.

More particularly, the present concerns, according to a
particular embodiment, controlling focus and composition,
and 1nvolves creating pre-defined points in a three-dimen-
sional space, hereafter referred to as “nodes”. A node may
either be a fixed node in a room, 1.e. a vase of flowers. Or
it may be a moving node, 1.e. a person or amimal. Fixed
nodes do not require a sensor if the camera 1s not moving,
or 1f the camera has a sensor. Moving nodes require a sensor
as do moving cameras. Since the motion tracking system
essentially creates the possibility of drawing an infinite
number of defined poimnts in a given three-dimensional
space, interfacing with this data allows for vastly more
complex and liberating creative and practical possibilities.
One important feature of “nodes” as defined and used 1n this
system 1s that they have both positional and orientation data:
this allows for mtelligent operations to be performed, such
as pulling focus automatically between left and right eye—
see “Auto Profiling” later in this document.

Thus when referring to FI1G. 1, there 1s provided a system
10 for controlling a setting of an equipment 112 related to
image capture, such as a camera 12. The system 10 com-
prises one or more sensing device 114, such as sensors 14,
configured to capture position data and orientation data at
the sensing device. The system 10 further comprises a
processor 16 embedded 1n a data processing device 28 (also
referred to herein as “data processing unit”). The processor
16 1s 1n communication with the sensing devices 114, and
configured to determine position information of a region of
interest to be treated by the equipment 112, based on the
position and orientation data. The processor 16 further
comprises an output port 43 configured to output a control
signal directed to the equipment 112, 1n order to control 1n
real-time the setting of the equipment 112 based on said
position mformation of the region of interest.

The system 10 further comprises a controller 118 being in
communication with the output port 43 and being configured
to control the setting of the equipment 112 with the control
signal. The system 10 further comprises a memory 132, such
as RAM 32, for storing the position data and orientation
data. The system 10 further comprises the equipment 112. In
accordance with this embodiment, the sensing devices 114
are visibility independent (1.e. non line-of-sight sensors),
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and comprise a transmitter 22. The system 10 further com-
prises a recerver 26 which 1s in communication between the
transmitter 22 and the processor 16. The system 10 further
comprises a user device 40 comprising a user interface 42
and which 1s 1n communication with the data processing
device 28 over a wireless communication network 39.

More particularly, FIG. 1 shows a system 10 for control-
ling a setting of a camera 12. The system 10 comprises
sensors 14, each for mounting on a subject to be capture by
the camera 12, and each being adapted for capturing three-
dimensional positional data based on the location of each
sensor 14. The system 10 turther comprises a processor 16
adapted to communicate with the sensor 14 for receiving the
positional data and for sending a control signal based on the
positional data. The system 10 further comprises a controller
18 adapted to communicate with the processor 16, 1n order
to control, 1n response to the control signal, the setting of the
camera 12.

As also shown in FIG. 1, the sensors 14, are each
hardwired 20 to a hub/transmitter 22. The hub/transmitter 22
communicates via wireless radio frequency (RF link) com-
munication means 24 to a Umniversal Serial Bus (USB)
receirver 26, which 1n turn 1s connected via a USB connec-
tion 27 to a data processing device 28, having the processor
16 embedded therein.

The data processing device 28 further comprises a power
supply 30 and a DDR3 random access memory (RAM) 32,
and embeds a Flash non-volatile computer storage 34. The
data processing device 28 further comprises a WikF1 com-
munication module 36 and a Zighee™ wireless communi-
cation module 38 for communicating over a wireless data
network 39 with a user device 40, which 1n this example 1s
an 1Pad™, and includes a user interface 42. It 1s to be
understood that the 1Pad™ may be replaced or combined
with any other suitable computer device such as for example
and Android™ tablet computer.

The controller 18 1s connected to the data processing
device 28 over a hardwire 44. The controller 18 1s attached
in an area of the camera 12, and comprises a Cypress
PSOC™ 5 LP micro-controller unit (MCU) 46, as well as a
power supply 48. H-bridges 50, 52, 54 connect the controller
18 to respective servo motors 56, 58, 60 which automatically
operate particular settings of the camera 12, namely focus,
iris and zoom respectively.

It 1s to be understood, that according to alternative
embodiments, the above-mentioned components may be
interconnected 1 any suitable manner via any suitable
communication means.

Indeed and for example, 1n the embodiment shown 1n
FIGS. 2A and 2B, a plurality of cameras 12 are controlled by
the system 10'. Each camera 12 i1s connected to a “slave”
data processing device 285, which 1s operable via corre-
sponding user interfaces of user devices 40. The *“slave” data
processing devices 285 are 1n communication with a “mas-
ter” data processing device 28a.

The remaining components of FIGS. 2A and 2B refer to
similar components shown 1n FIG. 1.

In the embodiments shown in FIGS. 1 and 2, the sensor
system 1s provided by a magnetic motion tracking system.
More particularly, the sensor 14 1s provided by an induction
coil and the system 10, 10' further includes an alternating
current (AC) magnetic source generator (see FIG. 3). The
hub 22 powers the sensor 14, mterprets the data and trans-
mits the positional data over radio frequency 24. Preferably,
the magnetic source 1s mounted together with onboard
power, on a custom extendable pole mount.
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Optionally, a radio frequency repeater may be provided to
extend the range of data transmission coming from the
motion capture system. The USB RF receiver needs to get
data from the sensor and transmit 1t to the camera. If the
distance between camera and sensor 1s very large (for
example when using a 2000 mm or 200 mm lens for car
commercials etc.) then 1t may be necessary to boost the
range. Also optionally, a USB repeater may be provided in
order to extend the range of data transmission coming from
motion capture system.

The user interface 42 of each user device 40, 1.e. 1IPad™,
includes a touch screen, and the user device 40 1s adapted to
execute interface software which communicates with the
central controller(s) 28, 28a, 285.

Optionally, mechanical mput devices (e.g. focus control
dial or slider) may be provided to act as an analog/digital
interface to add additional control features to the software.
For example, as 1llustrated in FIGS. 2A and 2B, one of the
user devices 40 has a user interface 42 including a focus
pulling knob 62.

The central data processing device 28, operates with a
Linux™ operation system, and performs much of the pro-
cessing to control the servo motor(s) 56, 58, 60.

As previously mentioned, the servo motors 56, 58, 60,
mechanically adjust camera settings, such as, for example,
focus, zoom, aperture and/or control pan, tilt, roll, and/or the
like.

It 1s to be understood that depending on particular
embodiments, the setting may include any one of the fol-
lowing or a combination thereof: a focus setting of a camera,
a zoom setting of the camera, an aperture setting of the
camera, an inter ocular lens angle setting of the camera, a
pan setting of the camera, a tilt setting of the camera, a roll
setting of the camera, a positional setting of the camera, a
lighting equipment control setting, a sound equipment set-
ting, and the like.

In the context of the present description, the term “pro-
cessor’ refers to an electronic circuitry configured to execute
computer instructions, such as a central processing unit
(CPU), a microprocessor, a controller, and/or the like. A
plurality of such processors may be provided, according to
embodiments of the present invention, as can be understood
by a person skilled in the art. The processor may be provided
within one or more general purpose computer, for example,
and/or any other suitable computing device.

Still 1n the context of the present description, the term
“storage” refers to any computer data storage device or
assembly of such devices including, for example: a tempo-
rary storage unit such as a random-access memory (RAM)
or dynamic RAM; a permanent storage such as a hard disk;
an optical storage device, such as a CD or DVD (rewrnitable
or write once/read only); a flash memory; and/or the like. A
plurality of such storage devices may be provided, as can be
understood by a person skilled in the art.

Moreover, “computer-readable storage” refers to any suit-
able non-transitory processor-readable storage medium or
computer product.

Other components which may be used with the above-
described system 10, 10' include:

a custom modular system of non-metallic pole mounts for
source placement, namely a carbon fiber scatiolding rig
with pre-determined sizes so that 1t can be quickly and
casily set up, when using more than two sources.

various clips and brackets for mounting sensors and
magnetic sources to cameras, subjects and objects; and

various instruments for facilitating easy measurement of
node offsets and placement and source locations.
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Namely, FIG. 3 shows a single or double boom pole
source mount to be used with the system, according to an
embodiment. Moreover, FIG. 4 shows a camera arm source
mount to be used with the system, according to an embodi-
ment. Moreover, FIG. 5 shows a camera sensor mount to be
used with the system, according to an embodiment, with
portions thereof being shown 1n FIG. SA-5C. Furthermore,
FIG. 6 shows a modular source mounting system to be used
with the system, according to an embodiment.

Operation of the System

As previously mentioned, embodiments of the present
allow controlling focus and composition and i1nvolves cre-
ating pre-defined points 1 a three-dimensional space,
referred to herein as “nodes”, having both positional and
orientation data. A node can either be a fixed node 1n a room,
1.e. a vase of flowers. Or 1t can be a moving node, 1.e. a
person or animal. Fixed nodes do not require a sensor 11 the
camera 1s not moving, or 1f the camera has a sensor. Moving
nodes require a sensor as do moving cameras.

In operation, with reference to FIG. 1 the sensor 14
generates a coordinate representing it’s physical location,
for example an X,Y,7Z coordinate of a Cartesian coordinate
system and/or an Azimuth, Flevation, Roll (A, E, R) which
represents the orientation of the sensor. For example, 1n the
case where the sensor 14 1s placed on the back of the head
ol a person being capture by the camera 12, the information
generated by the sensor will indicate the location of the
sensor and whether the person’s head 1s facing forward,
backward, etc.

The processor 16 receives the position and orientation
information and calculates the position of the “node”. For
example, 1n the case where the sensor 14 1s placed on the
back of the head of a person, a “node” may correspond to
one of the eyes of the person. Thus, the processor 16 seeks
the predetermined position of the person’s eye 1n relation to
the sensor 14, and calculates the location of the eye, 1.e. the
point of focus, based on the location and orientation infor-
mation received. The processor then calculates the distance
between the camera 12 and the point of focus. Based on the
calculated distance, the processor 16 outputs a control signal
in order to control settings of the camera 12.

Thus, as better shown 1n FIG. 1B with further reference to
FIG. 1A, there 1s provided a method 200 for controlling a
setting of the equipment 112. The method 200 comprises
capturing 210, by means of the sensing device 114, three-
dimensional position data and orientation data of the sensing
device 114, and storing 212 the position data and orientation
data in the memory 132. The position data and orientation
data 1s captured by the sensing device which produces a
coordinate representing a physical location and a property
representing the orientation of the sensing device 114. The
method 200 further comprises determining 214, by means of
the processor 16, position information of a region of interest
to be treated by the equipment, 1.e. a “node”, based on the
three-dimensional position data and orientation data. The
node and the sensor device 114 are typically located a
different locations. The processor 16 thus determines 216 the
position mformation of the node, and further calculates 218
a distance between the equipment 112 and the node.

The method further comprises outputting 220, via output
port 43, a control signal directed to the equipment 112, based
on the calculated distance.

More particularly, a “Distance Formula” 1s derived from
the Pythagorean theorem and calculates the distance
between two points 1n three-dimensional Euclidean space
(x1,y1,z1) and (x2,y2,22). Once the exact position of two
nodes are determined, the distance formula can be used to
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calculate the distance between these nodes. For the example
of focusing a camera, 11 one of the nodes 1s the centre of the
focal plane on a camera, the external focus ring or internal
electronic focus mechanism of the lens can be set to that
distance in order to focus an object.

More particularly, the position information of each node
in the computing step 216 comprises Euclidean space coor-
dinates of the node (x1,y1,z1), and the calculating step 218
COmMprises:

receiving 222 position information of the equipment 1n
Euclidean space coordinates (x,,v,,Z,); and
calculating 224 the distance between the position infor-

mation of the equipment and the position imnformation

of the node from the following Pythagorean theorem:

distancE::\/(x 1—X> )2+(J’1 ‘}”2)2"‘(2 1 ‘22)2

For a motion tracking sensor that measures both position
and orientation, vector mathematics can be used to apply a
“tip oflset” to the location of the sensor. For example 11 an
actor puts a sensor on the back of his/her cranium, a tip offset
could project the location of the sensor to the surface of the
actor’s left eye, in eflect creating a virtual sensor on the
actor’s eye. For rigid subjects/objects, applying a tip oflset
allows for nodes to be defined anywhere inside or on the
surface of the subject/object. Likewise, tip oflsets (nodes)
can be created anywhere 1n 3D space, 1.e. they can exist
outside an object representing a location coordinate relative
to the sensor’s position and orientation. Thus, the determin-
ing step 216 comprises applying 226 a tip oflset from the
position data and orientation data of the sensing device 114
of the capturing step 210 1n order to calculate the position
information of the node.

One method to perform this tip oflset (node) projection
makes use of measured X, Y, and 7 ofisets from that sensor’s
origin to the eye, with respect to the axis system defined by
the sensor. For the eye example, the offsets could be 10 cm
in the X-direction, O cm 1n the Y-direction, and 8 cm 1n the
Z-direction with respect to the sensor’s local coordinate
system. With these oflsets, rotational matrices and/or quater-
nions can be used to calculate the absolute position (X,Y,7)
and orientation (yaw, roll, pitch) of the actor’s eye in the
motion tracking system’s coordinate system. The following
equations use a standard rotational matrix approach to
solving this tip offset problem (see http://www.tlipcode-
.com/documents/matrfag.html#Q36).

Thus, 1n this embodiment, step 226 of applying the tip
oflset (see FIG. 1B) comprises obtaining relative coordi-
nates of the node relative to the three-dimensional position
data and orientation data of the sensing device 114, within
an axis system defined by the sensing device 114. In this
case, the determining step 216 comprises evaluating an
absolute position of the node 1n relation to the equipment
112.

The absolute position of the node 1s evaluated as follows:

Using the rotation matrix M=X.Y.Z where M 1s the {inal

rotation matrix, and X,Y,Z are the individual rotation

matrices.
CE —-CF -D
M=|-BDE+AF BDF+AEF —-BC
ADE+BF —-ADF+BE AC
Where:

A.B are the cosine and sine, respectively, of the X-axis
rotation axis, 1.e. roll;
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C.,D are the cosine and sine, respectively, of the Y-axis
rotation axis, 1.e. tilt;

E.F are the cosine and sine, respectively, of the Z-axis
rotation axis. 1.e. pan;

XXX, ML+ YEMO2, 1)+ M3, 1);
V=YX, ML 2)+ VM2, 20+ Z*M(3,2);

L~ZL +X,*M(1,3)+Ye*M(2,3)+Z*M(3,3);

where:

XY s/ -are absolute (or “final”) coordinates of the node;

XY 7 are coordinates of the sensing device’s center;

XY 7 correspond to coordinates of the tip offset relative
to the sensing device’s center;

M(row,column) are elements of the rotation matrix in
terms of row and column, respectively, with the ele-
ment “row” representing the row number of within the
matrix and the element “column” representing the
column number of within the matrix.

The measurement of the “tip oflsets” may be facilitated by
another method. For example, there 1s a sensor 1s on the back
of an actor’s cranium with an 1nitial orientation which can be
represented 1in Euler angles or by a quaternion. A user wishes
to define a node on the actor’s leit eye. Another motion
tracking sensor can be placed against the actor’s eye to
calculate the X, Y, and Z offsets (instead of attempting to use
measuring tape for istance). One solution 1s to measure the
“tip oflset” and orientation at this initial time. Given the base
sensor at position, P1, and the sensor at the desired node
point, P2, the “tip oflset”, V1, 1s P2-P1. The initial orien-
tation can be defined as quaternion Q1 with X, Y, Z, and W
attributes. At any other time, there will be a new orientation,
Q2.
Thus, 1n this embodiment, step 226 of applying the tip
oflset comprises obtaining a tip oflset having been precal-
culated by a position of a node sensing device located at a
position of the node, 1n relation to a position and orientation
ol a base sensing device located at a position of said sensing
device. As mentioned above, the 1nitial orientation 1s defined
as quaternion Q1 with X, Y, Z, and W attributes, the
orientation data of the capturing step 1s defined as Q2. The
position information of the node 1s determined according to:

P.+(q.9,)P(q9:4,)

where:

P, 1s the oflset from the sensor at orientation (;

P, 1s the current position of the sensor;

g, 1s the orientation of the sensor at the time P, 1s

calculated;

q, 1s the current orientation of the sensor; and

g, and q, are unit quaternions.

Various other approaches and/or method may be carried
out 1n order to the position and/or orientation data to perform
a variety of advanced system functions. An example may be
the use of quaternions to calculate the position and orien-
tation of a motion capture “magnetic source” relative to the
origin of the motion capture coordinate system. If a member
of a film crew places a source at a random position and
orientation, then with the use of a motion sensor in the range
of this random source, along with data from a sensor or
source ol known position and orientation, and data from a
distance measuring device such as a laser tape measure, the
exact position and orientation and the random source may be
determined. Simple accessory tools and software may render
this exemplified process very quick and simple to carry out.
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Referring back to the embodiment shown i FIGS. 1A and
1B, the method 200 further comprises controlling 228, by
means ol the controller 118 (which 1s embedded 1n the
equipment 112), the setting of the equipment 112 with said
control signal.

(GGiven that the node 1s offset from the sensor, the orien-
tation data advantageously allows positioming the node even
if the sensor turns, as the position of the offset rotates with
the sensor. For example, a sensor may be mounted on the
handle of a sword, and the focal point could be fixed to the
tip of the sword and tracked with high precision no matter
how the sword 1s moved and rotated.

A Turther advantage of using orientation data relates to a
“calibration oflset” function. With orientation data, 1t 1s
possible to use a second sensor to instantly calculate the
desired oflset position of the focal node. For example,
placing a sensor on the back of a performer’s neck and then
placing a second ““calibration sensor” on the performer’s eye
1s a fast and powerful way to create nodes. This feature will
be better explained further below.

A Turther advantage of using orientation data relates to a
“quick set” function, which 1s a special case of the calibra-
tion oflset feature. The quick set function 1s useful when
both the camera and the subject have sensors mounted to
them and the camera 1s pointed at a subject where the sensor
1s positioned out of sight, on their back, for example. The
camera focus 1s then adjusted until the desired part of the
subject 1s 1n focus, their eves, for example. Using both the
orientation data from the subject and the camera and then
using the distance data indicated by the lens, it 1s possible to
also obtain quick and suitably accurate setup of focal nodes.

Various functional features and aspects, in accordance
with particular embodiments of the present invention, will
now be described.

According to the embodiment shown 1 FIG. 1C, with
further reterence to FIG. 1A, there 1s shown a method 300
for controlling a setting of an equipment related to 1image
capture. The method 300 comprises storing 314 in the
memory 132, one or more identifier of a predefined region
of interest (1.e. a “node”) to be treated by the equipment 112
and corresponding position information (1.e. three-dimen-
sional coordinate relative to the equipment). The position
information 1s obtained by: capturing 310 position data and
orientation data at the sensing device 114; and determining
312 the position mformation of the region of interest to be
treated by the equipment 112, from the position and orien-
tation data of the sensing device 114. The method 300
turther comprises receiving 316, at the processor 16, a
selection of the one or more i1dentifier. The method 300
turther comprises outputting 318, by means of the output
port 43, a control signal directed to the equipment 112, in
order to control 320 1n real-time the setting of the equipment
112 based on the position information of the selected region
ol interest.

The Node Array:

By pre-defining nodes (either stationary or moving) it 1s
possible to create an array of desired nodes 1n the interface.
Simply by selecting the node the lens will instantly focus on,
and/or the camera will point to and compose that node 1n the
field of view. This allows for on the spot improvisation,
extremely rapid rack focusing between large numbers of
subjects/objects and the ability to accurately adjust between
two moving subjects/objects without requiring any act of
manual measurement or manual adjustment of focus dial—
or 1n the case of camera operation, any manual adjustment
of the camera 1tself. Thus, 1n this case, the receiving step 316
of the method 300 depicted 1n FIG. 1C comprises receiving
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a predetermined sequenced selection of nodes; and the
method repeats the outputting step 318 for each node
selected 1n order to automatically control 320 the setting of
the equipment 112 sequentially for a plurality of nodes, 1n
accordance with the sequenced node selection.

Node Sequencer:

It 1s also possible to create a pre-defined sequence of
nodes, which suits the current paradigm of cinematic film
production where a director knows the order of subjects in
advance. In this way, by pre-loading desired nodes 1t 1s
possible to simply shift from one subject/object to the next
by simply clicking a “next” button, or turning a dial (real or
virtual) back and forth the user can not only switch between
two subjects at any desired moment, but can also dictate the
speed at which the focus adjusts between subjects (speed of
the focus pull). Thus, the afore-mentioned repeating of steps
318, 320 shown in FIG. 1C (with reference to FIG. 1A) 1s
prompted upon receiving a user iput command, via an input
port 41. Alternatively, the steps 318, 320 are repeated based
on a predetermined schedule stored in the memory 132.
Geometric Shider:

It 1s also possible to arrange graphical representations of
the nodes (or node array) imn geometrical (triangles and
squares) or random patterns (zig-zag lines, curved lines etc.)
on a touch screen device, and, by sliding a finger between
cach node the user will be “pulling focus™ between subjects,
again having control over the speed of the pull and again,
having no need to measure or adjust the actual focus distance
regardless of movement of subjects or camera.

Thus, the method 300 shown 1n FIG. 1C (with reference
to FIG. 1A) further comprises receiving a user input com-
mand via a sliding motion on a touch screen, through the
input port 41, corresponding to a displacement between two
adjacent nodes, wherein the selection of the receiving step
316 comprises the identifiers of the adjacent nodes. The
method 300 further comprises correlating intermediate posi-
tions between the adjacent nodes 1n accordance with the
displacement, the outputting step 318 1s repeated for each of
said intermediate positions.

Interface Modes:

Using the Node Array, the Sequencer, the Geometry
Slider and the hardware dial or other input device 1t 1s
possible to choose between two basic modes of focusing.

One mode 1s “tap to focus” where a user simply taps a
button (virtual or on physical mput device) to choose a node
or move forward in the node sequence to the next pre-
determined node. In this mode 1t should also be noted that
it 1s possible to pre-determine the speed at which focus 1s
adjusted when the next node i1s selected either by pre-
defining a preference, or by adjusting a virtual “speed dial”
or analog iput device.

The second mode 1s “slide to focus™ where the user not
only selects the next node, but by using either the geometry
slider, the virtual dial or the analog input device 1s able to
select the next node and 1n real-time effectuate the speed at
which the focus 1s adjusted. This emulated the current focus
pulling paradigm, where a focus puller 1s 1n control of the
speed ol the adjustment, without introducing any danger of
missing focus on the desired subject.

Tip Offset and Multiple Nodes from Single Sensor:

By using sensors with provide real-time position and
orientation data 1t 1s possible to create multiple nodes using
the same sensor. This 1s done by 1mputting an “oflset value”
using X.,Y,7Z, position coordinates and a relative azimuth,
elevation, roll coordinate. Hence, a sensor attached to the
back of a subject’s head can have several nodes associated
with the head, since it 1s a rigid object. The eyes, the tip of
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the nose, the ears, etc., can all be defined as nodes from a
single sensor using this technique.
Fine Adjust for Tip Oflset:

In situations where it may be diflicult to measure an
accurate oflset 1n three-dimensional space two automation
techniques are provided:

Presuming the sensor 1s 1n place on the back of an actor’s
neck and the desired node 1s 1n fact the eyes, a second
sensor can be placed momentarily on the eyes. Using
the data from the second sensor the “tip oflset” data can
be automatically calculated and applied to the node.

A tip offset can be adjusted manually by having the
subject stand 1n view of the camera, then the focus
puller can adjust the focus until the desired node 1s 1n
focus (usually the eyes). The system 1s able to approxi-
mately calibrate 1ts own tip oflset because it knows the
orientation of the sensor and 1t will know how far the
focus has been adjusted relative to the sensor data.

Auto Profiling;

If a user defines a node as the eyes using a sensor hidden
clsewhere on the performer’s body, 1t 1s possible to inform
the system that this node 1s 1n fact “two nodes”, a left and
a right eye. Since the system knows at all times where the
camera 1s and where the subject 1s and how the subject 1s
oriented relative to the camera it can, for example, focus on
the left eye when the left side of the face 1s towards the
camera and the right eye when the right side of the face 1s
towards the camera. Thus, the method 300 shown 1n FIG. 1C
(with reference to FIG. 1A) further comprises determining
the node (or region(s) of interest) which satisfies a given
condition, among the selection of nodes recerved at step 316.
The signal of step 318 1s thus generated according to the
node which satisfies the given condition.

Likewise, any rotating subject or object could have sev-
eral “auto profiling” nodes associated with it which can be
triggered as the subject or object turns.

Zoom Control:

Similar to pulling focus the position and orientation data
can also be used for adjusting zoom. For example 1f 1t 1s
desired to keep a subject at exactly the same size 1n frame
regardless of their distance, by entering the lens parameters
the system can auto-zoom 1n and out as the subject or object
moves. NB: this eflect 1s sometimes referred to as the “Dolly
Zoom” or the “Trniple Reverse Zoom”, and currently requires
a very steady camera motion and multiple rehearsals to
achieve. This system enables this effect to be created 1n hand
held shots and with random performer and camera move-
ments.

Mirror Mode:

It 1s also possible to extend the function to calculate
virtual distances and or angles, as would be required for
photographing retlections 1 a mirror, for example. Where
the focal distance between a camera and a subject reflected
in a mirror equals the distance from camera to mirror PLUS
the distance from mirror to subject, by placing a sensor on
the mirror and the subject (and the camera if moving) the
system can quickly calculate the correct virtual distance to
focus on reflections when desired.

Focus Based on Optimal Focal Plane Between Two Nodes
or Two Offset Nodes:

It may be desirable for example, to focus on two subjects
cach of which are wearing sensors. One may thus choose a
midway point so that the chosen lens will allow for the
subjects to both be 1n focus as the focal plane will be midway
to each subject and will allow for best possible focus of both
subjects as the focal plane will be at approximately the
midway point of the depth of field. The operator may choose
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any point between the two subjects as well especially if they
wish to ensure that one of the two subjects 1s given priority
and definitely 1n focus 1n the event that the other subjects go
outside of the range of the depth of field.

Inter Ocular Angle Adjust for 3D Production:

Some three-dimensional photography setups require real-
time adjustment of inter ocular angle. This system can
automate that adjustment by tethering this angle to the
chosen subject/object.

Aperture Control:

In some situations 1t may be desired to “pull aperture”™ to
adjust the amount of light going into the lens, for example
when moving from a bright outdoor location to a dark
interior during a single shot. By tethering camera position to
aperture adjustment the aperture adjustment can be per-
formed automatically for a range of pre-determined loca-
tions. In addition, because orientation data 1s available for
the camera the aperture can be adjusted based simply on the
direction of the camera allowing for the currently impossible
scenar1io where a set or location can be lit to more than one
“key light” and the aperture will always adjust smoothly
between these exposure values.

Save Setups:

It 1s possible using this system to pre-plan very complex
shots or scenes and enter all required data concerning the
“nodes” and any sequences mto a file on the interface
software. This saving of “scenes” greatly improves on set
elliciency and also gives creators the ability to plan and
prepare highly complex shots that are not possible with
current technology.

Distance Displays:

It 1s possible for the system to calculate the relative
distance between subject and camera at any time and display
this as distance data on any desired readout at any time. For
example, the selected “node” distance data can always be
displayed on the main control screen of the soltware inter-
face. In addition “satellite devices” can tie 1n to this distance
data, and users can select any node at any time to determine
data.

For example a focus puller may be focused on Actor A
during a rehearsal, but the cinematographer may wish to
know how far away Actor B 1s to assess the required light
level to create the depth of field requested by the director.
Using a handheld device like and 1Pod Touch™ or smart
phone the cinematographer could access in real-time the
distance data for Actor B, even while Actor A 1s 1in focus.
Multi Camera Support:

This system allows the user to setup one or more cameras,
with no definable upper limit, and target multiple cameras to
the same object or target each camera to separate objects.
Other Real-Time Data Displays:

Having access to real-time data also allows for other
real-time calculations and indicators:

Depth of field for any given node at any given time.

Min focal distance warning—e.g.: distance can display 1n
orange when pre-defined close distance 1s reached and flash
red when the subject reaches actual minimum focal distance.
Manual Overnides and Automatic Handoft:

Since any focus puller or camera operator may want to
manually control focus at any time, regardless of the efli-
ciency ol a system, this system enables full instant manual
or automatic switching between automatic and manual.
These are the methods available 1n the current system:

A digital fine adjust “dial” 1s permanently available to the
focus puller. Simply by adjusting this fine adjust the focus
puller can override the automatic focus setting by any
amount.
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“Slate Mode”. By selecting a button the auto system
immediately switches to full manual.

“Auto Handofl”. This mode allows the user to pre-define
a point at which a node, subject or object switches from auto
to manual and vice versa. This may be useful when using
very long lenses with subjects that travel a great distance and
or may be a method for avoiding unwanted variances in the
data.

Boom Mounted Source:

Since the film industry 1s already accustomed to the
process of mounting a microphone on a long extendible
pole—reterred to as a “boom pole”, one unique 1mplemen-
tation of this system 1s to mount a magnetic source on a
boom pole which can then be positioned over the perior-
mance area 1n the closest convenient location, 1n exactly the
same way that a microphone 1s positioned over the perfor-
mance area 1n the closest convenient location. If both subject
and camera are equipped with sensors perfect focus data can
still be gathered for multiple nodes. However, this method
does not allow for camera operation or the use of fixed nodes
not associated with a sensor.

Double (and Multiple) Source Boom:

Expanding on the basic 1dea of mounting a single source
on a boom pole 1t 1s also possible to mount two sources, one
on either end of a boom pole, to expand the range. Likewise
other handheld configurations, a triangle or square, for
example can extend the range, allowing for quick setups
requiring no on set calibration since the relative positions of
the sources can be pre-configured 1n the setup software.
Camera Mounted Source:

Mounting the source directly on the camera and using the
soltware to calibrate the relative position of the camera to
the source 1t 1s possible to operate the system without a
sensor on the camera. This allows for a rapid setup “single
source system” which provides great accuracy at close range
where 1t 1s most needed for acute focus.

Modular System:

Multiple sources (no theoretical upper limit) can be
arranged 1n pre-determined configurations or randomly. Pre-
determined configurations can enable quick setups, (such as
a equilateral triangle with 10 It sides) and cover larger areas.
Random configurations require some manual setup 1n soit-
ware but allow for great flexibility in the shape and area to
be covered by the system.

Stationary Magnetic Source (or Optical Sensor) Calibration:

Since the system uses multiple magnetic sources, (or 1n
the case of infrared, multiple cameras) and the X,Y,Z and
A E,R of each source needs to be entered into the system, a
simple 1nterface for entering this data 1s included in the
system.

Predictive (or Kalman) Filtering:

Since any automated system 1s looking at data in real-time
it 1s always looking in the past. Though this system will be
extremely fast, even a microsecond lag could have visible
cllects 1n extremely challenging situations 1.e. very long
lenses 1n low light with rapidly moving subjects. Currently
film makers and cinematographers avoid these challenging
situations and in fact spend large amounts ol money 1n
overcoming them, most notably 1n the rental of very expen-
sive lighting packages to maintain an average 1/stop of 5.6.
With the addition of predictive algorithms to the system it 1s
very easy to overcome any slight lag in data by compensat-
ing for any delay in focal position by adjusting the focal
position in a fixed proportion relative to the subject’s speed
of motion towards or away from the camera. With the
addition of this feature even the most obtaining focus under
even the most challenging situations is relatively simple.
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As with all features 1n this system it can be calibrated by
the user to add as much or as little automation as 1s desired.
A highly aggressive setting, for example, will create tight
focus even on very rapidly moving objects. A less aggressive
setting will create a more naturalistic delay, which may be
more suitable to some creative goals.

Data Recording:

As previously mentioned, position and orientation data 1n
this system may be recorded (i.e. stored in a memory
132—see FIG. 1A) in real-time and used later 1n other post
production scenarios.

Enhanced Camera Control:

Using position and orientation data it 1s possible to fully
automate the operation of the camera and the movements of
a dolly and or jib arm or camera crane. However, camera
operators and cinematographers want to have full control of
the subtleties of the final composition. One feature of this
system 1s to fully automate the complex work of camera
control and allow the operator to simply move his finger
over a video playback screen with a touch screen capability
to adjust composition. For example, the automated system
may keep the performer dead center on frame, but the
operator wishes to frame the performer to the left of frame.
By simply dragging a finger from any point on the video
image to the left the system will compensate and adjust the
performer’s placement 1n frame to the desired composition.
In this way framing a rapidly moving object will be as
simple as 1f framing a stationary object. This same adjust-
ment can be made with joystick controls, which are currently
used for standard remote camera operation and this would
also be a big improvement over current technology. The
touch screen drag feature however 1s more mtuitive and
requires no training.

Infra Red LED:

The above-described system uses an AC magnetic motion
capture system. However, an equally viable alternative,
which may be applicable to larger studio configurations, 1s
to use 1inira-red LED motion tracking systems to capture the
same data. While infra-red 1s line of sight to the sensor
cameras, 1t does not require line of sight between the camera
and subject. It 1s possible to hide small infra-red LEDs 1n
clothing, hair and other objects which will be 1invisible to the
camera. It 1s also possible to create “smart fabrics” that have
inira red patterns stitched into them which can provide the
same data.

Differential Global (and Local) Positioning System:

Differential GPS provides almost all of the relative posi-
tional data required to operate this system. Augmenting the
GPS by accelerating the processing time, “tethering”, and
adding extra sensory capacity to provide orientation data
will make this system fully functional in virtually any
outdoor location 1n the world. Indoor studio applications can
be augmented by the development and use of a “local
positioning system” which operates on the same principals
as Diflerential GPS but at a much smaller scale and, because
“satellites” can be stationary, a much greater accuracy can
also be achieved.

Lighting and Other Equipment Control:

Once nodes are defined data can be made available to any
number of auxiliary control systems that require accurate
pointing, following, or targeting and other qualitative adjust-
ments such as width of light beam, etc.

Sports Training:

Adapting this system to sports training 1s a relatively
simple matter. For example, tethering a tennis ball machine
to a software interface that knows the exact position of a
player it 1s possible to program the machine to always play
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to a player’s weakness (backhand) and or to create a more
challenging virtual opponent with the machine’s ability to
fire balls at any speed or angle.

Application for Sight-Impaired Environments:

Another application of the system could be for use 1n
low-light situations or for visually impaired persons. For
example, an environment could be mapped as nodes and a
visually mmpaired person could receive various types of
teedback regarding their position and orientation, and the
position and orientation of objects and people in a room.
Another example would be 1n low-light situations such as an
extreme darkroom, where any person could not see his or her
environment.

Referring now to FIGS. 7 to 25, components of the
graphical user mterface (GUI) 64 will be described. The
GUI 64 1s displayed via the user mterface device 42 of user
device 40, 1n order to allow a user to operate the system 10
(see FIGS. 1, 2A and 2B).

FIG. 7 shows a home screen 66 of the GUI 64.

FIG. 8 shows a node creation/modification window 68.

FIG. 9 shows a portion of the home screen 66 of FIG. 7,
namely the node array 70, where a user has created various
nodes 72 within the array 70.

FIG. 10 shows a portion of the node array 70 of FIG. 9,
and more particularly, an example of a node 72.

FIG. 11 shows another portion of the node array 70 of
FIG. 9, and more particularly, a node 72 which 1s high-
lighted, indicating that 1t has been selected by the user by
tapping on the node. A node may indicate a variety of
information to the user (e.g. 11 1t 1s associated with a sensor,
if the sensor 1s online, etc.).

FI1G. 12 shows a portion of the home screen 66 of FIG. 7,
namely a sequencer 74. A user has recorded various nodes
in a specified order to the sequencer 74.

FI1G. 13 shows another portion of the home screen 66 of
FIG. 7, namely exemplifying a corner dial control interface
76. In this embodiment, the dial 1s used to fine adjust the
focus distance of a lens.

FI1G. 14 shows yet another portion of the home screen 66
of FIG. 7, namely exemplitying another cormer dial control
interface 78. In this embodiment, the dial 1s used to control
the speed at which the lens pulls focus from one node to
another.

FIG. 15 shows a window 80 of the GUI 64 for defining a
camera.

FIG. 16 shows a window 82 of the GUI 64 for calibrating
lenses and selecting which lens 1s on the camera.

FIG. 17 shows a window 84 of the GUI 64 for selecting
a set-up of the motion tracking system.

FIG. 18 shows a window 86 of the GUI 64 for saving in
memory a current state of the application, including the node
array 70 and the sequencer 74.

FIG. 19 shows a portion of a GUI window 64, including
a corner controller 88 that allows a user to adjust the amount
ol latency/lag compensation the system applies to the node
data.

FI1G. 20 shows an alternate control window 90 to GUI 64
(“Full Function Geometry Linear”) which allows for inter-
active graphical representation of the sequencer function.
User may pull focus (or make other automatic adjustments)
simply by sliding finger from one point (each point repre-
senting a node) to the next. The speed at which the user
moves finger {rom one point to another controls the speed of
the focus (or other) adjustment to be made.

FIG. 21 shows an alternate control window 92 to GUI 64
(“Full Function Geometry Custom™) which allows for inter-
active graphical representation of the sequencer function.
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User may determine exact number and position of points on
the screen (each point representing a node) and then pull
focus (or make other automatic adjustments) simply by
sliding finger from one node to the next. The speed at which
the user moves finger from one point to another controls the
speed of the focus (or other) adjustment to be made.

FIG. 22 shows an alternate control window 94 to GUI 64
(“Full Function Geometry 6 Node™) which allows for inter-
active adjustments between any 6 points, each point repre-
senting a node. The advantage of this configuration 1s that no
pre-determined sequence 1s required. The speed at which the
user moves finger from one point to another controls the
speed of the focus (or other) adjustment to be made.

FIG. 23 shows an alternate control window 96 to GUI 64
(“Full Function Geometry 5 Node™) which allows for inter-
active adjustments between any 5 points, each point repre-
senting a node. The advantage of this configuration 1s that no
pre-determined sequence 1s required. The speed at which the
user moves linger from one point to another controls the
speed of the focus (or other) adjustment to be made.

FIG. 24 shows a detail 98 (*“Corner Geometry 4 Nodes™)
of the corner controller 88 of FIG. 19, in the main control
window on GUI 64 which has multiple functions. This
function shows how 1t can be used as an easily controlled
graphical representation when four nodes are used. It allows
interactive adjustment between four points. The advantage
of this configuration 1s that no pre-determined sequence 1s
required and 1t 1s easily operated by the right (or left) thumb
in the main GUI 64 window. The speed at which the user
moves finger {rom one point to another controls the speed of
the focus (or other) adjustment to be made.

FIG. 25 shows a detail 100 (*“Corner Geometry 3 Nodes™)
of the comner controller 88 in the main control window on
GUI 64 which has multiple functions. This function shows
how it can be used as an easily controlled graphical repre-
sentation when three nodes are used. It allows interactive
adjustment between three points. The advantage of this
configuration 1s that no pre-determined sequence 1s required
and 1t 1s easily operated by the right (or left) thumb 1n the
main GUI 64 window. The speed at which the user moves
finger from one point to another controls the speed of the
focus (or other) adjustment to be made.

The following list provides additional features, compo-
nents, uses, etc. 1n accordance with embodiments of the
present 1nvention:

data streams and features of this system lend themselves

for use 1n post production. All data and video feeds can
be stored and immediately replayed (e.g. for each ‘take’
on a film set) and/or stored for post production (e.g.
used for CGI). This includes camera movements/ori-
entations, node movements/orientations, and equip-
ment control.

data streams and features of this system lend themselves

for use 1n virtual and augmented reality environments.
All data and video feeds can be transmitted, stored, and
immediately replayed.

data streams and features of this system lend themselves

to interoperation of various hardware. For example,
aperture and light dimming can be linked to each other
and preprogrammed so that as the aperture 1s adjusted
to change the depth of field, the lighting can be auto-
matically simultaneously dimmed or brightened so the
audience experiences changing depth of field without
experiencing a change in lighting. Such interoperabaility
pertains to all equipment without limitation.

the system design, according to embodiments, lends 1tself

to mteroperation of multiple operator interface devices
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(e.g. 1Pads, 1Phone, Ipod touches) running the app and
controlling all equipment types. Along with this
interoperability, each interface devices can send and
receive data with one another. For example, 11 a opera-
tor taps a node to focus his or her camera on one object,
that focus decision can be immediately indicated on the
device of another focus puller controlling another cam-
era, and also on the devices ol various other crew
members including the director and producer.

the system design, according to embodiments, lends itself
to extremely flexible multicam functionality. In the
example of focus, one 1Pad can control multiple cam-
eras, and multiple 1Pads can control multiple cameras
simultaneously. One 1Pad can control multiple cameras
simultaneously by tapping a node, or cameras can be
selected 1individual control. A second copy of the node
array can also temporarily replace the sequencer
graphic for control of one or more secondary cameras
simultaneously to the permanent node array. The video
feed section of the app can be made to switch into split
screen (e.g. split screen for 2 cameras, or 4-way split
screen for 4 cameras) 1n order to monitor all focusing
activity.

advanced hardware and software designs focus on mini-
mizing the latency of the system to the order of
milliseconds (e.g. interrupts, multiple cores, multi-
threaded software, etc.).

due to the low latency and responsiveness of the system,
a function can allow the operator to actually slow down
the autofocusing responsiveness so as not to look too
‘robotic’.

a mechanical input device (e.g. a digital follow focus dial
attached to an 1Pad) can be linked to any elements of
the software’s graphical user interface (e.g. sequencer).

‘malleable’ touchscreens that can create the feeling of
textures, grooves, etc. via electrical charges on screen
surfaces lend themselves to this system. For example,
the graphical lines and nodes in the ‘Geometric Shider’
function could turn into grooves for improved oper-
ability including limiting the operator’s reliance on
look at the touchscreen.

recording and playback of the built-1in video feed display
1s extremely useful for both focus pullers, directors of
photography, directors, etc. For example, a focus puller
could easily assess the quality of the focus 1n the last
‘take’ or at the end of a ‘shot’ or the end of the day.

touching an area of the video feed can select a node for
focusing and/or control other equipment functions, like
remote head pointing, lighting, etc.

a sensor and transmitter can be placed inside free objects.
For example, a sensor and transmitter could be placed
in a custom basketball in a way that didn’t aflect the
ball’s mass or center of mass, 1n order to focus on the
ball during a basketball game).

along with the ‘scene saving’ function that saves the state
of the app, a node manager can allow the operator to
save groups of like-nodes (e.g. all the parts of a car can
be defined as nodes and reloaded at any time 1n the
future to re-use the same car or to facilitate node
creation for a new car).

equipment control events can be triggered (hardware
and/or software triggers) based on the coordinate posi-
tion of a node.

many ‘intelligent” uses of node data are possible. For
example, an 1ndication can alert the operator when a
node 1s nearing or enters the camera’s field of view
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(frame). In this example, a node could be prepro-
grammed to automatically snap into focus when 1t
enters the frame.

the motion tracking data stream can be filtered using
many mathematical approaches. For example, noise 1n
the data stream can be quantified to determine when the
data becomes suspect or unusable. This data can be fed

-

into the ‘Manual Overrides and Automatic Handofl
soltware functions. Many {filters can also be applied to
the data stream to control the level of dampening, etc.

when the node sequencer 1s 1n ‘neutral’, the 2 (line), 3
(triangle), or 4 (square) geometry nodes are all set to a
green colour. This way when the sequencer 1s put into
‘forward’ or ‘reverse’, the next node will be outside of
the 2, 3, or 4 group, and the next logical node 1n the
sequence will become the sole green node.

a soltware function can allow the operator to quickly
correct for slight errors 1n a node’s tip offset by viewing
the node through the camera and then manipulating the
focus fine adjust function until the node 1s focused
sharply. At this moment, the operator can trigger the
system to automatically recalculate the node’s tip ofiset
(via quaternion calculations).

pre-recorded motion tracking data (e.g. earthquake move-
ments) can be fed 1nto the system to move camera and
equipment 1n order to mimic the pre-recorded move-
ments. This technique may heighten an audience’s
‘natural experience’ (e.g. earthquake movements,
vehicle 1n rough terrain, etc.).

specific (and diflicult) predefined equipment actions can
be automated and/or facilitated (e.g. a Hitchcock zoom
using a handheld camera, a camera rotating 1 sync
with a trapeze artist, etc.).

cllects relating to music content are possible including
teedback loops (e.g. focus 1 and out in time with the
beat of a song or camera position/pointing in relation to
a beat, including live performance).

the entire system can be ‘scriptable’ so that any user
interactions with software can be recorded and auto-
mated.

various accessories can be used for sensor placement on
objects. For example, sensors can be placed 1n straps to
put on an actors, or can be snapped into on various
mounts for easy placement/attachment.

the source setup function can include a 3D modular
source building function for setups that use the modular
pole-connected source system accessory. In this func-
tion the operator can quickly build a 3D representation
of the modular setup they have manually constructed.
The software can then instantly calculate the position
and orientation of all sources, since the lengths of the
poles and angles of the sources are predefined by way
of the physical design of the modular source system
accessory.

for the modular source system, connecting poles can be
taken away after setup without moving the sources.
This allows for quick, non-tethered source placement
without the need to measure source position or orien-
tation, as these are calculated in the 1Pad app’s 3D
modular source building function.

along with servo motor control of lens rings, the internal
clectronics of certain camera lenses can be accessed to
directly control focus, aperture, zoom, removing the
servo motor requirement.

the system software allows for complete control of the
configuration of the motion tracking system.




US 10,306,134 B2

25

an accessory 1s a sensor calibration ‘body cap’ tool that
would fit onto the lens mount of cameras for a precise
measurement. This would allow for very precise mea-
surement of the focal plane centre which 1s important
for visual eflects work because it makes the camera
data “nodal”.

Embodiments of the present invention are advantageous
in that using a real-time stream of three-dimensional posi-
tion and orientation data to adjust lens functions, composi-
tion, camera positioning, lighting, and sound greatly facili-
tates and expands on the functionalities available to film
makers and moving and/or still image content creators.

The use of nodes 1n the context of cinematic control, 1n
accordance with embodiments of the present invention,
present numerous advantages including:

1) The node system allows for predefining multiple mov-
ing nodes (virtually all other camera/focus systems don’t,
but Pictorvision Eclipse does use GPS for a coarser appli-
cation http://www.pictorvision.com/aerial-products/
eclipse/).

2) The node system allows for true auto-tracking of
multiple moving nodes (possibly all other camera/focus
systems don’t; some make an attempt by having a human do
the tracking; Pictorvision Eclipse may have only one mov-
ing node; an example a “true auto-tracker” for lighting might
be: http://www.ttwm.com/news-0310precision).

3) The node system provides three-dimensional positional
data (as opposed to distance which 1s far less useful, unlike
almost all other systems).

4) A property of the nodes used 1s position and orientation,
allowing to define points on subjects/objects instead of
general ‘areas’ (unlike possibly all other camera/focus sys-
tems; without this, other systems cannot apply oflsets to
define a node anywhere on an object, e.g. focusing on eyes).

5) Position and orientation allow for tying control to
subject/object angles e.g. switch from an actor’s right eye to
their left eye when their head 1s at a certain angle to camera
(no other system can do this).

6) The node system provides extremely high accuracy
(less than 1 cm 1n many situations) unlike possibly all other
auto-tracking systems (thanks to orientation and oiflsets
providing an increased level of control/focus).

7) The node system further provides extremely high
frequency (120 Hz) unlike possibly all other auto-tracking
systems (e.g. gps systems, active face detection likely don’t
have this).

8) The node system further provides 1s low latency (10
ms). This level of latency doesn’t inhibit ‘cinematic’ control
for most situations (again, many systems lack this).

9) The node system provides predictive/corrective func-
tions, considerably reducing latency.

10) The node system requires no ‘line of sight” require-
ment, 1.e. the nodes use sensors placed on the actor/object so
a laser or sound wave doesn’t have to bounce off the actor.
Facial recognition also requires line of sight obviously.
Another benefit of sensors 1n this regards 1s constant node
data. For example, if an actor jumps out from behind a bush,
he/she 1s already ‘instantly’ 1n focus as opposed to line of
sight systems that have to react to the new presence of the
actor.

11) The node system continues to function 1n a moving
environment. For example, i a source 1s mounted to a
handheld camera system (or 1s used with the source boom
pole accessory), the system continues to function in the
vicinity of the camera operator no matter where he/she
walks. Similarly, the system works in a moving vehicle, for
example on a moving train.
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12) Moreover, the node system 1s a portable system.

The above-described embodiments are considered 1n all
respect only as illustrative and not restrictive, and the
present application 1s intended to cover any adaptations or
variations thereof, as apparent to a person skilled in the art.
Of course, numerous other modifications could be made to
the above-described embodiments without departing from
the scope of the mvention, as apparent to a person skilled in
the art.

The mvention claimed 1s:

1. A method for controlling a setting of an equipment

related to 1mage capture, comprising:

storing, 1n a memory, a plurality of identifiers each being
associated to a predefined region of interest to be
treated by the equipment, each region of interest having
position information;

displaying, on a touch screen device, a graphical user
interface having a plurality of selectable elements each
corresponding to a respective one of the 1dentifiers;

recerving a selection of at least one of the 1dentifiers based
on an interaction by a user of at least one displayed
selectable element; and

outputting a control signal directed to the equipment, 1n
order to control 1n real-time the setting of the equip-
ment based on the position information of the region of
interest associated to the selected at least one 1dentifier;

wherein the interaction by the user corresponds to a
tapping motion of one of the selectable elements;

wherein the 1dentifier corresponding to said tapped select-
able element 1s received as the selection of at least one
identifier:;

wherein the outputted control signal controls the setting of
the equipment to the position information of the region
of interest associated to the selected identifier:;

wherein the equipment related to i1mage capture 1s a
camera; and

where the control signal directs the camera to focus to a
position 1n space defined by the position information of
the region of interest associated to the selected 1denti-
fier.

2. A method according to claim 1, wherein the position

information for each region of interest 1s obtained by:
capturing position data and orientation data at a sensing
device; and

determining the position information of the region of
interest to be treated by the equipment, from the
position data and orientation data of the sensing device.

3. A method according to claim 1, wherein the position

information of each region of interest defines a three-
dimensional coordinate relative to the equipment.

4. A method according to claim 1, wherein the plurality of

identifiers are stored in a predetermined sequence; and
wherein the receiving of the selection of at least one
identifier 1s repeated for a plurality of selected 1denti-
fiers 1n order to control the setting of the equipment
sequentially 1n accordance with the sequence of 1den-
tifiers.

5. The method of claim 1, wherein a plurality of selections

of at least one 1dentifier are received; and

wherein the sequence of the 1dentifiers within the received
selections 1s not pre-determined.

6. A system for controlling a setting of an equipment

related to 1mage capture, comprising:

a memory configured to store a plurality of identifiers
cach being associated to a predefined region of interest
to be treated by the equipment, each region of interest
having position iformation;
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a processor being 1n communication with the memory and
configured for:
displaying, on a touch screen device, a graphical user
interface having a plurality of selectable elements
cach corresponding to a respective one of the 1den-
tifiers:
receiving a selection of at least one of the identifiers
based on an interaction by a user of at least one
displayed selectable element; and
outputting a control signal directed to the equipment, 1n
order to control 1n real-time the setting of the equip-
ment based on the position information of the region
of interest associated to the selected at least one
1dentifier:
wherein the interaction by the user corresponds to a
tapping motion of one of the selectable elements;

wherein the 1dentifier corresponding to said tapped select-
able element 1s received as the selection of at least one
identifier; and

wherein the outputted control signal controls the setting of

the equipment to the position information of the region
of interest associated to the selected 1dentifier;

wherein the equipment related to image capture 1s a

camera; and

where the control signal directs the camera to focus to a

position 1n space defined by the position information of
the region of iterest associated to the selected 1denti-
fier.

7. The system according to claim 6, wherein the position
information for each region of interest 1s obtained by:

capturing position data and orientation data at a sensing

device; and

determining the position information of the region of

interest to be treated by the equipment, from the
position and orientation data of the sensing device.

8. The system according to claim 6, wherein the position
information of each region of interest defines a three-
dimensional coordinate relative to the equipment.

9. The system according to claim 6, wherein the plurality
ol 1dentifiers are stored in a predetermined sequence; and

wherein the recerving of the selection of at least one

identifier 1s repeated for a plurality of selected 1denti-
fiers 1n order to control the setting of the equipment
sequentially 1n accordance with the sequence of 1den-
tifiers.

10. The system of claim 6, wherein a plurality of selec-
tions of at least one 1dentifier are received; and

wherein the sequence of the identifiers within the received

selections 1s not pre-determined.

11. A method for controlling a setting of an equipment
related to 1mage capture, comprising:

storing, 1n a memory, a plurality of identifiers each being

associated to a predefined region of interest to be
treated by the equipment, each region of interest having
position information;
displaying, on a touch screen device, a graphical user
interface having a plurality of selectable elements each
corresponding to a respective one of the identifiers;

receiving a selection of at least one of the identifiers based
on an interaction by a user of at least one displayed
selectable element; and

outputting a control signal directed to the equipment, in

order to control 1n real-time the setting of the equip-
ment based on the position information of the region of
interest associated to the selected at least one 1dentifier;

wherein the interaction by the user corresponds to a

sliding motion on the touch screen defining a displace-
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ment between two selectable elements, the i1dentifiers
associated to said two selectable elements forming the
selection; and

wherein the outputted control signal controls the setting of
the equipment to an intermediate position between the
regions of interest of the two selected identifiers in
accordance with the displacement.

12. The method of claam 11, wherein the equipment

related to 1mage capture 1s a camera; and

where the control signal directs the camera to focus to a
position 1n space defined by the intermediate position
between the region of interests of the two selected
identifiers 1n accordance with the displacement.

13. A method according to claim 11, wherein the position

information for each region of interest 1s obtained by:
capturing position data and orientation data at a sensing
device; and

determining the position information of the region of
interest to be treated by the equipment, from the
position data and orientation data of the sensing device.

14. A method according to claim 11, wherein the position

information of each region of interest defines a three-
dimensional coordinate relative to the equipment.

15. A method according to claim 11, wherein the plurality

of 1dentifiers are stored 1n a predetermined sequence; and
wherein the receiving of the selection of at least one
identifier 1s repeated for a plurality of selected 1denti-
fiers 1n order to control the setting of the equipment
sequentially 1n accordance with the sequence of 1den-
tifiers.
16. The method of claim 11, wherein a plurality of
selections of at least one 1dentifier are received; and
wherein the sequence of the 1dentifiers within the received
selections 1s not pre-determined.

17. A system for controlling a setting of an equipment

related to 1mage capture, comprising:

a memory configured to store a plurality of identifiers
cach being associated to a predefined region of interest
to be treated by the equipment, each region of interest
having position information;

a processor being in communication with the memory and
configured for:

displaying, on a touch screen device, a graphical user
interface having a plurality of selectable elements each
corresponding to a respective one of the 1dentifiers;

recerving a selection of at least one of the 1dentifiers based
on an interaction by a user of at least one displayed
selectable element; and

outputting a control signal directed to the equipment, 1n
order to control 1n real-time the setting of the equip-
ment based on the position information of the region of
interest associated to the selected at least one 1dentifier;

wherein the interaction by the user corresponds to a
sliding motion on the touch screen defining a displace-
ment between two selectable elements, the i1dentifiers
associated to said two selectable elements forming the
selection;

wherein the outputted control signal controls the setting of
the equipment to an intermediate position between the
region of interests of the two selected identifiers in
accordance with the displacement.

18. The system according to claim 17, wherein the equip-

ment related to 1image capture 1s a camera; and

where the control signal directs the camera to focus to a
position 1n space defined by the intermediate position
between the regions of interest of the two selected
identifiers i accordance with the displacement.
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‘he system according to claim 17, wherein the posi-

tion 1n:

'ormation for each region of interest 1s obtained by:

capturing position data and orientation data at a sensing
device; and

determining the position mmformation of the region of 5
interest to be treated by the equipment, from the
position and orientation data of the sensing device.

20. "

‘he system according to claim 17, wherein the posi-

tion 1n:

'ormation of each region of interest defines a three-

dimensional coordinate relative to the equipment. 10
21. The system according to claim 17, wherein the plu-
rality of 1dentifiers are stored in a predetermined sequence;

and

wherein the recerving of the selection of at least one
identifier 1s repeated for a plurality of selected i1denti- 15
fiers 1n order to control the setting of the equipment

SC

quentially in accordance with the sequence of 1den-

tifiers.
22. The system of claim 17, wherein a plurality of
selections of at least one 1dentifier are received; and 20
wherein the sequence of the identifiers within the received

5C

lections 1s not pre-determined.
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