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Disclosed 1s an apparatus for face verification. The apparatus
may comprise a feature extraction unit and a verification
unit. In one embodiment, the feature extraction unit com-
prises a plurality of convolutional feature extraction systems
trained with different face training set, wherein each of
systems comprises: a plurality of cascaded convolutional,
pooling, locally-connected, and {fully-connected feature
extraction units configured to extract facial features for face
verification from face regions ol face images; wherein an
output unit of the unit cascade, which could be a fully-
connected unit 1n one embodiment of the present applica-
tion, 1s connected to at least one of previous convolutional,
pooling, locally-connected, or fully-connected units, and 1s
configured to extract facial features (referred to as deep
identification-verification features or DeeplD2) for face
verification from the facial features 1n the connected units.
The verification unit may be configured to compare the
obtained DeeplD2 extracted from two face images to be
compared to determine 11 the two face images are from the
same 1dentity or not.
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METHOD AND A SYSTEM FOR FACEL
VERIFICATION

The application 1s filed under 35 U.S.C. § 111(a) as a
continuation of International Application No. PCT/CN2014/
000388, filed Jun. 16, 2014, entitled “A Method and Systems

for Face Verification,” which 1s incorporated herein by
reference 1n 1ts entirety for all purposes.

TECHNICAL FIELD

The present application relates to a method for face
verification and a system thereof.

BACKGROUND

Early subspace face recognition methods such as LDA
and Bayesian face reduce the intra-personal variations due to
poses, 1lluminations, expressions, ages, and occlusions
while the inter-personal variations are enlarged. For
example, LDA approximates inter- and intra-personal face
variations by using two linear subspaces and finds the
projection directions to maximize the ratio between them.

More recent studies have also targeted the same goal,
either explicitly or implicitly. For example, metric learning
1s proposed to map face 1mages to some feature represen-
tation such that face images of the same 1dentity are close to
cach other while those of diflerent identities stay apart.
However, these models are much limited by their linear
nature or shallow structures, while inter- and intra-personal
variations are complex, highly nonlinear, and observed in
high-dimensional 1image space.

In recent years, a great deal of efforts has been made to
learn effective features for face recognition with deep mod-
els using eirther the identification or verification supervisory
signals. The learned features with 1dentification signal have
achieved accuracies of around 97.45% on LEFW.

The 1dea of jointly solving the classification and verifi-
cation tasks was applied to general object recognition, with
the focus on mmproving classification accuracy on fixed
object classes instead of hidden feature representations.

e

SUMMARY

In one aspect of the present application, disclosed 1s an
apparatus for face verification. The apparatus may comprise
a feature extraction unit and a venfication unit. In one
embodiment, the feature extraction unit comprises a plural-
ity of convolutional feature extraction systems trained with
different face training set, wherein each of systems com-
prises: a plurality of cascaded convolutional, pooling,
locally-connected, and fully-connected feature extraction
units configured to extract facial features for face verifica-
tion from face regions of face 1mages; wherein an output unit
of the unit cascade, which could be a fully-connected unit 1n
one embodiment of the present application, 1s connected to
at least one of previous convolutional, pooling, locally-
connected, or fully-connected units, and 1s configured to
extract facial features (referred to as deep identification-
verification features or DeeplD2) for face verification from
the facial features 1n the connected units.

The venfication unit may be configured to compare the
obtained DeeplD2 extracted from two face images to be
compared to determine 1 the two face images are from the
same 1dentity or not.

In another aspect of the present application, disclosed 1s
a method for face verification. The method may comprise a
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2

step of extracting DeeplD2 from diflerent regions of face
images by using differently trained convolutional feature
extraction systems, wherein output layer neuron activations
ol said convolutional feature extraction systems are consid-
ered as DeeplD2; and a step of comparing DeeplD2
extracted from two face images to be compared, respec-
tively, to determine 11 the two face 1images are from the same
identity or not.

According to the present application, the apparatus may
turther comprise a training unit configured to train a plural-
ity of convolutional feature extraction systems for simulta-
neous 1dentity classification and verification by inputting
pairs of aligned face regions and adding i1dentification and
verification supervisory signals to the convolutional feature
extraction systems simultaneously.

According to the present application, there 1s further a
method for training a convolutional feature extraction sys-
tem, comprising:

1) sampling two face region-label pairs from a predeter-
mined training set;

2) extracting DeeplD2 from the two face regions in the
two sampled face region-label pairs, respectively;

3) classitying DeeplD2 extracted from each face region
into one out of all classes of face i1dentities;

4) comparing the classified identity and a given ground-
truth identity to generate 1dentification errors;

5) comparing dissimilarities between two DeeplD2 vec-
tors extracted from two face regions to be compared, respec-
tively, to generate verification errors;

6) back-propagating a combination of the generated veri-
fication errors and the generated 1dentification errors through
the convolutional feature extraction system so as to adjust
welghts on connections between neurons of the convolu-
tional feature extraction system; and

7) repeating steps 1)-6) until the tramning process 1s
converged such that the weights on connections between
neurons ol the convolutional feature extraction system are
determined.

According to the present application, there 1s further a
system for tramning a convolutional feature extraction sys-
tem, comprising;

means for sampling two face region-label pairs from a
predetermined training set; means for extracting DeeplD?2
from the two face regions 1n the two sampled face region-
label pairs, respectively;

means for classifying DeeplD2 extracted from each face
region mto one out of all classes of face i1dentities;

means for comparing the classified 1dentity and a given
ground-truth i1dentity to generate 1dentification errors;

means for comparing dissimilarities between two
DeeplD2 vectors extracted from two face regions to be
compared, respectively, to generate verification errors;

means for back-propagating a combination of the gener-
ated verification errors and 1dentification errors through the
convolutional feature extraction system so as to adjust
weights on connections between neurons of the convolu-
tional feature extraction system; and

means for repeating the above steps until the training
process 1s converged such that the weights on connections
between neurons of the convolutional feature extraction

system are determined.

According to the present application, there 1s further
provided a computer-readable medium for storing the
instructions executable by one or more processors to:




US 10,289,897 B2

3

1) sampling two face region-label pairs from a predeter-
mined training set;

2) extracting DeeplD2 from the two face regions in the
two sampled face region-label pairs, respectively;

3) classitying DeeplD?2 extracted from each face region
into one out of all classes of face i1dentities;

4) comparing the classified 1dentity and a given ground-
truth 1dentity to generate i1dentification errors;

5) comparing dissimilarities between two DeeplD2 vec-
tors extracted from two face regions to be compared, respec-
tively, to generate verification errors;

6) back-propagating a combination of the generated veri-
fication errors and identification errors through the convo-
lutional feature extraction system so as to adjust weights on
connections between neurons of the convolutional feature
extraction system; and

7) repeating steps 1)-6) until the training process 1s
converged such that the weights on connections between
neurons of the convolutional feature extraction system are
determined.

In contrast to existing methods, the present application
deals with inter- and intra-personal face variations with deep
convolutional feature extraction systems, which can learn
cllective DeeplD2 for face recognition through hierarchical
nonlinear mappings due to their deep architectures and large
learning capacities.

The present application learns DeeplD2 by using two
supervisory signals simultaneously, 1.e. the face i1dentifica-
tion and the face verification signals. The face identification
signal increases the inter-personal variations by drawing
DeeplD?2 extracted from different identities apart, while the
tace verification signal reduces the intra-personal variations
by pulling DeeplD2 extracted from the same identity
together, both of which are essential to face recognition.

The present application characterizes faces in different
aspects by extracting complementary DeeplD2 from various
face regions and resolutions, which are then concatenated to
form the final feature representation after PCA dimension
reduction. The learned DeeplD2 are superior to features
learned by existing methods 1n that they are diverse among
different 1dentities while consistent within the same 1dentity,
which makes the following face recognition easier.

BRIEF DESCRIPTION OF THE DRAWING

Exemplary non-limiting embodiments of the present
invention are described below with reference to the attached
drawings. The drawings are 1llustrative and generally not to
an exact scale. The same or similar elements on different
figures are referenced with the same reference numbers.

FI1G. 1 1s a schematic diagram 1llustrating an apparatus for
face verification consistent with some disclosed embodi-
ments.

FIG. 2 1s a schematic diagram 1llustrating an apparatus for
face verification when 1t 1s implemented 1n software, con-
sistent with some disclosed embodiments.

FIG. 3 1s a schematic diagram 1illustrating a group of
selected face regions from which to extract DeeplD2, con-
sistent with a first disclosed embodiment.

FIG. 4 1s a schematic diagram illustrating the detailed
structure of a convolutional feature extraction system, con-
sistent with a second disclosed embodiment.

FIG. 5 1s a schematic diagram 1llustrating the i1dentifica-
tion and the verification supervisory signals, which are
added to DeeplD2 1n output layers of the convolutional
feature extraction systems.
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4

FIG. 6 1s a schematic tlowchart illustrating face verifica-
tion consistent with some disclosed embodiments.

FIG. 7 1s a schematic flowchart illustrating training pro-
cess of deep convolutional feature extraction systems to
extract DeeplD2 consistent with some disclosed embodi-
ments.

FIG. 8 1s a schematic diagram illustrating the training unit
as shown 1n FIG. 1 consistent with some disclosed embodi-
ments.

DETAILED DESCRIPTION

Reference will now be made i detail to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings. When appropriate, the same ret-
erence numbers are used throughout the drawings to refer to
the same or like parts. FIG. 1 1s a schematic diagram
illustrating an exemplary apparatus 1000 for face verifica-
tion consistent with some disclosed embodiments.

It shall be appreciated that the apparatus 1000 may be
implemented using certain hardware, software, or a combi-
nation thereof. In addition, the embodiments of the present
invention may be adapted to a computer program product
embodied on one or more computer readable storage media
(comprising but not limited to disk storage, CD-ROM,
optical memory and the like) containing computer program
codes.

In the case that the apparatus 1000 1s implemented with
soltware, the apparatus 1000 may include a general purpose
computer, a computer cluster, a mainstream computer, a
computing device dedicated for providing online contents,
or a computer network comprising a group of computers
operating 1n a centralized or distributed fashion. As shown
in FIG. 2, apparatus 1000 may 1nclude one or more proces-
sors (processors 102, 104, 106 etc.), a memory 112, a storage
device 116, a communication interface 114, and a bus to
facilitate information exchange among various components
of apparatus 1000. Processors 102-106 may include a central
processing umt (“CPU”), a graphic processing unit
(“GPU”), or other suitable information processing devices.
Depending on the type of hardware being used, processors
102-106 can include one or more printed circuit boards,
and/or one or more microprocessor chips. Processors 102-
106 can execute sequences ol computer program instruc-
tions to perform various methods that will be explained in
greater detail below.

Memory 112 can include, among other things, a random
access memory (“RAM”) and a read-only memory
(“ROM”). Computer program instructions can be stored,
accessed, and read from memory 112 for execution by one
or more ol processors 102-106. For example, memory 112
may store one or more soltware applications. Further,
memory 112 may store an entire software application or only
a part of a software application that 1s executable by one or
more of processors 102-106. It 1s noted that although only
one block 1s shown 1 FIG. 1, memory 112 may include
multiple physical devices installed on a central computing
device or on different computing devices.

Referring FIG. 1 again, where the apparatus 1000 1s
implemented by the hardware, 1t may comprise a feature
extraction unit 10 and a verification unit 20. The feature
extraction unit 10 1s configured to extract DeeplD2 (deep
identification-verification features) from different regions of
face 1mages by using differently trained convolutional fea-
ture extraction systems, and takes output layer neuron acti-
vations of said convolutional feature extraction systems as
DeeplD2. The verification unit 20 1s configured to compare
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DeeplD2 extracted from two face images to be compared,
respectively, to determine if the two face images are from the
same 1dentity or not.

The Feature Extraction Unit (Extractor) 10

The feature extraction unit 10 contains a plurality of
convolutional feature extraction systems and operates to
input a particular face region to each of the convolutional
feature extraction systems to extract DeeplD2. FIG. 3 1llus-
trates examples of selected input face regions to extract
DeeplD?2 after face alignment, wherein face regions contain
large varnations 1n positions, scales, color channels, and
horizontal tlipping. FIG. 4 illustrates an example of the
convolutional feature extraction system, which comprises an
input layer (herein, also referred to as an iput unit) 32, a
plurality of convolutional layers (herein, also referred to
convolutional units) 34, a plurality of pooling layers (herein,
also referred to pooling units) 36, a plurality of locally-
connected layers (herein, also referred to locally-connected
units) 38, and a plurality of fully-connected layers (herein,
also referred to as fully-connected units) 40, wherein the
output layer of the convolutional feature extraction system,
which could be a fully-connected layer 40 1n one embodi-
ment of the present application, 1s connected to one or more
previous convolutional, pooling, locally-connected, or tully-
connected layers. Fach of the convolutional, pooling,
locally-connected, and fully-connected layers contains a
plurality of neurons with local or global receptive fields, and
shared or unshared connection weights between the neurons.
The output layer (which could be a fully-connected layer 40)
neuron activations of the convolutional feature extraction
system are the extracted DeeplD2 which will be further
discussed later.

In embodiments of the present application as shown in
FIG. 4, each of the convolutional feature extraction system
contains n (for example, n=3) convolutional layers 34, each
of which 1s followed by a max-pooling layer 36. The third
max-pooling layer 1s followed by a locally-connected layer
38 and a fully-connected layer 40. The fully-connected layer
40 1s the DeeplD2 layer, which 1s fully-connected to both the
locally-connected layer 38 and the third max-pooling layer
36. Weight-sharing 1s not required on the entire feature map
in higher convolutional layers. Specifically, in the third
convolutional layer of the shown deep convolutional feature
extraction system, neuron weights are locally shared in
every 2x2 (for example) local regions. The convolutional
feature extraction system extracts a multi-dimensional (for
example, 160-dimensional) DeeplD?2 vector at its last layer
(the DeeplD2 layer 40) of the feature extraction cascade.
Rectified linear units (RelLU) are used for neurons in the
convolutional layers 34, locally-connected layer 38, and the
tully-connected DeeplD2 layer 40. In the embodiment as
shown 1n FIG. 4, RGB mput of sizes 55x477 (for example) 1s
used. When the size of the imput region changes, the map
sizes 1n the following layers will change accordingly.

Hereinatiter, the convolution, pooling, local-connection,
and full-connection operations i1n convolutional feature
extraction systems as mentioned 1n the above will be further
discussed.

The convolutional layers 34 are configured to extract local
facial features from input feature maps (which 1s output
feature maps of the previous layer) to form output feature
maps of the current layer. Each feature map 1s a certain kind
of features organized 1n 2D. The features 1n the same output
feature map or 1n local regions of the same feature map are
extracted from iput feature maps with the same set of
neruon connection weights. The convolution operation in
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6

cach convolutional layer 34 of the convolutional feature
extraction system as shown in FIG. 4 may be expressed as

|
yj(f’) — ma>{0, i Z L) ) (D

where X' and ¥ are the i-th input feature map and the j-th
output feature map, respectively. k¥ is the convolution kernel
between the 1-th 1input feature map and the j-th output feature
map. * denotes convolution. VY is the bias of the j-th output
teature map. Herein, ReLU nonlinearity y=max(0, x) 1s used
for neurons, which 1s shown to have better fitting abilities
than the sigmoid function on large training data. Weights in
higher convolutional layers of the ConvNets are locally
shared to learn different mid- or high-level features 1n
different regions. r indicates a local region where weights are
shared.

The pooling layers 36 are configured to extract more
global and 1invariant facial features. Max-pooling 1s used 1n
the pooling layers 36 of FIG. 4, which 1s formulated as

(2)

where each neuron in the i-th output feature map y' pools
over an sxs non-overlapping local region 1n the 1-th nput
feature map x'.

The locally-connected layer 38 1s configured to extract
local facial features from input feature maps (which 1is
output feature maps of the previous layer) to form output
feature maps of the current layer. The features 1n the output
feature maps are extracted from input feature maps with
different set of neuron connection weights. In embodiments
of the present application, the locally-connected layer 38
follows the third pooling layer 36. The operation of the
locally-connected layer 38 may be expressed as

z i
yj,k _maxﬂﬂm,n *—fis{xj-s+m,k-s+n }

) (3)

| —al
A i

yﬁ.’! = ma>{0, >

where each neuron 1n the j-th output feature map 1s locally-
connected to neurons 1n the same sxs local regions 1n all
previous feature maps, followed by RelLU activation func-
tions.

The fully-connected layer 40 (which 1s used as the output
layer or DeeplD2 layer in embodiments of the present
application) may be fully-connected to at least one of the
previous convolutional layers 34, pooling layers 36, locally-
connected layers 38, or fully-connected layers 40. In the
embodiment as shown in FIG. 4, the fully-connected layer
40 of DeeplD?2 1s fully-connected to both the third pooling
layer 36 and the locally-connected layer 38 such that it sees
multi-scale features (features in the locally-connected layer
38 are more global than those 1n the third pooling layer 36).
This 1s critical to feature learning because after successive
down-sampling along the cascade, the locally-connected
layer 38 contains too few neurons and becomes the bottle-
neck for mformation propagation. Adding the by-passing-
connections between the third pooling layer 36 (referred to
as the skipping layer) and the DeeplD2 layer 40 reduces the
possible information loss 1n the locally-connected layer 38.
The output DeeplD2 layer 40 may get DeeplD?2 vector y by
rule of
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— 1 1 2
yj_max[[),z X; -wi-pj-+2 X; -wij-+bj
; ;

where x', x* denote neuron outputs (features) in the third
pooling layer 36 and the locally-connected layer 38, respec-
tively; w' and w* denote corresponding connection weights.
Neurons 1 DeeplD2 layer 40 linearly combines features in
the previous two layers (the third pooling layer 36 and the
locally-connected layer 38), followed by ReLLU non-linear-
ity. y, 1s the j-th element of a multi-dimensional real-valued
vector v, 1.¢. 1-th element of DeeplD2 vector.

In embodiments of the present application, EGM algo-
rithm 1s first used to detect a plurality of facial landmarks.
Herein, the present application 1s discussed by taking 21
tacial landmarks as an example. Each of the face images are
globally aligned by similarity transformation according to
the detected landmarks. Then a plurality of ({or example,
400) face regions are cropped, which vary in positions,
scales, color channels, and horizontal flipping, according to
the globally aligned face images and the position of the

facial landmarks. As an example, i1 there are 400 cropped
tace regions, 400 DeeplD2 vectors will be extracted by a
total of 200 deep convolutional feature extraction systems,
cach of which 1s tramned to extract two 160-dimensional
DeeplD2 vectors on one particular face region and 1its
horizontally flipped counterpart, respectively, of each face
image. To reduce the redundancy among the large number of
DeeplD2, the forward-backward greedy algorithm i1s used to
select a small number of eflective and complementary
DeeplD2 vectors (25 1n the embodiment as shown 1 FIG.
3), from which 25 160-dimensional DeeplD2 vectors are
extracted and are concatenated to a 4000-dimensional
DeeplD2 vector. The 4000-dimensional vector is further
compressed by PCA for turther face verification.

The Verification Umt (Verifier) 20

According to one embodiment of the present application,
cach of the extracted DeeplD2 may form a feature vector.
The formed vector may have, for example, 160 dimensions
as shown 1n FIG. 4. The verification unit 20 may select a
plurality of face regions of each face image to extract
DeeplD?2. For example, 1n the embodiment as shown 1n FIG.
3, 25 face regions are selected, but other quantities of the
face regions are applicable. A longer DeeplD2 vector is
formed by concatenating the extracted DeeplD2 from the
selected face regions of each face image. For example, 1n the
embodiment as shown in FIG. 3 and FIG. 4 1n which 235 fac
regions are selected, the concatenated vector may be of
160x25=4000 dimensions. Two concatenated DeeplD2 vec-
tors extracted from the selected face regions of two face
images to be compared, respectively, 1s compared by a face
verification algorithm to get a face verification score. The
face verification algorithm may be implemented using SVM,
LDA, Joint Bayesian, or other face verification models. The
concatenated DeeplD2 vectors may go through a dimen-
sionality reduction algorithm (PCA, for example) before
comparing by the face verification algorithm. A plurality of
face verification scores may be obtained by operating the
face verification algorithm on different DeeplD2 vectors
extracted from diflerent groups of selected face regions. The
plurality of face verification scores are fused by a fusing
algorithm to get a final face verification decision.

In embodiments of the present application, face verifica-
tion may be conducted by, for example, Joint Bayesian
model, which compares two (concatenated) DeeplD2 vec-
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tors extracted from two face images to be compared, respec-
tively, and output a face verification score. Joint Bayesian
models assume feature representation of a face image as the
sum of inter- and 1ntra-personal variations, both of which are
modeled as Gaussian distributions and can be estimated
from tramning data. Face verification 1s testing the log-
likelihood-ratio between the joint probabilities of two face
images given the inter- or intra-personal variation hypoth-
es1s, respectively.

In embodiments of the present application, to further
exploit the rich pool of DeeplD2 extracted from the large
number of face regions, the feature selection algorithm 1s
repeated for a plurality of (seven, for example) times, each
time choosing DeeplD2 from face regions that have not been
selected by previous feature selection steps. Then the Joint
Bayesian model 1s learned on each of one or more (for
example, seven) groups of selected DeeplD2, respectively.
The Joint Bayesian scores of each pair of compared face
images are Iused (for example, by an SVM) to get the final
tace verification decision.

The Tramning Unit (Trainer) 30
The apparatus 1000 further comprises a training unit 30
configured to train a plurality of convolutional feature
extraction systems for simultaneous identity classification
and vernfication by mputting pairs of aligned face regions
and adding identification and verification supervisory sig-
nals to the output layer 40 (DeeplD2 layer as shown 1n FIG.
5) of the convolutional feature extraction systems simulta-
neously. In one embodiment of the present application as
shown 1n FIG. 8, the training unit 30 may comprise a face
region selector

301, a vector extractor 302, an identifier 303, a verifier
304 and a determiner 305. For each of the convolutional
feature extraction systems, FIG. 7 illustrates a schematic
flowchart for training process consistent with some dis-
closed embodiments, from which the components 301-305
of the traiming unit 30 1s further discussed as below.

As shown, 1 step S701, two face region-label pairs,
which are the pairs of the aligned face regions and their
corresponding face idenfity labels, are selected by the
sample selector 301 from a predetermined traiming set. In
one embodiment, the two face region-label pairs may be
selected randomly with an equal probability of belonging to
the same or different idenfities. In step S702, the vector
extractor 302 uses the convolutional feature extraction sys-
tem with 1mtialized or previously learned weights on con-
nections between neurons to extract two DeeplD2 vectors
from the two face regions selected by selector 301 1n the two
sampled face region-label pairs, respectively, each of which
1s multi-dimensional (for example, 160-dimensional) 1n the
embodiment as shown 1n FIG. 4.

And then 1n step S703, the identifier 303 operates to
classily each of the two face regions in the two face
region-label pairs into one out of n 1dentities by a softmax
layer (not shown) following the DeeplD2 layer. Then the
identifier 303 generates 1dentification errors (1dentification
supervisory signals) by comparing the differences between
the classified 1dentity and a given ground-truth 1dentity. The
generated 1dentification errors are back-propagated through
the convolutional feature extraction system so as to adjust
welghts on connections between neurons of the convolu-
tional feature extraction system.

In one embodiment of the present application, the softmax
layer 1s used to classity each face region 1nto one of n (e.g.,
n=8192) different face identities by outputting a probability
distribution over the n classes of face identities. Softmax

layer 1s defined as:
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where p, 1s the predicted probability of being the i-th
identity,

10

linearly combines the 160-dimensional DeeplD2 x. as the 15
input of neuron j, and y; 1s its output. The convolutional
feature extraction system 1s trained to minimize the cross-
entropy loss, which 1s referred to as the identification loss,

in the softmax layer. It 1s denoted as:
20

7 A A (6)
Ideni(f, 1, 8;4) = —Z —pilogp; = -logp,
i=1

25

where 1 1s the DeeplD?2 vector, t 1s the target class, and 0_,
denotes weights on connections between neurons of the
n-way softmax layer. p, 1s the target probability distribution,
where p,=0 for all 1 except p,=1 for the target class t. p, is the
predicted probability distribution by the n-way soltmax
layer.

The verifier 304 operates to generate verification errors
(verification supervisory signals) by comparing the dissimi-
larity between the two DeepID2 vectors 1; and f, extracted
from two face regions to be compared, respectively, as
shown 1n Eq. 5. In one embodiment, the verification errors
may be generated by minmimizing dissimilarities between
DeeplD?2 extracted from face regions of the same identity
while maximizing or keeping larger than a threshold dis- 49
similarities between DeeplD2 extracted from face regions of
different 1dentities. The dissimilarities between DeeplD?2
could be but not limited to negative of L1 norm, L.2 norm,
and cosine similarity between DeeplD2. The face verifica-
tion signal may be used to encourage DeeplD2 extracted 45
from face images of the same 1dentity to be similar. Com-
monly used constraints for the verification signal include the
[L1/L.2 norm and cosine similarity. The L2 norm constraints
could be formulated as:

30

35

50
1 _ (7)
Ellﬁ _fjni if yi =1
Vﬁ'rff(ﬁa f:l.r'a y.fja QFE')=*= 1 ?
k Emax((], m — || f; _f:fllz)z it yi; =-1 55

where 1; and 1, are DeeplD2 extracted from the two face
regions in comparison. y;~1 means that {, and 1, are from the
same 1dentity. In this case, 1t mimimizes the L2 distance
between the two DeeplD2 vectors. y,=-1 means different
identities, and the L2 norm constraint requires the distance
lager than a margin m. Loss functions based on the L1 norm
could have similar formulations.

The cosine similarity constraint could be formulated as: 65

Verifl(f; f;,.0,0)=Y2(p;~0(wd+b))’ ®),

10

where

Y
S TR

1s the cosine similarity between the DeeplD2, w and b are
learnable scaling and shifting parameters, o 1s the sigmoid
function, and y,, 1s the binary target of whether the two
compared face regions belong to the same 1dentity.

The generated verification errors may be back-propagated
through the convolutional feature extraction system so as to
adjust weights on connections between neurons of the
convolutional feature extraction system. Alternatively, 1n
one embodiment of the present application, the combination
ol 1dentification and verification errors may be back-propa-
gated through the convolutional feature extraction system so
as to adjust weights on connections between neurons of the
convolutional feature extraction system.

In step S704, the identification and verification errors are
back-propagated through all layers of the convolutional
feature extraction system so as to adjust weights on con-
nections between neurons of the convolutional {feature
extraction system. In step S703, 1t 1s determined by the
determiner 305 if the tramning process 1s converged, if yes,
the process 1s terminated; otherwise i1t will repeat step
S701-S704 until the training process 1s converged such that
the weights on connections between neurons of the convo-
lutional feature extraction system are determined.

FIG. 6 shows a flowchart 1llustrating a method for face
verification consistent with some disclosed embodiments. In
FIG. 6, process 200 comprises a series of steps that may be
performed by one or more of processors 102-106 or each
module/unit of the apparatus 1000 to implement a data
processing operation. For purpose of description, the fol-
lowing discussion 1s made in reference to the situation where
cach module/unit of the apparatus 1000 1s made 1n hardware
or the combination of hardware and software. The skilled 1n
the art shall appreciate that other suitable devices or systems
shall be applicable to carry out the following process and the
apparatus 1000 are just used to be an 1llustration to carry out
the process.

At step S101, the apparatus 1000 operates to extracts
DeeplD2 from diflerent regions of face images by using
differently trained convolutional feature extraction systems,
wherein output layer neuron activations of said convolu-
tional feature extraction systems are considered as DeeplD2.
In one embodiment, the unit 10 of the apparatus 1000 may,
for example, detects 21 facial landmarks (other number of
landmarks may be applicable), such as the two eye centers,
the nose tip, and the two mouth corners, with the facial point
detection method proposed by the prior art. In embodiments
of the present application, EGM algorithm 1s first used to
detect the 21 facial landmarks (other number of landmarks
may be applicable). Each of the face images are globally
aligned by similanty transformation according to the
detected landmarks. Then a plurality of face regions are
cropped, which vary in positions, scales, color channels, and
horizontal flipping, according to the globally aligned face
images and the position of the facial landmarks. Accord-
ingly, a plurality of DeeplD2 vectors are extracted by
differently tramned deep convolutional feature extraction
systems, each of which extracts one multi-dimensional
DeeplD2 vector on one particular face region of each face
image.

And then 1n step s102, the apparatus 1000 (in particular,
the umit 10) operates to concatenate the DeeplD2 vectors.
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The concatenated long DeeplD2 vector 1s further com-
pressed by PCA for face verification.

And then 1n step S103, face verification 1s conducted by
Joint Bayesian model, which compares DeeplD2 extracted
from two face images to be compared, respectively, and
output a face verification score by the unit 30. Joint Bayesian
models take feature representation of a face image as the
sum of inter- and intra-personal variations, both of which are
modeled as Gaussian distributions and can be estimated
from tramning data. Face verification 1s testing the log-
likelithood-ratio between the joint probabilities of two face
images given the inter- or intra-personal variation hypoth-
es1s, respectively, which has closed-form solutions and 1s
cilicient.

In embodiments of the present application, to further
exploit the rich pool of DeeplD2 extracted from the large
number ol face regions, the feature selection algorithm 1s
repeated for a plurality of (for example, seven) times, each
time choosing DeeplD2 from face regions that have not been
selected by previous feature selection steps. Then the Joint
Bayesian model 1s learned on each of the seven groups of
selected DeeplD2, respectively. The seven Joint Bayesian
scores on each pair of compared face 1images are fused (for
example, by an SVM) to get the final face verification
decision.

Although the preferred examples of the present invention
have been described, those skilled in the art can make
variations or modifications to these examples upon knowing
the basic inventive concept. The appended claims 1s
intended to be considered as comprising the preferred
examples and all the vanations or modifications fell into the
scope of the present mnvention.

Obviously, those skilled in the art can make varnations or
modifications to the present mnvention without departing the
spirit and scope of the present mnvention. As such, 1f these
variations or modifications belong to the scope of the claims
and equivalent techmique, they may also fall into the scope
of the present invention.

What 1s claimed 1s:

1. An apparatus for face verification, comprising;

at least one processor and a memory having processor-

executable instructions stored therein, and the instruc-
tions when executed by the at least one processor,
configure the apparatus to:

extract DeeplD2 from different regions of face 1images by

using differently trained convolutional feature extrac-
tion systems, wherein each of the systems comprises:
a layer cascade comprising a plurality of convolutional
layers, a plurality of pooling layers, a plurality of
locally-connected layers and a plurality of fully-
connected layers, wherein an output layer of the
layer cascade 1s connected to at least one of a
previous convolutional, the pooling, the locally-con-
nected, or the fully connected layers, and 1s config-
ured to extract facial features as the DeeplD2 for
face verification from the facial features 1n the con-
nected layers, wherein the fully-connected layers are
directly connected to the locally-connected lavers
and the pooling layers, and are configured to receive
an output of the locally-connected layers as a first
input and recerve an output of the pooling layers as
a second nput; and
compare the facial features extracted by said output layer
from two face images to be compared to determine 1f
the two face 1mages are from a same 1dentity or not.

2. The apparatus of claam 1, wherein the output layer

comprises a fully-connected layer.

5

10

15

20

25

30

35

40

45

50

55

60

65

12

3. The apparatus of claim 1, wherein the apparatus 1s
turther configured to: mput pairs of face regions, an 1den-
tification supervisory signal and a verification supervisory
signal to the convolutional feature extraction systems to
adjust weights on connections between neurons of the
convolutional feature extraction systems.

4. A method for face verification, executed by a face
verification processor, comprising:

extracting DeeplD2 from different regions of face images

by using differently trained convolutional {feature
extraction systems, wherein each of systems comprises
a layer cascade comprising a plurality of convolutional
layers, a plurality of pooling layers, a plurality of
locally-connected layers, and a plurality of fully-con-
nected layers, wherein an output layer of the layer
cascade 1s connected to at least one of a previous
convolutional, the pooling, the locally-connected, or
the fully-connected layers, and 1s configured to extract
facial features as the DeeplD2 for face verification
from the facial features 1n the connected layers,
wherein the fully-connected layers are directly con-
nected to the plurality of locally-connected layers and
the plurality of pooling layers, and are configured to
receive an output of the locally-connected layers as a
first mput and receive an output of the plurality of
pooling layers as a second input and

comparing DeeplD?2 extracted from two face images to be

compared, respectively, to determine if the two face
images are from the same 1dentity or not.

5. The apparatus of claim 1, wherein each of the convo-
lutional layers 1s connected to a pooling layer, and an output
of each convolution layer 1s mputted into the pooling layer.

6. The apparatus of claim 3, wherein the output layer 1s
followed by an n-way softmax layer for classifying the
DeeplD?2 extracted from each face region mto one out of all
classes of face identities; and wherein the apparatus is
further configured to compare the classified 1dentity and a
grven ground-truth 1dentity to generate 1dentification errors,
the generated identification errors being back-propagated
through the convolutional feature extraction system to adjust

weights on connections between the neurons of the convo-
lutional feature extraction system.

7. The apparatus of claim 3, wherein the apparatus 1s
further configured to generate verification errors by com-
paring dissimilarities between two DeeplD2 vectors
extracted from two face regions, respectively; and

wherein the generated verification errors are back-propa-
gated through the convolutional feature extraction sys-
tem to adjust weights on connections between the
neurons of the convolutional feature extraction system.

8. The apparatus of claim 3, wherein for each of the
convolutional feature extraction systems, the processor and
the each of said systems co-operate to:

1) sample two face region-label pairs from a predeter-

mined training set;

2) extract the DeeplD2 from the two face regions 1n the
two sampled face region-label pairs, respectively;

3) generate 1dentification errors and verification errors
based on the DeeplD2 extracted from the two face
regions;

4) back-propagate the i1dentification errors and the veri-
fication errors through the convolutional feature extrac-
tion system to adjust weights on connections between
the neurons of the convolutional feature extraction
system; and




US 10,289,897 B2

13

5) repeat steps 1)-4) until the training 1s converged such
that the weights on connections between the neurons of
the convolutional feature extraction system are deter-
mined.

9. The apparatus of claim 1, wherein the apparatus 1s

turther configured to:

select one or more groups of DeeplD2 from the extracted
DeeplD2, each group contamming the DeeplD2
extracted from a plurality of face regions of each face
1mage;

compare the selected one or more groups of DeeplD2 to
output one or more face verification scores; and

fuse the one or more face verification scores to make a
single face verification decision.

10. The apparatus of claim 1, wherein each of the con-
volutional layers contains a plurality of neurons with local
receptive fields and shared connection weights among the
neurons or subsets of the neurons 1n the convolutional layer.

11. The apparatus of claim 7, wherein the dissimilarities
between the two DeeplD?2 vectors comprise negative of L1
norm, L2 norm, or cosine similarity between the two
DeeplD2 vectors.

12. The method of claim 4, wherein the method further
COmMprises:

training a plurality of convolutional feature extraction
systems for simultaneous identity classification and
verification by inputting pairs of face regions, an 1den-
tification supervisory signal and a verification supervi-
sory signal so as to adjust weights on connections
between neurons of the convolutional feature extrac-
tion systems.

13. The method of claim 12, wherein the output layer

comprises a fully-connected layer.
14. The method of claim 12, wherein the training further
COmprises:
classitying the DeeplD?2 extracted from each face region
into one out of all classes of face i1dentities;
comparing the classified identity and a given ground-truth
identity to generate identification errors; and
back-propagating the generated identification errors
through the convolutional feature extraction system to
adjust weights on connections between the neurons of
the convolutional feature extraction system.
15. The method of claim 12, wherein the training further
COmMprises:
comparing dissimilarities between two DeeplD2 vectors
extracted from two face regions to be compared,
respectively, to generate verification errors; and
back-propagating the generated verification errors
through each convolutional feature extraction system to
adjust weights on connections between the neurons of
the convolutional feature extraction system.
16. The method of claim 12, wherein the training further
COmMprises:
classityving the DeeplD2 extracted from each face region
into one out of all classes of face i1dentities;
comparing the classified identity and a given ground-truth
identity to generate 1dentification errors;
comparing dissimilarities between two DeeplD2 vectors
extracted from two face regions to be compared,
respectively, to generate verification errors; and
back-propagating a combination of the generated verifi-
cation errors and the generated identification errors
through each convolutional feature extraction system to
adjust weights on connections between the neurons of
the convolutional feature extraction system.
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17. The method of claam 13, wherein the comparing
further comprises:

selecting one or more groups of DeeplD2 from the
extracted DeeplD2, each group containing the
DeeplD?2 extracted from a plurality of face regions of
cach face image;

comparing the selected one or more groups of DeeplD2 to
output one or more face verification scores; and

fusing the one or more face verification scores to make a
single face verification decision.

18. The method of claim 4, wherein each of the convo-
lutional layers contains a plurality of neurons with local
receptive fields and shared connection weights among the
neurons or subsets of the neurons 1n the convolutional layer.

19. The method of claim 12, wherein for each of the
convolutional feature extraction systems, the training further
COmprises:

1) sampling two face region-label pairs from a predeter-

mined training set;

2) extracting the DeeplD2 from the two face regions in the
two sampled face region-label pairs, respectively, by
the convolutional feature extraction system;

3) generating identification errors and verification errors
by using the DeeplD2 extracted from the two face
regions;

4) back-propagating the identification and verification
errors through the convolutional feature extraction sys-
tem to adjust weights on connections between the
neurons of the convolutional feature extraction system;
and

5) repeating steps 1)-4) until the tramning 1s converged
such that the weights on connections between the
neurons ol the convolutional feature extraction system
are determined.

20. A method for tramning a convolutional feature extrac-
tion system, executed by a face verification processor,
comprising;

1) sampling two face region-label pairs from a predeter-

mined training set;

2) extracting DeeplD2 from the two face regions in the
two sampled face region-label pairs, respectively;

3) classitying the DeeplD2 extracted from each face
region mto one out of all classes of face i1dentities;

4) comparing the classified identity and a given ground-
truth identity to generate 1dentification errors;

5) generating verification errors by mimmizing dissimi-
larities between the DeeplD2 extracted from face
regions of the same 1dentity while maximizing dissimi-
larities between the DeeplD2 extracted from face
regions of different identities;

6) back-propagating a combination of the generated veri-
fication errors and the generated identification errors
through the convolutional feature extraction system to
adjust weights on connections between neurons of the
convolutional feature extraction system, wherein the
convolutional feature extraction system comprises a

layer cascade comprising a plurality of convolutional
layers, a plurality of pooling layers, a plurality of
locally-connected layers and a plurality of fully-con-
nected layers, wherein the fully-connected layers are
directly connected to the locally-connected layers and
the plurality of pooling layers, and are configured to
receive an output of the plurality of locally-connected
layers as a first mput and receive an output of the
plurality of pooling layers as a second input; and
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7) repeating steps 1)-6) until the training 1s converged
such that the weights on connections between the
neurons ol the convolutional feature extraction system
are determined.
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