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ACTOR LIST

ACTOR NAME : RACHAEL L
CHARACTER NAME : CAROL

ACTOR NAME : ANGELA HU
CHARACTER NAME : LILY

ACTOR NAME : JOAN DONG
CHARACTER NAME : VIVIAN

FIG. D
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BARRAGE MESSAGE PROCESSING

TECHNICAL FIELD

This invention relates generally to the field of network
video technology, and more specifically, to barrage message
processing.

BACKGROUND

With the rapid development of video technology and
computer technology, barrage (also called bullet screen)
messaging 1s widely used 1n the field of network video as a
new way ol browsing video. A user can use a barrage
messaging function to submit comments which may be
shown on the video screen, so that the user may watch other
users’ comments when he/she watches the video. In this
case, the user may share his/her feelings of the same video
with others. Furthermore, the barrage messaging function
can be used on a browsing 1mage also, so that the users may
share their feelings with others while reviewing the same
image. A better watching experience 1s provided this way.

However, if there are too many barrage messages, the
content of the video would be covered by the barrage
messages. Moreover, there may be unnecessary and irrel-
cvant barrage messages for users. In both cases, some users
may like to discontinue use of the barrage function. There-
fore, 1t becomes 1mportant to make the barrage messages
displayed more reasonably and relevantly.

SUMMARY

In general, example embodiments of the present disclo-
sure provide an approach for displaying a barrage message.
Specifically, one or more objects and location imnformation
for each object 1 a frame of a video are 1dentified. A barrage
message to be displayed in the frame of the wvideo 1s
obtained. The barrage message 1s displayed without cover-
ing any object in the frame.

One aspect of the present invention includes a computer-
implemented method for displaying a barrage message,
comprising: 1dentifying one or more objects 1n a frame of a
video; determining a location information related to each of
the one or more objects; obtaining the barrage message to be
displayed in the frame of the video; and displaying the
barrage message without covering the one or more objects in
the frame.

Another aspect of the present invention includes a com-
puter program product for displaying a barrage message, and
program 1nstructions stored on the computer readable stor-

age device, to: 1dentily one or more objects 1 a frame of a
video; determine a location information related to each of
the one or more objects; obtain the barrage message to be
displayed 1n the frame of the video; and display the barrage
message without covering the one or more objects 1n the
frame.

Yet another aspect of the present invention includes a
computer system for displaying a barrage message, the
computer system comprising: a memory medium compris-
ing program instructions; a bus coupled to the memory
medium; and a processor for executing the program instruc-
tions, the 1nstructions causing the system to: identify one or
more objects 1n a frame of a video; determine a location
information related to each of the one or more objects;
obtain the barrage message to be displayed in the frame of
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the video; and display the barrage message without covering
the one or more objects 1n the frame.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

These and other features of this mvention will be more
readily understood from the following detailed description
ol the various aspects of the invention taken in conjunction
with the accompanying drawings 1n which:

FIG. 1 1s a block diagram of an electronic device suitable
for implementing embodiments of the present invention;

FIG. 2 1s a block diagram of an environment where
embodiments of the present invention can be implemented;

FIG. 3 1s a flowchart of a method for processing barrage
messages 1n accordance with embodiments of the present
invention;

FIG. 4 1s a flowchart of a method for obtaining informa-
tion of character object(s) 1n accordance with embodiments
of the present invention;

FIG. 5§ shows an example of an actor list related to FIG.
6A-FIG. 6C 1n accordance with embodiments of the present
invention;

FIG. 6 A shows an example of an original frame of a
video/an 1mage in accordance with embodiments of the
present 1nvention;

FIG. 6B shows an example of i1dentified objects of the
original frame of a video (the image in FIG. 6A) 1n accor-
dance with embodiments of the present invention; and

FIG. 6C shows an example of the frame of a video (the
image 1n FIG. 6 A with the processed barrage messages) 1n
accordance with embodiments of the present invention.

The drawings are not necessarily to scale. The drawings
are merely representations, not intended to portray specific
parameters of the mvention. The drawings are intended to
depict only typical embodiments of the invention, and
therefore should not be considered as limiting 1n scope. In
the drawings, like numbering represents like elements.

DETAILED DESCRIPTION

[llustrative embodiments will now be described more
tully herein with reference to the accompanying drawings, 1n
which illustrative embodiments are shown. It will be appre-
ciated that this disclosure may be embodied in many difler-
ent forms and should not be construed as limited to the
illustrative embodiments set forth herein. Rather, these
embodiments are provided so that this disclosure will be
thorough and complete and will fully convey the scope of
this disclosure to those skilled in the art.

Furthermore, the terminology used herein 1s for the pur-
pose ol describing particular embodiments only and 1s not
intended to be limiting of this disclosure. As used herein, the
singular forms “a”, “an”, and “the” are intended to include
the plural forms as well, unless the context clearly indicates
otherwise. Furthermore, the use of the terms “a”, “an”, etc.,
do not denote a limitation of quantity, but rather denote the
presence ol at least one of the referenced items. Further-
more, similar elements 1n different figures may be assigned
similar element numbers. It will be further understood that
the terms “comprises” and/or “comprising”’, or “includes”™
and/or “including”, when used in this specification, specily
the presence of stated features, regions, integers, steps,
operations, elements, and/or components, but do not pre-
clude the presence or addition of one or more other features,
regions, 1tegers, steps, operations, elements, components,

and/or groups thereof.
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Unless specifically stated otherwise, 1t may be appreciated
that terms such as “processing”, “detecting”, “determining’’,
“evaluating”, “recerving”, or the like, refer to the action
and/or processes of a computer or computing system, or
similar electronic data center device, that manipulates and/or
transforms data represented as physical quantities (e.g.,
clectronic) within the computing system’s registers and/or
memories mto other data similarly represented as physical
quantities within the computing system’s memories, regis-
ters or other such information storage, transmission, or
viewing devices. The embodiments are not limited 1n this
context.

As stated above, embodiments of the present invention
provide approaches for displaying a barrage message. Spe-
cifically, one or more objects and location imnformation for
cach object in a frame of a video are i1dentified. A barrage
message to be displayed in the frame of the wvideo 1s
obtained. The barrage message 1s displayed without cover-
ing any object 1n the frame.

Reference 1s first made to FIG. 1, in which an exemplary
clectronic device or computer system/server 12 which 1s
applicable to implement the embodiments of the present
disclosure 1s shown. Computer system/server 12 1s only
illustrative and 1s not intended to suggest any limitation as
to the scope of use or functionality of embodiments of the
disclosure described herein.

As shown 1n FIG. 1, computer system/server 12 1s shown
in the form of a general-purpose computing device or
system. The components of computer system/server 12 may
include, but are not limited to, one or more processors or
processing units 16, a system memory 28, and a bus 18 that
couples various system components including system
memory 28 to processor 16.

Bus 18 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-
tectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnect

(PCI) bus.

Computer system/server 12 typically includes a varniety of
computer system readable media. Such media may be any

available media that 1s accessible by computer system/server
12, and 1t includes both volatile and non-volatile media,
removable and non-removable media.

System memory 28 can include computer system readable
media in the form of volatile memory, such as random
access memory (RAM) 30 and/or cache memory 32. Com-
puter system/server 12 may further include other removable/
non-removable, volatile/non-volatile computer system stor-
age media. By way of example only, storage system 34 can
be provided for reading from and writing to a non-remov-
able, non-volatile magnetic media (not shown and typically
called a “hard drnive™). Although not shown, a magnetic disk
drive for reading from and writing to a removable, non-
volatile magnetic disk (e.g., a “tloppy disk™), and an optical
disk drnive for reading from or wrting to a removable,
non-volatile optical disk such as a CD-ROM, DVD-ROM or
other optical media can be provided. In such instances, each
can be connected to bus 18 by one or more data media
interfaces. As will be further depicted and described below,
memory 28 may include at least one program product having,
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a set (e.g., at least one) of program modules that are
configured to carry out the functions of embodiments of the
disclosure.

Program/utility 40, having a set (at least one) of program
modules 42, may be stored in memory 28 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an 1mple-
mentation of a networking environment. Program modules
42 generally carry out the functions and/or methodologies of
embodiments of the disclosure as described herein.

Computer system/server 12 may also communicate with
one or more external devices 14 such as a keyboard, a
pointing device, a display 24, and the like. One or more
devices that enable a user to interact with computer system/
server 12; and/or any devices (e.g., network card, modem,
ctc.) that enable computer system/server 12 to communicate
with one or more other computing devices. Such commu-
nication can occur via input/output (I/0) interfaces 22. Still
yet, computer system/server 12 can communicate with one
or more networks such as a local area network (LAN), a
general wide area network (WAN), and/or a public network
(e.g., the Internet) via network adapter 20. As depicted,
network adapter 20 communicates with the other compo-
nents of computer system/server 12 via bus 18. It should be
understood that although not shown, other hardware and/or
soltware components may be used 1 conjunction with
computer system/server 12. Examples, include, but are not
limited to: microcode, device drivers, redundant processing
units, external disk drive arrays, RAID systems, tape drives,
and data archival storage systems, and the like.

In computer system/server 12, I/O interfaces 22 may
support one or more of various different input devices that
can be used to provide input to computer system/server 12.
For example, an input device may include a user device such
keyboard, keypad, touch pad, trackball, and the like. An
input device may implement one or more natural user
interface technmiques, such as speech recognition, touch and
stylus recognition, recognition of gestures i contact with
the input device and adjacent to the input device, recognition
of air gestures, head and eye tracking, voice and speech
recognition, sensing user brain activity, and machine intel-
ligence. It 1s appreciated that the computer system/server 12
as 1llustrated in FIG. 1 1s only an example of the computing
device 1n which the embodiments of the present disclosure
may be implemented. In one embodiment, the embodiments
of the present disclosure may be implemented 1n a distrib-
uted computing system, for example, 1n a cloud computing
environment.

It 1s appreciated that the computer system/server 12 as
illustrated 1n FIG. 1 1s only an example of the computing
device in which the embodiments of the present disclosure
may be implemented. The embodiments of the present
disclosure may be implemented 1n other computing device
or computing system.

It 1s to be understood that the description of barrage
message processing 1s provided for the purpose of illustra-
tion to help those of ordinary skill in the art to understand
and 1mplement the present invention, without suggesting
any limitations as to the scope of the invention. This
disclosure also may be used for image/webpage barrage
message processing, etc. It will not depart from the scope
and spirit of the described embodiments.

Exemplary embodiments of the present disclosure will be
described in detail below. FIG. 2 shows a schematic block




US 10,284,306 B2

S

diagram of an environment 200 in which the exemplary
embodiments of the present disclosure may be implemented.
The environment 200 comprises a first user device 210, a
second user device 220, and a server 230. Each of the user
devices 210 and 220 may be any appropriate electronic
device, examples of which include, but not limited to, one or
more of the following: a desk computer, a portable com-
puter, a tablet computer, a personal digital assistant (PDA),
a cellular phone, a smart phone, and the like. The server 230
may store video, a picture, or a webpage which includes an
image and/or video. In an embodiment, the server 230 may
be a cloud server. The server 230 may be implemented using,
any appropriate computer/server (e.g., the computer/server
12 described above with the reference to FIG. 1).

Referring again to FIG. 2, the server 230 may provide
access to the user device 210 or 220. The communication
medium between user devices 210 and 220 and server 230
includes, but 1s not limited to, network connections such as
the Internet, wide area network, local area network, metro-
politan area network, and the like; telecommunication net-
works such as 2G, 3G, 4G telecommunication networks:
near-field communications such as infrared, Bluetooth, and
the like.

FIG. 3 shows a flowchart of a method 300 for processing,
barrage messages in accordance with an exemplary embodi-
ment of the present invention. As described herein, the
method 300 may be implemented by the server 230 for
processing barrage messages and then send the processed
barrage messages together with the corresponding video/
image to the user device (210, 220) for displaying. Alter-
natively, the method 300 may be implemented by the user
device (210, 220) which gets barrage messages together
with the corresponding video/image then processes the
barrage messages for display.

As shown, the method 300 comprises step S301, in which
user’s preference information 1s obtained. In one embodi-
ment, a user’s profile 1s used to record the user’s preference
information. Optionally, the content of the user’s profile may
be mput by the user himself/hersell or may be generated
either based on the user-related information collected by the
server 230/user device 210 or 220, or the information
collected from the user-related social network account(s). In
one embodiment, NLP (Natural Language Processing) is
used 1n collecting information. Specifically, step S301 may
be implemented by existing NLP technologies (e.g., seman-
tic analysis). Semantic analysis 1s a technology for analyzing
web pages to get the descriptive keywords which are related
to the predefined topic. A user’s profile 1s used to record
information associated with the user (for example, 1t may
comprise an 1tem about the user’s favorite actor).

The following 1s an example of user’s profile.

TABLE 1
User Favorite Favorite Favorite Favorite
Name  Actor Character Movie Type Movie(s)
Annie  Angela Hu  Lily Comedy I Love Movies

It 1s to be understood that the example above 1s for
purposes of illustration and 1s not intended to be exhaustive
or limited to the embodiments disclosed. It will be apparent
to those of ordinary skill in the art to set any other infor-
mation 1items as they need. It won’t depart from the scope
and spirit of the described embodiments.

In another implementation, a user’s preference informa-
tion may be determined by using a camera to capture the
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user’s visual focus when the user 1s watching the video. In
one implementation, the eye-tracking technology may be
used to capture the user’s visual focus. An eye tracker 1s a
device for measuring eye positions and eye movement. It
should be understood that any other suitable ways, either
currently known or to be developed in the future, can be
applied to determine the user’s visual focus. It 1s to be
understood that step S301 1s an optional step which can be
omitted 1f the user’s information 1s not required in the
method 300.

Then 1 step S310, one or more objects in a frame of a
video or an 1mage are identified. It 1s to be understood that
processing for a frame of a video 1llustrated herein 1s just for
the purpose of explanation, since the video usually com-
prises a plurality of frames which may be processed one by
one in the same way. In one example, step S310 may be
implemented by using existing object recognition technol-
ogy 1n the field of image processing. For example, the object
recognition technology may be used for identifying each
object 1n an 1mage or a frame. An example ol object
recognition technology comprises: a recognition module 1s
trained with database including known objects and corre-
sponding labels of the known objects as input first; then the
image to be 1dentified 1s mput into the recognition module
which may be one or more output objects to be i1dentified
included in the image and their labels which shows the
object’s attribute. Each object in the output may be marked
with a location in the original image (for example the
boundary of the object 1s marked). The outputted label
corresponding to the object 1s used to indicate what the
object 1s, such as people, piano, table, etc. By way of
example, 11 the object 1n an 1mage 1s a cat, the label may be
“cat”, 1f the object 1n an 1mage 1s a person, the label may be
“people”. In an embodiment of this invention, one or more
ol the following appearance-based methods may be used to
implement step S310: Edge Matching, Divide-and-Conquer
Search, Greyscale Matching, or the like. In another embodi-
ment of present mvention, one or more of the following
teature-based methods may be used to implement step S310:
Interpretation Trees, Hypothesize and Test, Pose Consis-
tency, Pose Clustering, or the like. After recognizing each
object’s location and/or its label, the information of the
object’s location and/or its label would be stored as the
object’s metadata. FIG. 6 A shows an example of an original
frame of a video (1.e., an 1mage), and FIG. 6B shows an
example of identified objects for the original frame of video
in FIG. 6A. For the purpose of protecting privacy, the faces
of the objects are blurred. The label and location information
are determined together with each object 1tself and saved as
the object’s metadata. In one embodiment, the object’s
location 1s 1dentified by cross-ordinate of each point on the
object’s contour. It 1s to be understood that FIG. 6B only
shows a sketch of the objects. In fact, the contour may be
smoother and closer to the object with more points. FIG. 6B
shows the metadata of the objects which may be saved
separately or with the image. The detailed information
related to objectl shown in FIG. 6B 1s for the purpose of
explanation. Location and label information for other
objects may also be obtained.

In one embodiment, a user pays attention to each char-
acter of a video, such as 1n a film or TV series. So preferably,
one or more character objects may be identified from the
identified objects. The term “character” refers to an enfity
having a role in the video. For example, for a normal movie,
the person in the movie 1s a character, while for a cartoon,
a cartoon animal may be the character. The term “character
object” refers to the object which 1s a character in the video
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or identified as a character by the user. Preferably, step S310
turther comprises steps of 1dentifying a character object and
its information.

Referring now to FIG. 4, a flowchart of a method for
obtaining mformation of a character object 1n accordance
with embodiments of the present disclosure 1s shown. In step
S410, a character object 1s 1dentified from any number of
identified objects. In one embodiment, an object 1s deter-
mined as a character object of the video by the user. For
example, objectl and object2 1n FIG. 6B may be determined
as character objects by the user directly. In another embodi-
ment, the label of an object 1s used to identily a character
object. In this embodiment, a label of a character of the
video 1s first obtained. As mentioned before, the label of a
character may be mput by the user or obtained by object
recognition technology. The label of each 1dentified object 1s
then used to compare with the label of the characters of the
video/image. Each object with the matched label 1s 1denti-
fied as a character object. For example, the label of charac-
ters 1n FIG. 5 1s obtained as “people”. The labels of objectl
and object2 1 FIG. 6B are obtained as “people”. These two
objects are 1dentified as character objects of the video. Since
the label of object3 i1s “piano™, the object 3 won’t be
identified as a character object.

Referring back to FIG. 4, 1n step S430, information of
cach character object 1s obtained and saved as metadata. For
example, information of objectl and object2 shown 1n FIG.
6B are obtained. In one embodiment, the information com-
prises character name and/or actor name. Here, face recog-
nition technology may be used which compares each object
with the original character data, such as an actor list or poster
comprising actors’ photos and corresponding character/actor
name, to identily every object’s character name and/or
actor’s name. Then, the character name and/or the actor’s
name 1s obtained and saved as the object’s metadata. By way
of example, the 1mage of objectl mn FIG. 6B 1s found to
match one photo in the actor list shown 1n FIG. 5. The actor
name (Rachael L1) and the character name (Carol) corre-
sponding to this photo would be saved as the metadata of
objectl.

In one embodiment, topical crawler and/or semantic
analysis technology are used to get additional imnformation
about the actor based on the object’s character/actor name.
Then, all or part of the object’s information can be saved as
the object’s metadata. By way of example, in FIG. 6B, for
the object2's actor name as “Angela Hu”, topical crawler and
semantic analysis technology can be used to find that Hu
starred 1n another movie named “I Love Movies,” so “I Love
Movies” may also be saved as metadata of object2. Topical
crawler 1s a technology for collecting web pages whose topic
1s the same as predefined ones. It 1s to be understood that the
topical crawler and semantic analysis technology are just
examples, as similar technologies known by those of ordi-
nary skill 1in the art may be used to obtain the information
related to character objects.

In another alternative embodiment, step S310 further
comprises step S320 of sorting 1dentified objects for a frame
of a video. For the purpose of explanation, the following
description 1s about sorting identified objects, but 1t 1s to be
understood that step S320 may be used to sort the 1dentified
objects or the 1dentified character objects, depending on the
user’s choice or the need of implementation. Furthermore,
the objects may be sorted based on background data. In one
embodiment, the background data 1s the data input by the
user. In other words, sorting may be based on user mput.

In another embodiment, the background data comprises
information corresponding to the identified objects. For
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example, the information may comprise original character
data for a character object. All objects are compared with the
original character data, such as an actor list or poster
comprising actors’ photos. The sorting in the actor list 1s
used to generate the sorting of the objects, so that 1t 1s
consistent with the sorting of the original character data. By
way ol example, for the objects 1n FIG. 6B, objectl would
be ranked first, and object 2 would be ranked second through
a comparison with the actor list shown in FIG. 5.

In yet another embodiment, the background data com-
prises search volume data from the Internet related to the
identified object (1.¢., the object with higher search volume
data has a higher rank). In yet another embodiment, the
background data comprises a size of the identified objects.
Under this circumstance, the size of each identified object 1s
obtained. All objects are then sorted according to their size
(1.e., the object with larger size 1s ranked higher). In yet
another embodiment, the objects may be sorted based on any
combination of the methods described above. Preferably,
different weighting may be assigned to different kinds of
background data. The sorting would then be determined
based on the combination of more than one type of back-
ground data with different weighting.

In yet another embodiment, the background data com-
prises the user’s preference information recorded in the
user’s profile. The preference information 1s compared with
the metadata of all identified objects. The rank of the
matched object would be set the highest. For example, in
FIG. 6B, the actor name “Angela Hu” in the object2’s
metadata 1s found to match the user’s favorite actor through
comparing the object’s metadata with the user’s profile, then
the rank of object2 1s set to first. The rest of the objects are
sorted based on any one or the combination of the ways
described above.

In yet another embodiment, the background data com-
prises a specific 1dentified object which 1s a visual focus of
the user. The rank of the specific identified object is set the
highest with the rest of the objects sorted based on any one
or a combination of the above ways. If there 1s more than one
object obtaining the user’s visual focus, the sort may be
determined by the duration of focus, etc. It 1s to be under-
stood that any suitable technology, either currently known or
to be developed 1n the future, can be applied to get a user’s
visual focus. It 1s also to be understood that the actor list or
the poster 1s just an example. Other profile mformation
which contains the actor’s photo, basic information and rank
may also be used.

Referring back to FIG. 3, at step S330, any number of
barrage messages 1s obtained. It 1s to be understood that any
suitable technology, either currently known or to be devel-
oped 1n the future, can be applied to obtain barrage mes-
sages. In one optional embodiment, a step S340 of filtering
barrage messages 1s further included. For example, a thresh-
old N may be set. The filtering will not be executed if the
number of barrage messages does not exceed the threshold
N. Then all received barrage messages would be displayed.
Otherwise, the filtering would be executed.

The threshold N may either be set by the user or generated
by server S230/user device 210 or 220 based on how the
number of previous barrage messages impact display on a
screen. Optionally, the barrage messages to be displayed
may be the first N received messages or selected randomly.
Preferably, a barrage message would not be filtered out 11 1t
matches the metadata of any object 1n the frame to be
displayed. For example, 1f the recogmzed keyword “Carol”
for a barrage message “Carol wears makeup today™ matches
an object’s metadata “Carol”, then the barrage message
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would be retamned and displayed. Preferably, a barrage
message related to an object with a lower rank 1n sorting 1s
filtered out 1n response to a number of the barrage messages
exceeding the defined threshold. Preferably, a barrage mes-
sage which does not match a user’s preference would be
filtered out based on the user’s profile. For example, if,
according to the user profile, the user’s favorite actor is
Rachael L1, then a negative barrage message about actor
Rachael L1 would be filtered out. Optionally, if a user’s
visual focus usually shows his/her interested object(s), then
a barrage message 1rrelevant to the object(s) would be
filtered out. Preferably, a barrage message may be filtered
out based on the combination of the above rules.

Although step S310 1s executed after step S301, and step
S330 1s executed after step S310 1n FIG. 3, it 1s to be noted
that the execution sequences of the steps S301, S310, and
S330 are not limited thereto, but may be arbitrary. It 1s also
possible to execute step S330 prior to step S310 and/or step
S310 prior to the S301, and 1t 1s also possible to execute
steps S310 and S301, S330 and S310 substantially in par-
allel. Without explicit defimtion of a sequence, the steps
defined 1n the claims should not be mterpreted with limita-
tion of any specific sequence.

After identifying the objects and obtaiming the barrage
messages, 1n step S350, the barrage messages are displayed
in the video without covering the objects. There are various
ways of displaying barrage messages. In one embodiment, a
barrage message 1s drawn frame by frame so that the barrage
message 1s shown on the video after being drawn. In another
embodiment, an interface 1s used to define a barrage mes-
sage’s 1nitial location and survival time so that the barrage
message would be displayed as a predefined configuration
during the predefined survival time. The detailed description
1s not provided here since these two ways of displaying
barrage messages are well known by those of ordinary skall
in the art.

In one embodiment, a barrage message 1n scope ol an
object’s location 1s set to be transparent. In another embodi-
ment, the barrage message 1s displayed by bypassing the
scope of the object’s location. In another embodiment, the
barrage message 1s displayed by destroying the barrage
message 1n the scope of the object’s location. In yet another
embodiment, a new barrage message with the same content
ol the destroyed one 1s generated 1n another location which
1s not 1n the scope of the object’s location.

Optionally, a barrage message related to one or more
certain objects would be displayed nearby the objects. It 1s
to be understood 11 the barrage message 1s not related to any
object, 1t may be displayed without covering any object. If
a barrage message 1s related to more than one object, 1n one
embodiment, it may be displayed nearby the object with
higher rank. In another embodiment, 1t may be displayed
nearby the object which matches the user’s preference.
Preferably, when there are too many barrage messages, the
object ranked first would not be covered 1n priority, and so
on. In another embodiment, for the purpose of better inter-
action, preferably one or more objects may be covered by a
picture (1.e., an 1mage) or pictures based on the topic of the
barrage message. In one embodiment, a picture database 1s
turther provided in which every picture has metadata com-
prising one or more related keywords. For example, a
picture of a mouth in the database has metadata to record the
keyword “mouth” and “kiss”. And the keyword “Lily” and
“kiss” are determined in a barrage message “Want to kiss
Lily, she 1s so cute!” since the keyword “Lily” 1s found to
match the metadata of object2, and the keyword “kiss™ 1s
found to match the metadata of a picture of a mouth 1n the
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picture DB. Then, as shown 1n FIG. 6C, the face of object2
1s covered by a picture of a mouth from the picture database.
In another embodiment, the picture to cover the object may
be obtained from the Internet. In this way, audiences may
have more interaction and fun during using a barrage
function. It 1s to be noted that the duration of covering by a
picture may be a predefined duration (e.g., 5 seconds), 1n
another way, the covering may be stopped by the user.

In an embodiment of the present invention, a pre-process-
ing solution may be adopted. In the pre-processing solution,
step S310 may be performed to deal with the video which 1s
stored 1 server 230. Steps 330 through 350 would be
performed later in response to a user opening a barrage
function or a user request to start this method/system. Upon
adoption of the pre-processing solution, pre-processing of
the video may be imitiated 1n response to uploading of the
video or in response to the 1dle status of the server. It may
also be mitiated periodically. By using the pre-processing
solution, the processed video may be prepared before recerv-
ing a user request, which may eifliciently utilize the idle
status of the server to complete the steps of video processing
and reduce system pressure when a user starts this method/
system. And when facing requests from plurality users of the
same video, the pre-processing solution is able to perform
above the processing steps only once.

In another embodiment of the present invention, a real-
time processing solution may be adopted. In the real-time
processing solution, in response to a user starting a barrage
function or requesting to start this system/method, process-
ing ol a video or barrage message 1s performed. That 1s, the
method 300 as shown in FIG. 3 1s performed on the server
230 or on the user device 210 or 220. By using the real-time
processing solution, the video of a live show may be
processed, and 1t 1s possible that only the video needed to be
processed 1s processed. By way of example, for a video 1n
which no user requests to open a barrage function, no
processing needs to be performed, so that the real-time
processing solution may avoid the processing of this kind of
video and may not need to occupy memory space to store the
result of processing. It 1s to be understood that when the
real-time processing solution 1s adopted on the server 230,
for each frame 1n a video, the step S310 1s only processed
once and then the processed result 1s stored. When another
user who 1s watching the same video requests to start this
system/method or opens the barrage function, there 1s no
need to perform step S310 again, and the processed video
may be obtained directly from memory.

It 1s to be understood that the pre-processing solution may
be implemented by the server 230, or other servers, which 1s
not limited by this mvention. Similarly, a processed video
with 1dentified objects and related metadata may be stored in
the server 230, or other servers. Identified objects and
related metadata may be stored separately or together. In
addition, 1n processing a video, object recognition and NLP
may be implemented by diflerent servers.

In an embodiment of the present invention, an nitiation
mechanism for the methods described 1n above embodi-
ments 1s provided. By way of example, a switch may be set
for a user. When the switch 1s on, any barrage message
related to the video that the user 1s watching may be
processed by said methods. When the switch 1s off, barrage
messages will not be processed and will be presented on the
video without using the methods 1n the above embodiments.
In an embodiment of the present invention, the above 1nitiate
mechanism 1s to be mitiated 1n at least one of step S301,

5310, and step S330.
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Some of the functional components described in this
specification have been labeled as systems or units 1n order
to more particularly emphasize their implementation inde-
pendence. For example, a system or unit may be imple-
mented as a hardware circuit comprising custom VLSI
circuits or gate arrays, oil-the-shelf semiconductors such as
logic chips, transistors, or other discrete components. A
system or unit may also be implemented 1n programmable
hardware devices such as field programmable gate arrays,
programmable array logic, programmable logic devices, or
the like. A system or unit may also be implemented in
software for execution by various types of processors. A
system or unit or component of executable code may, for
instance, comprise one or more physical or logical blocks of
computer istructions, which may, for instance, be organized
as an object, procedure, or function. Nevertheless, the
executables of an identified system or unit need not be
physically located together, but may comprise disparate
instructions stored 1n different locations which, when joined
logically together, comprise the system or unit and achieve
the stated purpose for the system or unit.

Further, a system or unit of executable code could be a
single istruction, or many 1instructions, and may even be
distributed over several diflerent code segments, among
different programs, and across several memory devices.
Similarly, operational data may be 1dentified and illustrated
herein within modules, and may be embodied 1n any suitable
form and organized within any suitable type of data struc-
ture. The operational data may be collected as a single data
set, or may be distributed over diflerent locations including

over diflerent storage devices and disparate memory
devices.

Furthermore, systems/units may also be implemented as a
combination of software and one or more hardware devices.
For instance, program/utility 40 may be embodied in the
combination of a software executable code stored on a
memory medium (e.g., memory storage device). In a further
example, a system or unit may be the combination of a
processor that operates on a set of operational data.

As noted above, some of the embodiments may be
embodied 1n hardware. The hardware may be referenced as
a hardware element. In general, a hardware element may
refer to any hardware structures arranged to perform certain
operations. In one embodiment, for example, the hardware
clements may include any analog or digital electrical or
clectronic elements fabricated on a substrate. The fabrica-
tion may be performed using silicon-based integrated circuit
(IC) techniques, such as complementary metal oxide semi-
conductor (CMOS), bipolar, and bipolar CMOS (BiCMOS)
techniques, for example. Examples of hardware elements
may 1include processors, microprocessors, circuits, circuit
clements (e.g., transistors, resistors, capacitors, inductors,
and so forth), mtegrated circuits, application specific inte-
grated circuits (ASIC), programmable logic devices (PLD),
digital signal processors (DSP), field programmable gate
array (FPGA), logic gates, registers, semiconductor devices,
chips, microchips, chip sets, and so forth. However, the
embodiments are not limited in this context.

Any of the components provided herein can be deployed,
managed, serviced, etc., by a service provider that offers to
deploy or integrate computing inirastructure with respect to
a process for barrage message processing. Thus, embodi-
ments herein disclose a process for supporting computer
infrastructure, comprising integrating, hosting, maintaining,
and deploying computer-readable code into a computing
system (e.g., computer system/server 12), wherein the code
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in combination with the computing system 1s capable of
performing the functions described herein.

In another embodiment, the invention provides a method
that performs the process steps of the mvention on a sub-
scription, advertising, and/or fee basis. That 1s, a service
provider, such as a Solution Integrator, can ofler to create,
maintain, support, etc., a process for barrage message pro-
cessing. In this case, the service provider can create, main-
tain, support, etc., a computer infrastructure that performs
the process steps of the invention for one or more customers.
In return, the service provider can receive payment from the
customer(s) under a subscription and/or fee agreement,
and/or the service provider can receive payment from the
sale of advertising content to one or more third parties.

Also noted above, some embodiments may be embodied
in software. The software may be referenced as a software
clement. In general, a software element may refer to any
soltware structures arranged to perform certain operations.
In one embodiment, for example, the software elements may
include program instructions and/or data adapted for execu-
tion by a hardware element, such as a processor. Program
instructions may include an organized list of commands
comprising words, values, or symbols arranged 1n a prede-
termined syntax that, when executed, may cause a processor
to perform a corresponding set of operations.

The present invention may also be a computer program
product. The computer program product may include a
computer readable storage medium (or media) having com-
puter readable program instructions thereon for causing a
processor to carry out aspects of the present mnvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network
(for example, the Internet, a local area network, a wide area
network and/or a wireless network). The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface 1n each computing/processing
device receives computer readable program instructions
from the network and routes the computer readable program
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instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program 1instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent 1nstructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program 1instructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1n order to perform aspects of the
present mvention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an document of manufacture
including mstructions which implement aspects of the func-
tion/act specified 1n the flowchart and/or block diagram
block or blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus, or other device to produce a computer 1mple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

It 1s apparent that there has been provided herein
approaches for barrage message processing. While the
invention has been particularly shown and described in
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conjunction with exemplary embodiments, it will be appre-
ciated that variations and modifications will occur to those
skilled in the art. Therefore, 1t 1s to be understood that the
appended claims are intended to cover all such modifications
and changes that fall within the true spirit of the invention.
We claim:
1. A computer-implemented method for displaying a
barrage message, comprising:
identifying one or more objects in a frame of a video;
determining a location mformation related to each of the
one or more objects;
recerving a plurality of barrage messages;
ranking each of the plurality of barrage messages, the
ranking being based on at least one of a degree of
relevance to the one or more objects, and a user
preference;
selecting the barrage message to be displayed 1n the frame
of the video of a specific user, the barrage message
being one of the plurality of barrage messages, from

among a plurality of available barrage messages based
on a content of the barrage message being related to an
object of the one or more objects determined to be of
greater iterest to the specific user than another object
of the one or more objects 1n the frame of the video;

determining, based on the location information, a display
location for the barrage message, the display location
being a location within the frame of the video 1n which
the barrage message 1s entirely visible, the barrage
message does not cover the one or more objects, and
the barrage message does not cover any other barrage
message;

displaying the barrage message in the display location;

and

filtering, 1n response to a determination that a number of

the plurality of barrage messages exceeds a predefined
threshold, a lower ranked barrage message by not
displaying the lower ranked barrage message to the
specific user such that a display of the lower ranked
barrage message to the specific user does not occur.

2. The computer-implemented method of claim 1, turther
comprising identifying a character object from among the
one or more objects, obtaining information of the character
object, and saving the information as metadata.

3. The computer-implemented method of claim 1, turther
comprising sorting the one or more objects of the frame of
the video based on background data.

4. The computer-implemented method of claim 3,
wherein the background data i1s selected from a group
consisting of information related to each of the one or more
objects, search volume data related to each of the one or
more objects, a size related to each of the one or more
objects, a set of user preferences recorded 1n a user profile,
and a visual focus of a user.

5. The computer-implemented method of claim 1, turther
comprising determining an object corresponding to the
barrage message and displaying the barrage message nearby
the corresponding object.

6. The computer-implemented method of claim 1, further
comprising determining a topic related to the barrage mes-
sage and displaying a picture related to the topic.

7. A computer program product for displaying a barrage

message, the computer program product being stored on a
computer readable storage device and including program
instructions that cause at least one computer device to:
identily one or more objects in a frame of a video;
determine a location information related to each of the
one or more objects;
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receive a plurality of barrage messages;

rank each of the plurality of barrage messages, the ranking
being based on at least one of a degree of relevance to
the one or more objects, and a user preference;
select the barrage message to be displayed in the frame of
the video of a specific user, the barrage message being
one of the plurality of barrage messages, from among
a plurality of available barrage messages based on a
content of the barrage message being related to an
object of the one or more objects determined to be of
greater interest to the specific user than another object
of the one or more objects 1n the frame of the video;

determine, based on the location information, a display
location for the barrage message, the display location
being a location within the frame of the video 1n which
the barrage message 1s entirely visible, the barrage
message does not cover the one or more objects, and
the barrage message does not cover any other barrage
message;

display the barrage message in the display location; and

filter, 1n response to a determination that a number of the

plurality of barrage messages exceeds a predefined
threshold, a lower ranked barrage message by not
displaying the lower ranked barrage message to the
specific user.

8. The computing program product of claam 7, further
comprising program instructions to identify a character
object from among the one or more objects, obtain infor-
mation of the character object, and save the information as
metadata.

9. The computing program product of claim 7, further
comprising program instructions to sort the one or more
objects of the frame of the video based on background data.

10. The computing program product of claim 9, wherein
the background data 1s selected from a group consisting of
information related to each of the one or more objects,
search volume data related to each of the one or more
objects, a size related to each of the one or more objects, a
set of user preferences recorded 1n a user profile, and a visual
focus of a user.

11. The computing program product of claim 7, further
comprising program instructions to determine an object
corresponding to the barrage message and display the bar-
rage message nearby the corresponding object such that a
display of the lower ranked barrage message to the specific
user does not occur.

12. The computing program product of claim 7, further
comprising program instructions to set the barrage message
in a scope of the object’s location to be transparent, display
the barrage message by bypassing the scope of the object’s
location, and destroy the barrage message 1n the scope of the
object’s location.

13. A computer system for displaying a barrage message,
the computer system comprising:

a memory medium comprising program instructions;
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a bus coupled to the memory medium; and
a processor for executing the program instructions, the

istructions causing the system to:

identily one or more objects in a frame of a video;

determine a location information related to each of the
one or more objects;

receive a plurality of barrage messages;

rank each of the plurality of barrage messages, the
ranking being based on at least one of a degree of
relevance to the one or more objects, and a user
preference;

select the barrage message to be displayed in the frame
of the video of a specific user, the barrage message
being one of the plurality of barrage messages, from
among a plurality of available barrage messages
based on a content of the barrage message being
related to an object of the one or more objects
determined to be of greater interest to the specific
user than another object of the one or more objects
in the frame of the video;

determine, based on the location information, a display
location for the barrage message, the display location
being a location within the frame of the video 1n
which the barrage message 1s entirely visible, the
barrage message does not cover the one or more
objects, and the barrage message does not cover any
other barrage message;

display the barrage message 1n the display location; and

filter, 1n response to a determination that a number of
the plurality of barrage messages exceeds a pre-
defined threshold, a lower ranked barrage message
by not displaying the lower ranked barrage message
to the specific user such that a display of the lower
ranked barrage message to the specific user does not
OCCUL.

14. The computer system of claim 13, further comprising
program 1nstructions to identily a character object from
among the one or more objects, obtain information of the
character object, and save the information as metadata.

15. The computer system of claim 13, further comprising
program 1instructions to sort the one or more objects of the
frame of the video based on background data.

16. The computer system of claim 15, wherein the back-
ground data 1s selected from a group consisting of 1nforma-
tion related to each of the one or more objects, search
volume data related to each of the one or more objects, a size
related to each of the one or more objects, a set of user
preferences recorded 1n a user profile, and a visual focus of
a user.

17. The computer system of claim 13, further comprising
program 1nstructions to determine an object corresponding
to the barrage message and display the barrage message
nearby the corresponding object.
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