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(57) ABSTRACT

Disclosed herein are low data rate electronic devices capable
of wireless communication at ranges of thousands of meters.
These devices may be such things as keypads, door latches,
occupancy monitors, sprinkler controllers and other devices
controlled or monitored 1n a campus or a collection of
buildings. These devices operate at intermediate ranges in
RF congested areas and failure-intolerant situations through
the use of discrete programmable channels. Devices may
measure the quality of a communications link on a channel,
and apply varying levels of redundancy based upon a recent
history of success and failure of packet transmission to other
distant devices, which measurement may be a value of
badness increased as errors are encountered and decreased
as packet communication 1s successiul.
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INTERMEDIATE-RANGE MULTI-CHANNEL
WIRELESS DEVICE WITH ADAPTIVE
REDUNDANCY FOR VARIABLE
INTERFERENCE ENVIRONMENTS

BACKGROUND

In recent history, relatively mnexpensive electronic devices
have become available to ordinary property-owners that
wish to momitor and control various aspects of their prop-
erties. A recent concept called the “Internet of Things”
imagines home-related electronic devices that can be
reached through the Internet, by which an environment can
be controlled, e.g. lighting, temperature, digital video
recorders, and many other “smart” devices. That kind of
device ordinarily requires a connection to a network switch
or hub, which connection can be wired or wireless.

Wireless connections to such smart devices are often
desired, particularly in existing constructions, avoiding the
laying of wires 1n existing walls and other structures. Tech-
nologies serving this purpose include low-wattage devices
that communicate using the 2.4 GHz 802.11b/g “WikF1”
protocol, and other more-recent and similar protocols such
as Zighee and Z-Wave. These protocols generally permait
data rates of 100k bytes per second or more, allowing for
devices that transmit and forward audio and video data in
substantial real-time. However with high data rates come a
vulnerability to interference from other devices operating on
the same radio bands, and accordingly devices using these
short-range protocols are generally limited to service within
a single residence or building within a distance of less than
100 meters.

Recent technologies have been developed that permait
operation to an intermediate range, communicating between
points that are several miles or more away, for example
using the LoRaWAN protocol. In this type of network,
interference reduction 1s achieved by using frequencies 1n
the UHF band and by including redundancies in communi-
cation, using for example multiple sampling, multiple fre-
quency (spread-spectrum) techniques, and/or error-tolerant
protocols. The use of the UHF band avoids intertference from
over-the-horizon sources, while at the same time avoiding
some attenuation-of-signal from water-vapor, precipitation,
buildings and other physical obstructions. These redundan-
cies and protocols necessarily reduce the data throughput
such that audio and video data cannot be streamed 1n good
quality or 1n real-time.

An exemplary use of mtermediate-range communication
1s 1n the recent deployment of wireless utility meters. Having
a utility meter that can be read without a person traveling to
and visually looking at 1t 1s a substantial cost savings for a
utility. For such a use a meter communicates two items of
information, which are an identifier for the meter and the
meter reading itself; the utility takes a pair of such items and
generates a bill for a utility subscriber. Because utility bills
are ordinarily generated once per month, the amount of data
from a single meter 1s usually on the order of a few tens of
bytes 1n that period. Thus tens or even hundreds of thousands
of meters can share a single intermediate-range channel,
largely without interference from other devices.

The unsuitability of existing systems at intermediate
ranges for large numbers of devices, for example in the
Internet-O1f-Things, 1s an unsolved problem. Turning now to
FIG. 2, two proximal short-range networks are conceptually
shown, such as those constructed from devices communi-
cating through the 802.11¢g protocol, for example using the
Zigbee specification. In the example two property owners
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cach operate a hub “H” servicing multiple devices “D”, and
as shown 1n the figure the circumierence of effective com-
munication 10 of each hub 1s proximal so as to create a zone
ol mterference 11. Communication with the devices in that
zone can be aflected by communications with a non-sub-
scribing hub, so as to introduce possible packet transmission
collisions and interference. However, because these net-
works are short-range, the zone of interference 11 is rela-
tively small, and the frequency of collisions and interference
1s likewise negligible. Proximal operators of such networks
can experience impacts, but because of the short-range and
the short transmission time of packets, these impacts are
minor and usually acceptable.

In contrast and as shown 1in FIG. 3, three intermediate-
range networks are located 1n similar proximity, each with a
hub “H” and subscribing devices “D”. Because of the greater
distance of communication provided, most devices “D” are
located 1n zones of interference 11, and many devices may
be located 1n regions 12 where several hubs are located
within range. Thus where intermediate-range networks are
to be used, most communication between hubs and devices
and also mter-device commumnications should be expected to
take place under conditions of interference, especially when
located within a city or other populated area. Utility meter
reading and other existing installations using the LoRa or
LoRaWAN protocols manage this congestion by being the
only network in the radio locality on a particular frequency,
and by infrequent packet transmission on the order of once
per week or month such that collisions between devices
aren’t likely. Utility meters are configured and installed by
the utility provider, who can limit the number of end-devices
within a locality to ensure network reliability. Because the
provider 1s the only consumer of the applicable bandwidth
resources, 1t can eflectively control interference and manage
congestion.

Unavailable on the consumer market today are hubs and
end-devices that can operate at intermediate ranges. The
short-range “WiF1” 802.11b/g network 1s now so popular
that in most urban areas there 1s a router within communi-
cative range no matter where a person finds himself; most
households using the Internet now have one, purchased from
a retailer. If the range of those routers and the devices they
service were to be extended to an intermediate range, the
result would be a collapse of system functionality from
overwhelming interference. Thus, 1n order to bring interme-
diate-range devices to the ordinary consumer, further devel-
opment 1s needed.

The existing intermediate-range techniques, however,
aren’t conducive for applications where interactivity 1s need.
For a channel sharing thousands of meters, it 1sn’t necessary
to resolve collisions between devices 1n a matter of milli-
seconds, because data transmissions can be delayed without
significant 1mpacts. In another example, an irrigation con-
troller will ordinarily keep a set of sprinklers on for minutes
at a time, and a delay of multiple seconds or even minutes
1s tolerable. In contrast, a person activating a light switch,
for example, will not accept activation of lights with perhaps
more than a one-second delay. Where a person enters a code
on a keypad to enter a building, he expects a controlled lock
to deactivate in real-time. In general, the existing interme-
diate-range technologies are fault-susceptible and not reli-
able for such interactivity, particularly where multiple
devices share a common communications Ifrequency or
channel.

Interactivity 1ssues for battery-powered devices can be
even worse. For these devices, it 1s generally undesirable to
keep a receiver continuously powered, and worse to repeat-
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edly being awakened from a sleep mode to process and
discriminate packets destined for other devices. The
LoRaWAN Class A and B protocols address this by having
end-devices turn ofl their receivers for long periods of time,
waking up periodically to interact with a network gateway.
Such a device may remain asleep for seconds, minutes or
even hours, and thus cannot be made responsive to incoming
queries. Furthermore, these protocols are susceptible to
collisions from co-transmitting devices, which may require
backing ofl interactions with a hub, and no time of reception
can be guaranteed. Thus absent from the field of the inven-
tion 1s a system that can provide adequate and reliable
service for groups of sensed and controlled remote devices
at intermediate ranges.

BRIEF SUMMARY

Disclosed herein are low data rate electronic devices
capable of wireless communication at ranges of thousands of
meters. These devices may be such things as keypads, door
latches, occupancy momitors, sprinkler controllers and other
devices controlled or monitored 1n a campus or a collection
of buildings. These devices operate at intermediate ranges 1n
RF congested areas and failure-intolerant situations through
the use of discrete programmable channels. Devices may
measure the quality of a communications link on a channel,
and apply varying levels of redundancy based upon a recent
history of success and failure of packet transmission to other
distant devices, which measurement may be a value of
badness 1ncreased as errors are encountered and decreased
as packet communication 1s successtul. Detailed information
on various example embodiments of the inventions are
provided 1n the Detailed Description below, and the inven-
tions are defined by the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a network topology utilizing multiple
end-devices and an interactive hub, wherein end-devices
may maintain interlinks to each other.

FIG. 2 depicts potential interference in two proximal
short-range wireless networks.

FIG. 3 depicts potential interference in three proximal
intermediate-range wireless networks.

FIG. 4 shows an exemplary wireless data packet structure
that includes a preamble and a variable payload.

FIG. 5 illustrates an exemplary frequency-sequence table
usable 1n digital spread-spectrum communications between
a hub and an end-device.

FIG. 6 depicts typical power states of an end-device
through the course of reception of one kind of mntermediate-
range wireless packet.

FIG. 7 shows an exemplary set of discrete and orthogonal
wireless channels for communication between a hub and a
set of end-devices.

FIG. 8 shows an exemplary circuit architecture suitable
for an ordinary end-device.

FIG. 9 shows an exemplary circuit architecture suitable
for a hub having one transmitter and a number of receivers
for simultaneous operation on differing channels.

FIG. 10 depicts a typical set of states for a hub and an
end-device being configured from a default imitialization

channel 1n synchronous mode to operate on an assigned
channel.

FIG. 11 depicts a typical set of states for a hub and an
end-device being configured from a default imitialization
channel in asynchronous mode to operate on an assigned
channel.
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FIG. 12 illustrates a scheme of sub-channels organized
under a set of base channels, the scheme including a

redundancy parameter and directives for sub-channel
switching.

FIG. 13 depicts a state machine permitting a quality
measurement of a present operational channel and adaption
to related sub-channels having varying amounts of redun-
dancy.

FIG. 14 illustrates the behavior of a badness value 1n the
presence ol extreme interference and clearance as deter-
mined by several settings.

DETAILED DESCRIPTION

Shown 1 FIG. 1 1s an exemplary intermediate system
employing a hub-type topology that permits device-to-de-
vice communication as well. A hub 1 1s placed within
wireless range of end-devices 2a-r, communicating 3 over
the airwaves at a distance of up to 10 km or more, depending
upon environmental conditions. In many cases, end-devices
2 are electronic devices that accept commands and transmit
information to a controlling hub 1. Included in hub 1 and
cach of end-devices 2a-r 1s a processor, soltware for per-
forming the functions of the device, and an RF transceiver.
Hub 1 could be an ordinary personal computer with an RF
adapter or card installed, or 1t might simply look like a box
with an antenna and a port or interface permitting config-
uring and monitoring; 1t 1s foreseen that a manufacturer
would likely supply a hub 1 1n a ready-to-use state such that
an 1nstaller need not open 1ts case or install any software. In
one configuration, hub 1 1s connectable to a personal com-
puter 5, for example through a USB interface, computer 3
having 1nstalled thereon soitware functional to configure and
monitor the hub 1. In another configuration, hub 1 has a
network port whereby communications may be had with
network 6. These communications may be through any
conceivable type or protocol. In one example a hub 1 sends
messages through a TCP/IP sockets-based protocol to a
proprietary server existing on the network 6. In another
example, hub 1 has software that permits it to be seen as an
HTTP server from any device on network 6. Thus in some
installations, hub 1 may be connected directly to and acces-
sible from the Internet, allowing for access from any Inter-
net-connected device. The antenna of hub 1 will typically be
clevated and located 1n an obstruction-free locality to maxi-
mize signal-strength with end-devices 2.

End-devices 2 are preferably manufactured in an uncon-
figured state, ready for pairing with a hub 1, each device
having a unique identity (UID) to discriminate 1t from
others. Such end-devices 2 can be of varying types, provid-
ing many kinds of control and sensing functions. In one
example, an end-device has an infra-red motion sensor built
in, includes programming to record the time of the last
motion event, and may also include programming to initiate
a notification packet to a hub 1 upon a motion-sensing event.
In another example, an end-device includes a keypad
whereby a person can enter a code, upon which a message
1s sent to hub 1 containing a sequence of keypresses. Such
an end-device may be paired with another device which
activates and deactivates a door latch, by way of messaging
from hub 1, and the hub contains programming and con-
figuration to read the keypad end-device and control the
latch end-device as correct codes are entered. In a further
example, several end-devices 2 are located throughout a
building, sensing the temperature at various locations.
Another end-device 2 controls a central-air system, provid-
ing heating and cooling to the building at the direction of
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hub 1 without human intervention based upon thermostat
data forwarded through hub 1. The kinds of end-devices 2
that can be employed are virtually limitless, so long as they
are electronic and provide either a control or a sensing
function while staying within the available data throughput
limitations.

Further 1n FIG. 1, end-devices 2/ and 2# are configured to
communicate directly over a channel 4 without interaction
with hub 1 and channel 3, performing inter-device commu-
nication. In one example of this, device 2/ 1s a keypad
communicating commands to open a door latch controlled
by device 2» over proximal channel 4, avoiding the potential
latencies introduced at channel 3 which may be crowded or
sullering {from the effects of a hub operating at a distance
from these devices. End-devices of this kind can interact
with hub 1 1n several ways. Hub 1 may maintain full
interaction and control of this kind of inter-communicating
devices, monitoring them, keeping status and communicat-
ing device commands, for example using a network inter-
face over network 6. Where such interactivity 1s not needed,
hub 1 may provide an imtialization function for inter-
communicating devices, providing communications channel
setup and inter-device configuration. In the example of the
keypad and door latch, device 2/ may be configured to send
packets with the address of device 2r, over a communica-
tions channel selected by the hub 1. Such configuration may
be through the use of a default imitialization channel,
described below.

Although the example shown i FIG. 1 includes a hub,
that 1sn’t required for inter-device communication and oper-
ability. An end-device 2z may be configured to operate with
a hub present, with another paired end-device 2/ present, as
desired. Devices can be configured, for example at the time
of 1nstallation, with commumnications parameters, protocols
and procedures, although 1t may be preferred to have a hub
present for that setup to avoid cumbersome steps by the
end-user. Where communications channel 4 1s reconfigu-
rable, 1t 1s preferable to have a fail-sate configuration to fall
back upon 1n the event of desynchronization or other error.

Intermediate-Range Packets and Transference Basics.

REVIEW. Described herein are electronic devices that are
functional at intermediate ranges even 1n populated or
congested areas, providing for simple installation by an
ordinary home- or business-owner, as will presently be
described and shown. These devices can be made reliable
enough to use in failure-intolerant situations, such as secu-
rity systems, even where an RF spectrum i1s congested.
Remote devices can be made to operate on battery power,
use low-power transmitters, and i many cases made to
operate through the sending of a single bit per packet.
Equipment can be made to fit 1n a hand-held enclosure, e.g.
with a small omnidirectional antenna operating 1n the UHF
frequency band. It 1s sometimes the case that a low-data rate
network device will be desired to be placed 1in a location
where power 1s available, but where neither network cabling,
nor a WiF1 network 1s available. This kind of application 1s
particularly suitable for mmtermediate range equipment. One
kind of intermediate-range technology 1s known as “LoRa”,
descriptions of which are publicly available from the LoRa
Alliance of San Ramon, Calif., which maintains a website at
www.lora-alliance.org.

Shown in FIG. 4 1s the structure of a simple data packet
which may be used in communication between a hub and an
end-device, a sub-type of which 1s used in the LoRa proto-
col. The structure has three parts, which are a preamble 20,
a data payload 22, and an optional address 21. Payload 22 1s
generic and can contain many kinds of data as desired,
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depending upon the functions provided by an end-device.
Payload 22 will often contain a command or a response, for
example a command to open a latch or a response that a
power switch 1s presently i an “on” state. Address 21
discriminates between devices operating on the same com-
munications channel, and may not be needed where a single
hub and end-device pair are the sole devices operating on
that channel. (A description of what defines a channel
appears below.) Preamble 20 1s present to provide synchro-
nization for a radio-frequency receiver, at a hub or an
end-device, at a programmed frequency such that the receiv-
ing device can decode the contents of the packet. A preamble
1s preferably a fixed, 1dentifiable and unnatural pattern that
can be recognized by a simple state machine without starting
a general-purpose processor. The packet structure of FIG. 4
can be transmit using many modulation techmques; LoRa
devices use frequency shift keying for interference immu-
nity, although other modulations can be used 1n accordance
with the dictates of a particular operating environment.

Packets can be transmit over a single carrier frequency, 1f
desired, but because of benefits including resistance to noise
and reduced impacts on particular parts ol a Ifrequency
spectrum, spread-spectrum modulation has become popular.
In this modulation technique, a sequence of frequencies 1s
provided at a transmitter and a receiver; although 1n tradi-
tional encrypting systems the sequence might be generated
by a pseudo-random generator with a secret seed and
function parameters (which still can be used), for noise
resistance and spreading of Tx power all that 1s needed 1s a
sequence of frequencies uniformly spread over a given
available set. This can be accomplished by the inclusion of
a table as shown in FIG. §, containing a sequence of n
frequencies. In the example, each frequency F_1s indexed by
a sequence number I, such that the current operational
frequency can be determined as a function of time from a
point of synchronization, for example the end 23 of the
preamble of a packet as 1n FIG. 4. The arrangement of
frequencies 1n a sequence may be incremental, random, or 1n
any order desired, keeping 1n mind that use of each fre-
quency an equal number of times will result 1n the desired
uniformity.

The transmission of a packet using this modulation tech-
nique 1s as shown 1 FIG. 6, beginning with the preamble at
a known 1nitial frequency F,. The preamble 1s preferably not
just a square wave, but a pattern whereby synchromzation
point 23 can be positively determined. The transmitter then
sequences through the frequencies at a known period, mir-
rored by the receiver. For noise and interference immunity
the sequence period 1s preferably much shorter than the time
needed for each bit or symbol, but longer periods can be
used to achieve a spreading of power across a spectrum. The
sequence period should preferably be much shorter than the
time ol preamble transmission, such that preambles are easy
to distinguish.

The power consumption of a transmitter 1s necessarily
high during packet transmission, most of the power likely
being consumed by the TX output stage circuitry. A receiver,
on the other hand, can implement a power-conserving pro-
cedure. Referring agaimn to FIG. 6, the processor of a
receiving device maintains 1itself 1n a state of sleep 25 while
processing and receiving activities aren’t underway; this can
be particularly important for certain kinds of devices, espe-
cially for end-devices reliant upon battery-power, such as
those with solar cells. A recerving device has built thereinto
its receiving circuit an automated preamble recognizer;
when recognition occurs a signal 1s sent to a processor to
awaken and enter an active state of packet decoding 26. In
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the example of FIG. 6 an address 1s used, and the receiving
processor performs functions needed to determine if the
address 1n the packet 1s for its device. If an address 1is
decoded and the packet 1s determined to be destined for
another device, the processor can reset and go back to a
sleeping state 25. For maximal power savings, therefore, an
address 1s preferred to be toward the front of a packet, where
it will be transited across a channel first before a data body.
Where an address 1s matched, or where an address 1sn’t used,
a processor enters states of recerving and processing incoms-
ing data 27 and post-receipt processing 28 as needed. So 1n
order to keep the processor of a particular device 1n a
non-active state, 1t 1s important to positively discriminate the
receipt of preambles of packets directed to the device from
the preambles of other devices.

Multi-Channel Intermediate-Range Implementations.

Existing intermediate-range networks use a common 1ni-
tial DSS frequency and/or channel for commumnications with
devices 1n that network. This method has the advantage of
making setup extremely simple. By this method, other
networks may use other iitial frequencies or channels,
thereby discriminating between members of their respective
networks. As such networks change to include interactive
devices or grow to large numbers of member devices, the
possibility of congestion, collisions and interference
becomes a greater concern.

Now turning to FIG. 8, a basic circuit 1s shown typical of
many present intermediate-range network devices, which
can support either single- or multiple-channel operation. The
main parts of this circuit are a microcontroller 30 and an RF
transceiver 32, which 1s connected to an antenna 34 located
in a position to provide clear commumnications to other
devices. A transceiver 32 may be essentially some analog
radio-frequency circuits combined with a logic state
machine that permits automatic operation for all or part of a
packet transmission or reception. The use of transceiver 32
may leave the microcontroller 30 with additional processing,
capacity for such things as reading sensors, managing con-
trol circuits, etc., which may happen at the same time that
packets are transiting a communications channel. Commu-
nication between the microcontroller and the transceiver 1s
by way of data lines 39 and interrupt lines 40, by which
microcontroller 30 manages the functions of transceiver 32
and transiers packet information received and to be sent.
Transceiver has a packet buller 45 suflicient to store all or
part of a single packet, read- and write-accessible through
data lines 39. Data lines 39 can be varied according to need
or capabilities of a transcerver used, while iterrupt lines 40
signal to the microcontroller events such as the start or
completion of reception of an mncoming packet. Were trans-
ceiver 32 to be a Semtech SX127x (introduced below), for
example, data would be transferred by way of a single-bit
wide serial bus using address locations to control registers
and access a packet bufler, and data lines 39 would include
single lines for in, out, clock and sync. In that example, a
packet completion interrupt would be generated by a tran-
sition on the DIOO line. When transceiver 32 1s configured
for operation on a channel orthogonal to those used by other
end-devices, such interrupts would not occur when those
end-devices communicate and microcontroller 30 would be
left free to sleep or engage in other processing activity.

Microcontroller 30 also contains a packet bufler 44, which
1s typically larger than the transceiver buller 45. As packets
are to be transmitted, the microcontroller transters them to
the transceiver by way of data lines 39, typically one at a
time. Packets received are correspondingly transferred from
bufler 45 over the data lines and stored for processing in
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bufler 44. Apart from this packet data, setup commands are
also be sent by microcontroller 30 to program the transceiver
for proper operation on a channel, once at mitialization for
single-channel operation and subsequently with or between
packets where more than one channel 1s used. Where micro-
controller 30 has been programmed for multi-channel opera-
tion, each packet within bufler 44 may carry with 1t a
channel on which 1t 1s to be sent, or parameters thereof.

In an 1mplementation using the Semtech SX127x and
digital spread-spectrum, microcontroller 43 also contains a
frequency table 43, as described above for FIG. 5. For that
implementation, the transceiver 32 has storage only for two
frequency settings, which are the one presently in use and
the one to be used when 1t 1s time for a hop to a new
frequency. The transceiver generates interrupts to the micro-
controller indicating it 1s ready to receive the new frequency
setting, which 1s subsequently sent over data lines 39 before
the frequency hop 1s to occur. An alternate configuration
would put frequency table 43 entirely on the transceiver 32,
but for this example a simplified transcerver 1s used that does
not.

Where a transceiver 32 and microcontroller 30 pair 1s
incorporated 1nto an end-device, at least one of a sensor 36
or a controller 38 will be included. Sensor 36 could be
virtually any sensor, examples of which are a temperature
probe, a keypad, a lighting sensor, an entryway closure
detector, a motion detector, and a camera. Controller 38
could control a latch, a power switch, a thermostat, a motor
speed controller, and many other things. Sensor 36 and
controller 38 are connected to microcontroller 30 through
data lines 41 and 42, which lines may be of any needed
configuration, analog or digital. Where a transceiver 32 and
microcontroller 30 pair 1s incorporated 1nto a hub, sensor 36
and controller 38 may be omitted. Instead, a connection to
a host processor or network 48 would be included, permat-
ting configuration of and interactions with end-devices at
intermediate-range.

While functioning as an end-device, one microcontroller
30 paired with one transceiver 32 are suflicient to operate 1n
an ordinary way. Transceiver 32 1s capable of being config-
ured for a desired channel and transmitting or receiving
packets to and from a hub, though not at the same time.
End-devices do not typically have a need to do both con-
currently, so this 1s usually not an 1ssue. However there are
advantages to incorporating multiple transceivers in a hub,
as will be presently explained.

FIG. 9 1llustrates one configuration that may be used 1n a
hub, providing multiple transceiver functionality. Here a
microcontroller 30 1s connected to n transceivers 34a
through 347 by way of an interrupt gate 50 and data bus 51.
Included within data bus 51 1s suflicient multiplexing cir-
cuits to allow the microcontroller 30 to individually address
cach transceiver. In the example where the Semtech SX127x
transceivers are used, this may be done by dropping the NSS
pin of the individual transcerver to be attended to. Interrupt
gate 50 combines the interrupt signals of each of the
transceivers such that any interrupt in the group interrupts
the microcontroller, and code therein can identily the par-
ticular transceiver flagging the interrupt and take appropnate
action. In the drawing gate 50 1s an OR logic gate, which
suflices when all 1nterrupt lines are low in a normal (non-
interrupt) state; gate 50 could be AND logic gate 1t the
reverse were true (lines normally high with low signal
indicating an 1nterrupt), or gate 30 could be a combination
of logic circuits 1f needed. Now 1n practice 1t may be there
are a suflicient number of interrupt mputs and general I/O
pins on microcontroller 30 such that gate 50 and bus 31
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aren’t needed, particularly where the number of transceivers
n 1s kept small, allowing for the microcontroller to commu-
nicate using parallel lines duplicating the setup and methods
of FIG. 8.

The exemplary hub of FIG. 9 has the capability of
transmitting and receiving wirelessly with end-devices at the
same time, through antennas 34a and 34b6. Antenna 34b 1s
connected as an input to each of transceivers 326 through
32, allowing each transceiver to receive on a different
channel as programmed from the microcontroller 30.
Depending upon the type of transceiver used, each trans-
ceiver may be 1solated through filters and amplifiers (not
shown) such that the proper impedance at the operational
frequency range 1s preserved. Note that such a tying of
transceivers to a common antenna makes them ineflective
for concurrent operations 1n a transmitting mode; therefore
microcontroller 30 would be configured to keep them in
receiving-mode only. In contrast antenna 34aq and trans-
ceiver 32a are configured to transmit and receive, having no
sharing of antenna resources. Consideration should be given
to shielding and to the distance between an antenna that may
be used for transmitting and others that may be used for
reception, such that potential interference 1s avoided.

The example shown i FIG. 9 has the capability of
transmitting and receiving at the same time, with n-1
receivers monitoring one channel each. Transceiver 32a can
be transmitting while all of 326-n are ready to receive
packets as they may transit n—1 channels. Microcontroller 30
may use the transceiver capable of free transmit operation
32a to perform interactive communication with an end-
device without channel reprogramming, alternating between
sending and receiving over the same channel. Alternatively,
when using interactive communication with a particular
end-device, microcontroller 30 may command transceiver
32a to switch to different channels as needed for transmis-
sions to other end-devices, allowing one of transceivers
32b-n to recerve the next packet from the particular end-
device. If this 1s done, 1t 1s preferred that any transceivers
configured to recerve on the same channel be turned off, so
as to avoid the discarding of packets produced at the hub.
Assuming interactions with an end-device are symmetric
(packets to and from an end-device alternate and are of the
same length), i theory the setup shown i FIG. 9 will
support up to two concurrent interactive sessions with two
end-devices while at the same time monitoring n-2 other
lone-channel end-devices for alerting packets sent sponta-
neously, or more than that number of end-devices where
such channels are shared (using the asynchronous mode
described below, for example.)

In practice, the constraints on the number of transceivers
that can be used will depend upon several factors. One of
these 1s the speed of data bus 51 against the efliciency of
commanding transceiver setup, and sending and receiving
packet data. As most of the transceivers of the setup of FIG.
9 are used to receive, this limitation would be experienced
in two main ways. First, 1t 1s possible to flood the system
with incoming spontaneous packets such that they cannot be
retrieved with suflicient speed across bus 51. The second
way comes 1nto play when single receivers 32 are each used
to monitor multiple channels, for example when the number
of monitored channels exceeds n—1. The reprogramming of
a transceiver 32 across the bus 51 requires some time, and
if that time exceeds the packet preamble length, packets will
faill to be recetved. Where more than two channels are
monitored by a single transceiver 32, the dwell time on a

5

10

15

20

25

30

35

40

45

50

55

60

65

10

channel (to detect whether a packet transmission 1s 1n
progress by an end-device) may further exacerbate this
problem.

Another limitation of the setup of FIG. 9 relates to the use
of a single transmitter. For example, interactive communi-
cation can be had with not more than two end-devices where
that communication 1s symmetric. Thus 1f an event occurs
that requires a simultancous response to multiple end-
devices, some of those responses may be delayed beyond a
timeout period. This problem can be mitigated through the
addition of more transceiver/antenna pairs, if those antennas
can be placed at a suflicient distance from the receiving ones
and 11 regulations allow. Note that although end-devices can
be constructed with multiple transceivers, as 1n FIG. 9, 1t 1s
expected that one transceiver will be suflicient for all but the
most exceptional circumstances.

Wireless Channels, Orthogonality and Communications
Principles.

A wireless frequency spectrum can be segmented into
definite channels that reduce interference and avoid unnec-
essary receiver power-up events on non-destination devices.
Such channels are preferably “orthogonal” to each other as
well, meaning that communication on one channel 1s very
unlikely or practically impossible to interfere with commu-
nication on another. In one of the simplest channel desig-
nation schemes, each channel 1s assigned a unique and
available center frequency per channel, for example as was
done on the now-obsolete analog television spectrum. A
one-to-one relationship 1s made between transmitters and
frequencies 1n a radio locality, and all devices are to use only
their assigned spectrum and nothing outside. For example,
the 902-928 MHz ISM band could be divided 1nto 52 500
kHz-wide channels, or 208 125 kHz-wide ones. Given that
an intermediate network supporting ordinary consumers
might have a range of many kilometers and thousands of
end-devices, that 1s considered an insuflicient number to
avoid interference. Therefore further methods of discrimi-
nation are preferably used.

Introduced now are certain transceirvers made for the
L.oRa protocol, commercially available from Semtech Cor-
poration, which are i1dentified as the SX127x product line.
Note that there are transceivers available from other manu-
facturers that are equally suitable; these Semtech ones are
used 1n this description merely out of convenience as a basis
for discussion. The SX127x products are designed to be
coupled to a microcontroller handling communication chan-
nel configuration and packet management, and have settings
for a carrier frequency, signal bandwidth and the number of
“chips” per symbol (6 settings), a chip being the smallest
datum used in communication. Each combination of those
represents substantially a umque channel orthogonal to
others, potentlally permitting collision-iree communication
where there 1s no more than one transmitting device per
channel. Using such combinations, two channels may share
a common carrier frequency or DSS carrier sequence, while
still maintaining orthogonality. Other settings can be used to
make additional channels having “partially-orthogonality™
including an address, a bit rate, a CRC rate, an encoding type
(Manchester/whitening/none), and others according to the
manufacturer specifications; note however that the use of
partially-orthogonal channels can result in processor-awak-
enming events for packets destined for unintended end-de-
vices, although they can be greatly reduced.

Upon 1dentification of a useful set of channel combina-
tions, a table can be constructed as shown in FIG. 7, each
channel having a unique combination of settings useful for
communication. In this example, each channel i1s assigned a
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spread-spectrum Irequency sequence (FS), a spreading fac-
tor (SF), and a bit rate (BR) of communication. In one
configuration, available frequency sequences are spread
evenly over channel assignments, such that the preamble for
cach channel 1s sparsely or uniquely used—that 1s a device
transmitting a packet on an assigned channel would use the
first frequency 1n the sequence while transmitting the pre-
amble, followed by the use of other frequencies in sequence.
Other channel combinations can be varied in accordance
with needs present, for example a frequency sequence could
be replaced with an operating frequency where spread-
spectrum communication was not used.

Upon determining a set of channel combinations, assign-
ments can be made for individual devices. Again some
devices are tolerant of long latencies, and no special treat-
ment of these 1s required. Other devices serve better being
on a channel that 1s free or substantially free of conflicts. The
assignment of a channel to a hub and an end-device requires
a setting at both, and this could be made by a manufacturer
or 1ts representative at the time of installation.

Assignment of Operational Channels from a Hub.

Dynamic channel assignment 1s also possible, that i1s
channel assignments made at the time of use rather than
manufacture. One method uses a dedicated default channel
and negotiation, by which channel assignments may be
made substantially without an ordinary consumer, that 1s a
property owner, electrician or maintainer with ordinary
skills, applying configuration steps beyond plugging an
end-device 1n and registering 1t 1n an 1intermediate network.
A dedicated channel 1s selected from a list of available ones,
where each end-device starts on or returns to when there 1s
a lack of confidence 1n a present channel assignment.
Particular channel assignments are managed by the hub to
which an end-device 1s to be paired, which assignments can
be by several means as discussed below. The procedure to
which channel assignments are negotiated depends upon
whether communications with an end-device are prompted
or spontaneous, or in other terms synchronous or asynchro-
nous with respect to hub communication on the default
channel.

In synchronous mode, all communications from end-
devices are made 1n response 1o a request or permission from
a hub. A hub transmits a packet to each end-device 1n turn,
granting (explicitly or implicitly) the end-devices a window
in which to respond. In analogy, the hub acts as a chairper-
son to a room full of speakers, the chair deciding who should
speak and when, each end-device only “speaking when he’s
spoken to”. In asynchronous mode, an end-device sends a
packet when 1t 1s ready, potentially at the same time as
another end-device that causes a packet collision. A hub
responds to an end-device with a packet acknowledging
(again eitther explicitly or implicitly) receipt of the end-
device’s communication. After a time, 1f a transmitting
end-device does not receive that acknowledgment, 1t may
retransmit the packet as many times as needed. This 1s
analogous to a room full of people who may potentially
speak to a chairperson whenever they wish to “out-of-
order”. Either mode of communication can be used on a
default channel, and indeed a hub can be designed that uses
only one mode or switches between both, depending upon
the need.

Now depicted 1n FIG. 10 are state-machine representa-
tions of a channel negotiation between a hub and an end-
device using a synchronous mode, with successive states
generally proceeding down the page. Fach starts 1n a reset
state on power-on, 100 and 150 for the hub and end-device,
respectively. On reset 150 the end-device completes some
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initialization activity, after which one of two things happens.
If the end-device has non-volatile memory and if a channel
assignment 1s found to be stored therein, the device can skip
151 the channel assignment procedure and simply set up the
communications hardware for the saved channel and resume
operation as 1n step 158. Otherwise the device enters a state
of listening for an acknowledgment request on the default
initialization channel 152. The end-device may leave this
listening state intermittently or as needed to manage other
needs, as responding to such a request 1s not a critical action.
As an acknowledgment request 1s first used by the hub to
confirm communication in the moment, that request can be
any packet that elicits an 1mmediate response from the
device, 1indicating 1t 1s 1n a state to receive a further com-
mand.

From initialization, the hub proceeds to a home state 102.
The servicing of devices already paired will ordinanly take
priority over pairing end-devices, and according 1n its ordi-
nary operating state the hub will first determine whether
there are any already-paired devices that need to be serviced.
If so, the hub enters a servicing state 104, performs various
activities depending upon the end-device type getting pres-
ent attention and other factors, and returns home 102 when
fimshed. Otherwise, the hub enters a query state 106 1n
which the list of registered end-devices 1s checked for ones
that are needing to be paired with and possibly assigned to
an operational channel.

Conceptually, the list of registered end-devices provides a
way to give each hub awareness ol which end-devices
should be serviced, as there may be end-devices owned or
operated by others within radio locality that should be
ignored. On a hub, this list can exist by itself or as a part of
other data or structures. In a synchronous mode, this list 1s
most simply a list of umique i1dentifiers (UIDs) by which
intended end-devices may be recognized and addressed.
Ordinarnly this list will also contain a flag or information that
indicates whether a device i1s paired, and the channel to
which the device 1s assigned or the parameters thereof. This
list may, if desired, keep other information such as device
types, times of previous communications, battery iforma-
tion, servicing requests, error information and many other
things. The hub provides a way to edit and reconfigure this
list, such that the list may be changed as end-devices are
added to or removed from a desired system. In one example,
a hub contains a network port, an HI'TP server, and server
soltware that permits the editing of the list through a browser
on a connected network computer. In another example, the
list 1s maintained as a file on a memory device that can be
inserted into the hub where i1t can be read. In a third example,
the hub has a proprietary port and protocol permitting a
technician access to the list from a specially-designed pro-
gramming tool. And in a cloud-based example, the hub may
make an Internet query at determined times for changes to
be made to the list, adding newly registered end-devices or
redacting ones as needed. The way in which the list of
registered end-devices can be accessed may be widely
varied according to the specific form of the hub and inter-
faces provided therein.

When 1n state 106 the hub identifies a registered device
needing to be paired, 1t moves to a new state 108 1n which
the unpaired device 1s queried. The choosing of an unpaired
device to be serviced can be at random, or by another
ordering method, for example one that prioritizes the chan-
nel assignment ol security devices over others. Such a
querying 1s by way of the default channel, and accordingly
the hub changes the transceiver used to match the param-
cters of that channel. In state 108 an acknowledgment
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request packet 1s sent to the unpaired device, again on the
default channel, which will result in either receipt of a
packet acknowledging the request or a timeout. The
acknowledgment packet contains an identifier of the desti-
nation end-device, which may be the device’s unique 1den-
tifier (UID). A timeout indicates that the unpaired device 1s
ofl, out of range or unavailable 1n some other way, and
accordingly no further transaction attempts with that device
are needed. The hub returns to the home state 102 on a
timeout.

It the end-device 1s listening 1n state 152 on the default
channel and receives a packet from the hub i1dentifying the
device as the destination, the device responds within a set
time with a return packet in acknowledgment. Upon receiv-
ing that acknowledgment packet, the hub moves from state
108 to state 110 where a channel assignment may be made.
Now, a state 110 where a channel 1s assigned 1s optional,
where channel assignments have been made previously.
Channel assignments are dependent upon the particular
end-devices to be used with a hub, among potential other
things. One assignment scheme 1s to segment the devices
between those that will tolerate communication latency from
those that won’t, and assign channels for the latter. Another
scheme assigns channels to battery-operated devices so as to
keep traflic to and from other devices ofl-channel, poten-
tially saving power. Where channel assignments are made
on-the-tly, as might be done if a state 110 1s included,
channel assignments can be made to ones that are least-
populated Other assignment schemes can be crafted in
accordance with the network environmental conditions, the
devices used, and other factors as desired.

Upon determination of a channel assignment, the hub then
enters a state 112 to attempt to communicate that channel
assignment to the as-yet unpaired device. A command 1s sent
to the end-device to make the channel assignment, which 1s
now in or now enters state 154 to engage the new assign-
ment. Note that this command may be received while the
end-device 1s listening generally in state 152, if the com-
munications protocol allows. The channel assignment com-
mand may either contain the channel parameters as
explained above, or 1t may be a reference to the parameters,
for example 1n a table of channels indexed by a number.
Upon receiving that command, the end-device preferably
sends back and acknowledgment to the hub that the channel
assignment 1s accepted, following which its RF circuitry 1s
configured for operation on the assigned channel. If non-
volatile memory 1s available, the new channel assignment
may be saved at the same time. Once the channel assignment
has been put into eflect, the hub and end-device then proceed
to states 114 and 156, respectively. If there 1s any remaining,
setup to be done, 1t can be managed through communica-
tions on the assigned channel with the hub and end-device
in those states.

It will sometimes be important for the hub to test a
channel assignment periodically, which 1s a kind of guaran-
tee that an end-device 1s active and communicating properly.
In state 114 the hub sends a “ping” to the newly-configured
end-device, on the newly assigned channel. After engaging
the assigned channel to 1ts radio transceirver, the end device
maintains 1t communications 156 on the assigned channel,
and 1n many cases uses the assigned channel for all further
communication with the hub until a reset or until a further
channel assignment 1s made. Any packet returning a packet
in response can act as a ping, and the hub may send pings
when 1t 1s 1n the usual paired device servicing 104. The
tailure to receive a ping at an end-device within a set time
may cause 1t to enter a fail-safe procedure, essentially
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returning to state 152. Similarly, the failure of an end-device
to return a packet in response within a set time may indicate
a failure of that device to communicate in the assigned
channel, and the list of registered end-devices can be
updated to indicate that a device 1s no longer paired or a
channel assigned. As conditions change in the radio envi-
ronment, new channel assignments can be made by the hub
for an end-device by the 1ssuance of a channel assignment
command on the presently assigned channel, or by waiting
for a fail-safe event at the end device and then following the
procedure of FIG. 8.

Now turning to FIG. 11, a channel negotiation 1s repre-
sented using an asynchronous mode. In this example, the
hub has a single transceiver that can switch between chan-
nels. In asynchronous mode, the hub 1n a normal state 202
scans through the assigned channels, waiting for transmis-
s1on of a packet from a paired end-device. In some encoding
schemes, including FSK, a packet under transmission can be
detected by the presence of a signal for a short time, perhaps
the length needed to transmit a single symbol. Note that 1t
1sn’t necessary to scan any unassigned channels, that is
channels that are available but for which no end-device as
been commanded to operate on. While scanning the assigned
channels, the default channel must be left unserviced. Peri-
odically, however, the default channel may be serviced 204.
If no activity 1s detected, the hub may return to servicing the
assigned channels 202.

The end-device starts from reset and i1nitialization 250,
and as 1n synchronous mode if a channel assignment 1s
stored 1n non-volatile memory the device may skip 251 the
channel assignment procedure, going straight to setting the
RF electronics parameters appropriately 256. If no channel
assignment can be determined at reset, the end device
proceeds to a hub-contacting state 254, in which the device
attempts to be serviced by the hub. The end-device transmits
packets intended for the hub, those packets including a
unique 1dentifier and indicating the presence of the end
device on the default channel. Immediately following a
service request packet, the end-device listens for a response.

Now 1n asynchronous mode there are two main failure
modes of communication. The first of these 1s caused by the
hub not being ready to receive a packet on the default
channel, either because it 1s set to receive on another channel
or because 1t 1s servicing other processing needs at the time.
The second of these 1s from collisions, that 1s other end-
devices that happen to transmit packets at the same time as
the one attempting to be serviced. Either way, if an end-
device doesn’t recerve a packet from the hub within a set
time, a hold-ofl state 252 1s entered to give the failure mode
a chance to clear. The end-device remains i hold off state
252 for a period calculated to be likely to avoid the failure
mode, for example an exponentially-increasing period with
some randomization to avoid other-device collisions, fol-
lowing which the end-device returns to the hub-contacting
state 254.

Eventually, the end-device will be successiul 1n sending a
service request to the hub. First, the hub verifies that the
end-device’s UID 1s 1n a list of registered end-devices. It a
packet 1s recerved that 1s from a non-registered device, it 1s
assumed to be registered with a different hub and 1gnored, 1n
which case the hub returns to state 202 to service devices on
a different channel while the default channel 1s occupied. If
a packet 1s received from a registered device, a channel
assignment 1s then determined 206 for the end-device that
requested service, which 1s similar to that 1n the synchronous
mode, and 1f a channel assignment has been made, the hub
need only look up the channel or its parameters. Once a
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channel assignment has been determined for the end-device,
the hub proceeds to state 208.

The hub 1n state 208 sends a packet back to the end-device
containing a command with the channel assignment or the
parameters thereol. Ordinarily 1t will be important for this
determination to be made quickly, so the channel assignment
command packet 1s sent promptly to the end-device, which
1s waiting for it after having sent the service request. Note,
however, that it 1s possible to utilize a Cloud-access for the
reading of the registry or the channel assignment, provided
the end-device 1s configured to remain 1n state 254 for a
longer period of time (perhaps seconds) belfore proceeding
to the hold-off 252. Upon receipt of a channel assignment
command, the end-device proceeds to state 256 where 1t
switches 1ts RF circuits to the new channel. If non-volatile
memory 1s available, the new channel assignment may be
saved at the same time. When done, the end-device proceeds
to a normal operational state on the assigned channel 258.
Any remaining setup to be done can be managed through
communications on the assigned channel with the hub and
end-device in that state.

In an optional confirming mode of operation, the hub
switches to the assigned channel and then waits for a period
of time 210 for a packet to arrive on that assigned channel
from the end-device. That packet can be a simple ping, or 1t
can contain further information, requests or a command
response irom the end-device. Regardless of whether the
channel assignment 1s confirmed, the hub returns to normal
operation and state 202 for further end-device servicing.
Where the confirming mode 1s used, it 1s preferred that the
end-device wait for a short and fixed period of time calcu-
lated to allow for the reconfiguration of the RF circuits
before sending that packet so the hub can confirm and
resume without unnecessary delay.

The LoRaWAN protocol, particularly Classes A and B,

use a mode of communication similar to the asynchronous
mode described above, although only on a single channel
with a single set of RF communications parameters. With the

use ol channel assignments comes a problem not experi-
enced in LoRaWAN networks, which 1s this: where there are

end-devices that do not store channel assignments in non-
volatile memory, a power interruption can cause a large
number of coinciding service requests for channel assign-
ment, which for the asynchronous mode can flood the
default channel and cause packet collisions and large delays
in the restructuring of the mtermittent network when power
1s restored. Furthermore, as in asynchronous mode end-
devices are not ordinarily aware of each other, a prionitized
channel assignment restoration can be diflicult, potentially
resulting i1n long periods of unavailability for critical
devices. For this reason, where there are to be mains-
powered end-devices that do not save their channel setting
to non-volatile memory, the synchronous mode of commu-
nication 1s preferred.

Furthermore, even though a hub and an end-device may
use a synchronous or an asynchronous mode ol communi-
cation while using a default initialization channel, that mode
may be varied after a channel has been assigned and set. This
may be particularly helpful for devices that have urgent data
to submit, such as security alarms or critical equipment
tallure messages. For example, a battery-powered perimeter
end-device might mitially use a synchronous communica-
tions mode on an 1nitialization channel, following which 1t
operates on an operational channel reserved for security
alarms 1n asynchronous mode, transmitting wireless packets
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immediately and without prompting by a hub 1n the event of
intrusion detection, continuing until a hub acknowledges
receipt.

In the description above, communications are largely sent
in the clear permitting interception of packet data, which
may permit an outside party to snoop on the channel
assignment activity and potentially to interfere with channel
assignments of end-devices. In this way, a malicious party
might 1nject unauthorized commands into the network (for
example commanding door latches to open), snoop on the
state of alarms, or commanding end-devices to switch to
faux channels eflectively disabling them. For this reason 1t
1s desirable to include security measures in the communi-
cation protocols to prevent this kind of attack. If LoRa-
compatible hardware 1s used, then one security measure 1s to
use a network session or application key, by which packets
can be encrypted and unauthorized packets rejected. An
additional security measure encrypts the UID of devices,
such that all nodes on an intermediate network require
possession of a key to decrypt the identity of the source or
destination end-device; 1n this way the UID 1s never sent
in-the-clear, making the acceptance of faux packets much
more diflicult for a malefactor to achieve. In another security
method where digital spread-spectrum transmission 1s used,
the frequency sequence 1s changed periodically by the hub,
through a command to change channel parameters that
include a new seed for the pseudo-random generator used to
generate the sequence. A return to the default channel
provides a fallback state in the event a hub and an end-
device lose synchronization.

In a further variation, an assortment of default channels
can be assigned and configured at the time of manufacture,
selectable by the consumer at the time of purchase without
a configuration step. In one example, hubs and end-devices
are made with a default channel being selected from n preset
ones, with each device being set at random, by an even
distribution, or by some other scheme. The products are
made available with different product codes or names, such
that a purchaser can select the correct one with his desired
default channel. For example, a purchaser having set up a
hub on default channel 2 would purchase end-devices set to
the same, and thus the step of configuring the default
channel by the installer 1s avoided, while at the same time
conveniently permitting several intermediate networks to
reside 1n the same radio locality with minimal interference
on their respective default channels.

Channel Condition Measurement and Interference Coun-
termeasures

An optimal channel i1s one that conveys information
reliably and efliciently. In the real world there 1s background
noise and sources of interference to overcome, so 1n practice
an optimal channel 1s generally one that has the maximal
data rate while at the same time keeping errors at a tolerable
level. Conventionally, this balance 1s achieved by consider-
ing the worst circumstances foreseen within a specified
environment and range, and setting communications param-
eters such that communication will never be unacceptable.
Where mtermediate-range networks are used, that practice
can yield large inefliciencies 1n the use of a communications
spectrum, as most of the time conditions will be much better
than the worst.

In order to bring continuous efliciency, adaptive measures
can be implemented. These consider the range of noise and
interference that can be present, measuring them and chang-
ing communications parameters approprately. For example,
where two devices are communicating through an outdoor

[

pathway, changes in humidity and precipitation will affect
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the attenuation of signals therethrough. Likewise, metal
objects such as vehicles may be moved 1n the environment,
changing reflections and changing blockages 1n the pathway.
A network having a moving device included may similarly
experience wide changes in signal-strength and other fac-
tors. Thus an intermediate network that can adapt to present
conditions 1s more resilient and capable than one using
conventional anti-interference measures.

Countermeasures to 1nterference can be divided between
those that use avoidance, and those that use redundancy.
Both kinds of countermeasures can be used in an interme-
diate network, as will now become clear.

The avoidance strategy relies on the changing of frequen-
cies or channels, essentially relocating devices in the spec-
trum to areas where the interference i1sn’t present. This
strategy 1s more eflective against interference produced by
collisions with other devices: 1t other devices are transmiut-
ting on the same channels at the same time, a relocation to
a diflerent channel may remedy the problem. This strategy
1s less eflective, however, against situations where there are
noise sources in the environment that are “bursty” (of short
duration) or where the path between devices yields a low
signal-to-noise ratio.

In contrast, the introduction of mn-packet redundancy can
help devices to overcome interference by extraction of
duplicate information 1n spite of interference, which in many
cases aflect only a single bit of a packet or a large part
thereof. Interference consisting mainly of small impulses,
such as that produced by switches, motors and saturated
amplifiers, can often be overcome by this method. Where
large redundancies are used the random variations in the
background noise, significant where a weak signal 1s pres-
ent, may also be overcome. Collisions between devices that
share a common format or protocol will remain out of reach
though redundancy countermeasures, essentially because a
receiver will not be able to discriminate between signals of
co-transmitting devices.

Countermeasures using redundancy take a number of
forms, but each essentially transmits information to be
conveyed multiple times or in multiple formats, such that
that mformation can be extracted even in the present of
limited noise and errors. For example, single bit errors in a
set of bits (a word or a byte) can be overcome through the
use of forward error correction (FEC). In another example,
a bit value may be transmitted multiple times, the receiver
considering the value received the most times the one
intended; this method 1s used in the LoRa protocol, the
amount of redundancy applied being selected by the
“spreading factor” setting. In contrast, the inclusion of a
cyclic redundancy check (CRC) does not allow for recovery
of error-modified packets, will require packet retransmis-
sion, and 1s not an eflective redundancy countermeasure.

The use of a redundancy countermeasure necessarily
introduces inefliciency in communication, as each datum
requires a longer time in transit. For example, a packet using,
the LoRa specification and a spreading factor of 6 will
require 2° bit-sized slots to communicate each individual bit,
making the time-1n-transit 64 times longer than what would
be needed 11 that redundancy were not used, making the time
of channel occupation much higher. The use of redundancy
to that particular degree, however, permits eflective com-
munications of a signal that 1s up to 15 dB weaker. Note that
although the Semtech 127x components have circuitry on-
board for this kind of redundancy, 1t can still be done in
software, as can forward error correction and other redun-
dancy-mtroducing methods. Likewise, redundancy to a
lesser or a greater degree can be employed as needed. The
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use of lesser forms of redundancy 1s preferred, 11 conditions
permit, because more devices can share a channel and
latency will be reduced.

Although there can be many channel schemes for use 1n
the application of interference countermeasure adaption, 1t 1s
preferred that one be set beforehand that provides a definite
path from levels of redundancy. One such scheme uses
groupings ol sub-channels providing individual levels of
redundancy, each organized under a set of base channels.
[lustrated 1n FIG. 12 1s such an organization usable with the
transceiver hardware included within the Semtech 1272
components, providing for adaptive redundancy in a vari-
able mterference environment. In this exemplary scheme,
160 base channels are defined, each with a digital spread-
spectrum frequency sequence. The RF spectrum from 902 to
928 MHz 1s divided up into 160 unique frequencies F, used
in the preamble of packet transmission as described above,
providing general orthogonality. With additional redun-
dancy parameters, under each base channel are defined
“BC+R” sub-channels A-F, the redundancy parameter being
the spreading factor SF varying between 6 and 12, which
provides for the duplicate transmission of each symbol
between 64 and 4096 times. In this exemplary scheme the
spreading factor SF=9 1s not used, which could be reserved
for other devices or purposes. Now there are other param-
eters that could be employed to make other sub-channels,
such as a bit rate or an FEC setting, but to provide simplicity
of discussion the example shown here only uses the spread-
ing factor to provide variance 1n redundancy.

Each BC+R sub-channel contains R+ and R- directives
used to guide devices when making changes to redundancy
in adaption. So, for example, a device operating on sub-
channel A and determining that more redundancy 1s needed
would apply the R+ directives and switch to sub-channel B,
changing the spreading factor from 6 to 7. Similarly a device
operating on sub-channel D would move to sub-channel C 1f
less redundancy was needed, changing the spreading factor
from 10 to 8. Other methods can be employed to calculate
a sub-channel for future use, but 1t 1s expected that a table
such as that shown will suflice for most applications. It 1s
turther to be understood that although these BC+R channel
sets as shown share a common F, frequency, that 1s not
required. Any channel can be made a part of such a channel
set using any Irequency, Irequency sequence, or other
parameters, such that R+ and an R- steps can be taken that
generally provide increased or decreased redundancy to the
devices 1n use.

Also 1 the scheme of FIG. 12, a fail-sate “FS” sub-
channel 1s icluded where a device can resort 1n the event
that contact 1s abruptly lost with a paired device, such as
could happen 1f a source of interference was suddenly
introduced. Here the FS settings are for sub-channels C and
F; as sub-channel C 1s much faster than the highly redundant
sub-channel F, 1t 1s the first resort where low-levels of
redundancy have been needed. In an alternative, a fail-safe
sub-channel could be omitted, relying on an expectation that
channel conditions are likely to improve or a packet retry
will eventually get through.

The mitial sub-channels may be selected as desired. In
one example, the fail-safe channel having the greatest redun-
dancy 1s used on power-on and reset. This provides for two
devices to connect and synchronize communications on
power-on or at loss-of-communication, without the involve-
ment of other end-devices or hubs. In another example, the
initial sub-channels may be set by a hub as shown and
described 1 connection with FIGS. 10 and 11, in conjunc-
tion with or in substitution of an operating frequency, as
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desired. The specific way that initial sub-channels are
selected 1s not critical, 1t 1s 1important only that devices to
communicate synchronize on a common communications
channel.

Turning now to FIG. 13, a state machine 1s shown that
may be implemented within a device in an intermediate-
range network, a device in this context being any device
including a hub, an end-device, etc. with tolerance to packet
communication failures requiring a transmission retrial. This
state machine 1s suitable for devices that should manage the
redundancy on their channel with another paired device, e.g.
ones that do not receive promptings from third devices to
change channel parameters as interference changes over
time. The state machine shown 1s suitable for two devices
transmitting asynchronously; 1t can be used with minor
modification for synchronous channel operation.

Discussion of this state machine begins at an 1mitial state
300, which includes any state of a device where a packet 1s
ready to be sent to a paired device. When that occurs, the
packet 1s attempted to be sent 302, and a response 1s
attempted to be received from the other device. The result of
that will be either the reception of a valid response, or a
timeout or other communications error. Validity may be
determined by a CRC value and by the correctness of the
content of a response, for example. Each result 1s an 1indica-
tive datum of measurement quality, and accordingly the state
machine applies a different operation depending on the
result of a communication attempt.

In the event that a valid response 1s not received, state 304
1s entered for a modification to the “badness™ calculation of
the channel. For the purposes of this state machine, badness
1s a numeric value with a higher value indicating that the
channel being used 1s less reliable. The calculation of this
value will be described shortly. Following the modification
to the badness value, the machine branches depending upon
whether that value exceeds a threshold indicating that move-
ment to a more reliable channel or sub-channel should be
made. If the value 1s less than a threshold (the R+ threshold),
the present channel 1s considered not to yet be sufliciently
proven unreliable, and the machine returns to state 302 for
another attempt to send the latest outbound packet.

If the R+ threshold 1s exceeded, then a change to a channel
with higher redundancy i1s considered needed. The destina-
tion channel 1s 1dentified, for example through a lookup in
the table for the R+ channel from the present one in a table
as shown 1n FIG. 12. A state 306 1s then entered 1n which the
device on the other side of the channel i1s informed that the
present device 1s moving to the R+ channel. As the state of
the present channel 1s considered to be unreliable at this
point, 1t 1s preferred to continue attempts to inform the other
device until an acknowledgment is received or a fail safe
timeout occurs. When an acknowledgment 1s received, the
device enters state 308 to configure the local transcerver for
operation on the identified R+ channel, and the device
returns to state 302 to transmit the packet that failed to be
passed. In an alternative, the device can continue to retry
transmission of a failed packet, entering state 306 after
transmission success has occurred. After changing to a
different channel, 1t 1s preferable that the badness value be
cither set to zero or lowered significantly allowing for
turther action to be taken more rapidly, in the event that the
destination channel proves to be unreliable as well.

Returming to state 302, 11 a valid response to a packet
transmittal 1s received, that response 1s processed in state
310. There are a number of possible successive states and
actions possible, depending upon the content of the
response. If the device on the other side of the link 1s
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permitted to modily the redundancy in the channel, the
response may contain a directive to change the communi-
cations channel. If that 1s the case, state 316 1s entered i1n
which the transceiver parameters are changed, and an
acknowledgment 1s queued up to be sent to the other device,
if needed.

I after processing in state 310, there 1s no directive to
change channel, state 312 1s entered where the badness value
1s decayed. This decaying operation permits the value to
decrease over time as communications are successiul, which
has the eflect of filtering out sporadic packet errors. Assum-
ing no new threshold applies, the state machine may enter an
idle state 314 or proceed to do processing apart {from packet
communication and processing.

The presence of states 304 to 312 provides for a controlled
increase 1n redundancy, but 1t does not permit a return to a
more ellicient channel where interference conditions
improve. For example, where a pair of devices are located at
long distances, the presence of water vapor and precipitation
can attenuate signals to the point that redundancy would be
needed. A storm may pass, and the signal path may be
restored. Where devices are only permitted to mitigate down
to lower transmission rates, inefliciencies will be unneces-
sarily retained 1n communication. Therefore, built into the
state machine of FIG. 13 1s an optional means of reducing
redundancy and increasing data rates.

Returning to state 312, the badness value 1s decayed,
indicating that the present channel 1s more reliable. A
comparison may be made against an R— threshold, set at
such a level that substantially some number of decay opera-
tions without communication errors are detected. When the
badness value 1s decayed below the R- threshold, state 318
1s entered wherein the device on the other end of the channel
1s notified of a switch to a less-redundant and more eflicient
channel, which could be selected from the R- column a the
table of the form of FIG. 12. Following successiul notifi-
cation, the device’s transceiver 1s set up for the new channel
320, following which the idle state 314 may be entered. A
state machine such as the one of FIG. 13 relies on a
correlation between the presence of interference on two
adjacent channels of higher and lower redundancy, which
has the advantage that a device with a single transceiver can
stay on one channel continuously, possibly avoiding the
missing of packets from another device transmitting on that
channel. It 1s possible, however, that two such channels may
not be so correlated; therefore 1f 1t 1s noticed that the device
frequently “bounces” between two channels, further steps
can be taken such as a reduction in the rate of decay or a
lowering of the R- threshold.

The setting of threshold, accumulation and decay values
1s something that should be carefully set. FIG. 14 1s an
exemplary graph of extreme encounters with interference
and clearance of interference, which assists 1in the under-
standing of the proper setting of values. Shown 1n the graph
1s an exemplary badness value through time 1n a first stage
of accumulation followed a longer period of decay, modified
through states such as 304 and 312 shown 1n FIG. 13. In the
graph, each step represents one procession through state 302
where the sending of a packet 1s attempted. A badness value
and others could be represented i1n floating point and
changes thereto could follow a logarithmic curve, but rec-
ognizing that using an integer value 1s more {itting for a
microcontroller or a logic environment, the discussion here
will speak of integer settings and simple linear movement.

There are two settings illustrated in the graph, which are
a step value used for accumulation “A”, and a step value
used for decay “D”. Ordinarily D will be set to be much less
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than A, so that the reaction time 1n the presence of interfer-
ence 1s fast, and movement toward a less redundant channel

1s slow, providing a filtering eflect. In this way packet retries
can be mimmimized, even though movement to a potentially
problematic state with less redundancy 1s available. In the 5
example, A 1s set to be four times D (as shown by the dashed
line); 1t may be desired to increase that ratio so that R-
movement doesn’t happen belfore interference 1s allowed to
clear. In the example, the threshold R+ 1s set to four times
the A accumulation value, which provides for no more than 10
four successive retry attempts to trigger a change to a
channel with higher redundancy. In ordinary operation, the
badness value would float downward where the ratio of
successiul communication exceeded 4:1, and upward toward

a switch to an R+ channel otherwise. A threshold R— can be 15
set 1 desired: here that value 1s merely set at 0.

The settings used may be specific to a type of device or
application. For example, in a crowded environment it 1s
preferable to minimize occupation on a channel, and for
devices that will tolerate multiple retry attempts and long 20
latentcies, a large number of retries on a channel with low
redundancy 1s acceptable. For such, smaller values of A and
larger R+ thresholds may be better. Other devices have a low
tolerance for packet transmission retries. For these, larger
values of R+ and higher ratios between accumulation and 25
decay values are more appropriate. It would not be unusual
to undertake experimentation in these settings to reach
optimality.

It 1s preferable that packets be sent at regular times, and
if packets are not needed for device operation, NOP or ping 30
packets can periodically be sent and acknowledged such that
the quality of the channel under use can be up to date.
However there are some devices that will tolerate a large
number of retries while a redundancy setting 1s increased or
decreased, and for those devices periodic packets may not be 35
beneficial.

In order to properly apply countermeasures and redun-
dancy with minimal impact, 1t 1s necessary to assess the
condition of a communications channel. There are some-
times means ol gathering information provided with a 40
transceiver circuit to do so, for example the reading of a
value on an automatic gain control amplifier or a signal-to-
noise (SNR) meter. The Semtech 127x transceivers have a
value that can be read that gives an estimate of the SNR of
the last packet received, another value for signal strength, 45
and a flag that detects activity on a channel. Although these
can be used under good conditions to detect collisions and
overall signal strength to some extent, they do not work
under all circumstances, do not provide values directly
correlatable to errors and it 1s not preferred to rely solely 50
upon these values 1n the determination of a proper redun-
dancy setting. The use of a running badness value as
described above provides a metric directly related to the
channel condition, which metric can be used alone or in
combination with other metrics, as desired. Where collisions 55
with other devices can be positively 1dentified as the source
ol error, 1t may be preferred to change a base channel such
that a different frequency or frequency pattern 1s used, rather
than increase a badness value or redundancy.

Now although certain systems, products, components, 60
functions and methods have been described above 1n detail
for specific applications, one of ordinary skill 1n the art will
recognize that these functions and methods are adaptable to
other systems and products. Likewise, although the
described functions have been described through the use of 65
block and state diagrams, tlowcharts, and software and
hardware descriptions, one of ordinary skill in the art waill
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recognize that most of the functions described herein may be
implemented 1n software or hardware. State machines
described herein may likewise be implemented completely
in logic, as soltware executable on a general-purpose or
embedded processor, or as a mixture of both. Some of the
descriptions herein refer to specific protocols and modula-
tion types, which are only exemplary; other protocols and
types may be substituted as desired 1n accordance with the
inventive concepts. More specifically, 1t 1s to be understood
that although the accompanying description makes reference
to the LoRa and LoRaWAN protocols and designs, the
inventions described herein may be used 1n other kinds of
intermediate-range networks, RF bands and using other
equipment. The exact configurations described herein need
not be adhered to, but rather the diagrams and architectures
described herein may be varied according to the skill of one
of ordinary skill 1in the art. Therefore, the mventions dis-
closed herein are to be fully embraced within the scope as
defined 1n the claims. It 1s furthermore understood that the
summary description and the abstract are provided merely
for indexing and searching purposes, and do not limit the
inventions presented herein 1n any way.

What 1s claimed:

1. A wireless device for communicating at intermediate
ranges with other wireless devices utilizing a set of discrete
radio-frequency channels organized into a plurality of base
channels and sub-channels assigned to the base channels, the
sub-channels providing a range of redundancy options under
a base channel, said wireless device providing adaptation for
changing conditions of interference 1 a wireless environ-
ment, said wireless device comprising:

a radio-frequency transceiver functional for wireless com-
munication over the set of discrete radio-frequency
channels;

a non-volatile memory wherein is stored a set of channel
parameters corresponding to the set of discrete radio-
frequency channels; and

an electronic circuit implementing a state machine immu-
table to power-transient events, wheremn said state
machine 1s configured to perform the functions of:

(a) imtializing said electronic circuit and radio-ire-
quency transceiver into a power-on state, the power-
on state configuring said radio-frequency transceiver
to operate on an 1nitial sub-channel,

(b) setting a first base channel,

(c) retaining a badness value for the sub-channel pres-
ently configured,

(d) detecting errors 1n packet communication,

(e) applying accumulation to the badness value where
errors are detected,

(1) decaying the badness value where packet transmis-
sions occur without an error detected,

(2) applying an increased redundancy (R+) threshold to
the badness value and indicating an increase in
redundancy when the badness value meets or
exceeds the R+ threshold,

(h) where the increase in redundancy 1s indicated,
selecting a disparate sub-channel having increased
redundancy than the sub-channel for which said
transceiver 1s presently configured, and

(1) configuring said transceiver to operate on the
selected sub-channel having increased redundancy,
where the sub-channel having increased redundancy
has been selected following the indication of
increased redundancy.

2. The wireless device recited 1n claim 1, wherein said
state machine 1s further configured to discriminate between
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communication errors due to collisions and errors caused by
other kinds of interference, and further wherein said device
applies accumulation only for errors not detected to be
collision-caused.

3. The wireless device recited 1in claim 2, wherein said
state machine 1s further configured to perform the functions

of:

(1) on detection that an amount of collision-based errors
exceeds a threshold, selecting a new base channel,
different than the one currently set,

(k) selecting a sub-channel assigned to the new selected
base channel,

(1) informing another device of the selected sub-channel
assigned to the new selected base channel, and

(m) configuring said transceiver to operate on the selected
sub-channel assigned to the new selected base channel.

4. The wireless device recited in claim 1, wherein each
sub-channel assigned to a base channel has a different
spreading factor.

5. The wireless device recited 1n claim 1, wherein the
means for providing redundancy is icluded 1n said trans-
celver.

6. The wireless device recited in claim 1, wherein the
means for providing redundancy 1s through a microcon-
troller by computational means.

7. The wireless device recited 1in claim 1, wherein said
non-volatile memory includes a table or other reference that
positively determines an increased redundancy (R+) sub-
channel for a selected base channel.

8. The wireless device recited 1n claim 1, wherein said
state machine 1s further configured to perform the steps of:

(1) attempting to inform another wireless device of the
selection of the disparate sub-channel having increased
redundancy,

(k) where an attempt to inform another wireless device of
the selection of the sub-channel has failed, identifying
a sub-channel having increased redundancy marked as
tail safe for the sub-channel for which said transceiver
1s presently configured, and

(1) configuring said transceirver to operate on the identified
fail-sate sub-channel.

9. The wireless device recited 1n claim 1, wherein said
state machine 1s configured to receive directives ifrom
another wireless device on the presently-configured channel
to change to a different sub-channel.

10. The wireless device recited 1in claim 1, wherein said
wireless device 1s configured to send periodic ping packets.

11. The wireless device recited 1in claim 1, wherein said
state machine 1s further configured to perform the functions
of:

(1) applying a decreased redundancy (R-) threshold to the
badness value, such that where the R- threshold meets
or exceeds the badness value a decrease 1n redundancy
1s 1ndicated,

(k) where the decrease 1n redundancy 1s indicated, select-
ing a disparate sub-channel having decreased redun-
dancy than the sub-channel for which said transceiver
1s presently configured, and

(1) configuring said transceiver to operate on the selected
sub-channel having decreased redundancy, where the
sub-channel having decreased redundancy has been
selected following the indication of decreased redun-
dancy.

12. The wireless device recited in claim 11, wherein the

initial sub-channel 1s the channel assigned to a base channel
having the greatest redundancy.
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13. A wireless device for communicating at intermediate
ranges with other wireless devices utilizing a set of discrete
radio-frequency channels organized into a plurality of base
channels and base channel plus redundancy (BC+R) sub-
channels assigned to the base channels, the sub-channels
providing a range of redundancy options under a base
channel, said wireless device providing adaptation for
changing conditions of interference in a wireless environ-
ment, said wireless device comprising:

a radio-frequency transceiver functional for wireless com-
munication over the set of discrete radio-frequency
channels;

a non-volatile memory wherein 1s stored a set of channel
parameters corresponding to the set of discrete radio-
frequency channels; and

an electronic circuit implementing a state machine immu-
table to power-transient events, wheremn said state
machine 1s configured to perform the functions of:

(a) imtializing said electronic circuit and radio-ire-
quency transceiver into a power-on state, the power-
on state configuring said radio-irequency transceiver
to operate on an mitial BC+R sub-channel,

(b) setting a first base channel,

(c) discriminating between communication errors due
to collisions and errors caused by other kinds of
interference,

(d) detecting a close sequence of packet errors not due
to collisions,

() upon detecting the close sequence of packet errors
not due to collisions, selecting an increased redun-
dancy (R+) sub-channel having increased redun-
dancy than the BC+R sub-channel for which said
transceiver 1s presently configured, the selected R+
sub-channel being assigned to the base channel pres-
ently set,

(1) upon selecting the R+ sub-channel, attempting to
inform another wireless device of the selection of the
R+ sub-channel having increased redundancy,

(g) upon selecting the R+ sub-channel having increased
redundancy and a successful attempt to inform
another wireless device of that selection, configuring
said transceiver to operate on the selected R+ sub-
channel having increased redundancy,

(h) where an attempt to inform another wireless device
of the selection of the R+ sub-channel having
increased redundancy has failed, identifying a sub-
channel having increased redundancy marked as fail
sate for the sub-channel for which said transceiver 1s
presently configured, and

(1) configuring said transceiver to operate on the 1den-
tified fail-sate sub-channel.

14. The wireless device recited 1n claim 13, wherein said
state machine 1s further configured to perform the functions
of:

(1) on detection that an amount of collision-based errors
exceed a threshold, selecting a new base channel,
different than the one currently set,

(k) selecting a sub-channel assigned to the new selected
base channel,

(1) informing another device of the selected sub-channel
assigned to the new selected base channel, and

(m) configuring said transceiver to operate on the selected
sub-channel assigned to the new selected base channel.

15. The wireless device recited 1n claim 13, wherein each
sub-channel assigned to a base channel has a different
spreading factor.
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16. The wireless device recited 1n claim 13, wherein the
means for providing redundancy i1s included in said trans-
celver.

17. The wireless device recited 1n claim 13, wherein the
means for providing redundancy 1s through a microcon-
troller by computational means.

18. The wireless device recited 1n claim 13, wherein said
non-volatile memory includes a table or other reference that
positively determines an increased redundancy (R+) sub-
channel for a selected base channel.

19. The wireless device recited 1n claim 13, wherein said
state machine 1s further configured to perform the functions
of:

(1) detecting a sequence of packets having few errors,

(g) upon detecting the sequence of packets having few

errors, selecting a decreased redundancy (R-) sub-
channel having decreased redundancy than the sub-
channel for which said transceiver 1s presently config-
ured, the selected R— sub-channel having decreased
redundancy being assigned to the base channel pres-
ently set, and

(h) configuring said transceiver to operate on the selected

R- sub-channel having decreased redundancy.

20. The wireless device recited in claim 19, wherein the
initial sub-channel 1s the channel assigned to a base channel
having the greatest redundancy.
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