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(57) ABSTRACT

Various embodiments of the invention provide methods,
systems, and computer program products for providing near
real-time feedback to an oniginating agent on one or more
instances initiated by the originating agent during a text-
based communication being conducted between the origi-
nating agent and a remote party. In various embodiments, a
determination 1s made that the one or more nstances initi-
ated by the orniginating agent for the text-based communi-
cation require verification and as a result, a verification agent
1s located to review the instances before they are delivered
to the remote party. Accordingly, upon the verification agent
editing the text of one of the instances, the instance 1is
delivered to the remote party displaying the edited text and
the edited text 1s also displayed to the originating agent at
virtually the same time to provide the originating agent with

near real-time feedback on the instance.

21 Claims, 22 Drawing Sheets
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VERIFICATION PROCESS FOR
TEXT-BASED COMMUNICATION
CHANNELS

BACKGROUND

Early call centers were structured around handling voice
calls that may have been inbound, outbound, or combination
of both. While voice calls are a common way of engaging
remote parties, modern call centers now handle many other
types of communication channels. For instance, many call
centers can support various data oriented channels (i.e.,
non-voice channels) such as email, short messaging service
texts (SMS texts), multimedia messaging service texts
(MMS texts), social media, fax, and web-based chat.
Accordingly, many call centers managing these additional
channels have become to be referred to as “contact centers”
to retlect that they support many diflerent modes of engaging
remote parties, as opposed to only handling voice calls.

In the past, agents who were employed 1n a call center that
only handled voice calls were only required to be able to
converse with third parties over telephone calls 1 a clear,
concise, and professional manner to provide a high quality
of service to these third parties. However, as the number of
channels of communication has increased over the years,
agents are now required to possess a number of additional
skills to be able to competently handle all the different
channels of communication being utilized 1n a contact center
environment. For instance, agents who engage 1n text-based
channels of communication such as SMS text, MMS text,
and Web chat with remote parties must also have competent
typing, spelling, and grammatical skills. In addition, these
agents must be able to convey needed information 1n written
form to third parties that 1s clear, concise, and 1n a profes-
sional manner. Furthermore, these agents must be able to
practice these skills in near real-time due to the nature of
many text-based channels of communication and how 1ire-
quently messages are exchanged between an agent and a
remote party. Accordingly, many contact centers engage in
training their agents to help them develop these needed
skialls.

A conventional approach to training agents that has been
used 1n many contact centers 1s to have training stafl (e.g.,
supervisors) review past communications with agents so that
instances that occurred during the communications where
improvement can be made are 1dentified and discussed with
the agents. For example, a supervisor may review text-based
communications that were composed and sent by a particu-
lar agent with the agent to help him or her learn how to
correctly handle certain information that 1s to be conveyed
in these types of communications as well as how to correctly
convey the mformation grammatically and professionally.
However, the problem with using this conventional
approach 1s that coaching 1s provided to the agents after the
communications have been sent. That 1s to say, the agents
are taught how to correct 1ssues that occurred during the
communications after the fact. As a result, the remote parties
involved 1n these communications may receive a poor
quality of service from the agents involved. In addition,
agents may continue to make the same mistakes on multiple
communications before they are made aware of the mistakes
and are provided feedback on how to correct them.

Another conventional approach to training agents that has
been used i1s to have training stall be involved in the
communications as they are taking place between agents and
remote parties so that the training stafl can provide input to
the agents 1n real-time as the agents interact with the remote
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parties. For example, a supervisor may serve as a third party
and actively view the text messages or Web chat messages

exchanged between an agent and a remote party as they take
place and provide mput to the agent during the exchange.
This input may be provided so that the remote party involved
in the exchange 1s also able to see the mput as separate
messages from the supervisor during the exchange (some-
times referred to as barging in on the communication) or
may be provided so that only the agent, and not the remote
party, 1s able to see the input. However, similar to the first
approach, this approach again only provides coaching to the
agent after the fact. That 1s to say, thus approach only
provides input from the supervisor to the agent after a
message that triggers the input from the supervisor has been
sent by an agent and viewed by the remote party. Accord-
ingly, this approach does not provide the supervisor with an
opportunity to edit/correct the message before 1t 1s viewed
by the remote party. Furthermore, a supervisor’s barging in
after viewing an errant message to try and remedy the
mistake made by the agent may appear intrusive and dis-
ruptive to the remote party.

Therefore, a need exists 1n the art to furnish an approach
for providing timely feedback to agents involved in text-
based communications with third parties and allows for the
correction of messages before they are sent and viewed by
a remote party. It 1s with respect to these considerations and
others that the disclosure herein i1s presented.

SUMMARY

In general, embodiments of the present invention provide
computer program products, methods, systems, apparatus,
and computing entities for providing near real-time feedback
to an originating agent on one or more nstances initiated by
the originating agent during a text-based communication
being conducted between the originating agent and a remote
party. For example, the text-based communication may be a
Web chat session being conducted between the originating
agent and the remote party and the instances requiring
verification are chat messages iitiated by the originating
agent. While 1n other instances, the text-based communica-
tion may be a text messaging session being conducted
between the originating agent and a remote party and the
instances requiring verification are text messages initiated
by the originating agent.

Thus, 1n various embodiments, a component, such as a
communications handler, determines one or more instances
initiated by an originating agent for a text-based communi-
cation require verification based on some criteria such as, for
example, one or more skills of the originating agent and/or
a flag set for the text-based communication. As a result, a
verification agent 1s located who 1s to review the one or more
instances 1mtiated by the originating agent before they are
delivered to the remote party mmvolved in the text-based
communication.

Accordingly, the text of the instances 1s displayed to the
verification agent and upon the agent editing the text of one
of the 1nstances, the instance 1s delivered to the remote party
displaying the edited text and the edited text 1s also dis-
played to the originating agent at virtually the same time to
provide the onginating agent with near real-time feedback
on the 1nstance. Similarly, upon the verification agent reject-
ing one of the istances, the instance 1s prevented from being
delivered to the remote party and the mstance 1s displayed to
the originating agent as being rejected at virtually the same
time to provide the orniginating agent with near real-time
teedback on the nstance. In addition, the verification agent
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may also provide a verification reason 1dentifying a reason
he or she edited or rejected an istance and this reason may
also be displayed to the onginating agent.

In particular embodiments, a timer may be set for the
text-based communication for locating a verification agent. >
In these particular embodiments, 1f a verification agent
cannot be located before the timer expires, then the one or
more instances initiated by the originating agent are deliv-
ered to the remote party without being verified. Similarly, 1n
particular embodiments, a timer may be set for each of the
instances initiated by the originating agent and an instance
1s delivered to the remote party without being verified if the
timer expires before the verification agent has reviewed the
instance (e.g., edited or rejected the instance).

This Summary 1s provided to exemplily concepts at a high
level form that are further described below in the Detailed
Description. This Summary 1s not intended to identify key or
essential features of the claimed subject matter, nor 1s 1t
intended that this Summary be used to limait the scope of the »g
claimed subject matter. Furthermore, the claimed subject
matter 1s not limited to implementations that address any or
all disadvantages noted 1n any part of this disclosure.
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Reference will now be made to the accompanying draw-
ings, which are not necessarily drawn to scale, and wherein:

FIG. 1 illustrates a communication architecture used in
accordance with various embodiments of the present inven- Y
tion.

FIG. 2A 1llustrates a data architecture in accordance with
various embodiments of the present invention.

FIG. 2B illustrates an example of data stored in the data
architecture shown 1n FIG. 2A.

FIG. 3A 1llustrates a data architecture in accordance with
various embodiments of the present invention.

FIG. 3B illustrates an example of data stored in the data
architecture shown 1n FIG. 3A. 40
FI1G. 4 1llustrates a process flow for handling a text-based
communication in accordance with various embodiments of

the present mnvention.

FIG. S illustrates a process flow for 1dentifying a verifi-
cation agent 1n accordance with various embodiments of the 45
present mvention.

FI1G. 6 illustrates a process flow for routing an instance of
a communication to a verification agent in accordance with
various embodiments of the present invention.

FI1G. 7 illustrates a process flow for a verification agent 50
receiving an instance of a communication in accordance
with various embodiments of the present invention.

FIG. 8 1llustrates a process flow for determining whether
an instance of a communication needs to be verified 1n
accordance with various embodiments of the present inven- 55
tion.

FIG. 9 1llustrates a process flow 1n response to a verifi-
cation agent selecting an instance of a communication to edit
in accordance with various embodiments of the present
invention. 60

FIG. 10 illustrates a process flow displaying a verification
reason pop-up screen in accordance with various embodi-
ments of the present invention.

FIG. 11 1llustrates a process flow in response to a verifi-
cation agent selecting an instance of a communication to 65
reject 1n accordance with various embodiments of the pres-
ent 1nvention.
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FIG. 12 illustrates a process flow in response to a veri-
fication agent selecting an instance of a communication to
accept 1n accordance with various embodiments of the
present mvention.

FIG. 13 illustrates a process flow for recording delivery an
instance ol a communication to a remote party in accordance
with various embodiments of the present invention.

FIG. 14 1llustrates a process flow checking to determine
whether a timer for an instance of a communication has
expired 1 accordance with various embodiments of the
present 1nvention.

FIG. 15 1llustrates a graphical user mterface (“GUI”) used
in various embodiments by a verification agent.

FIG. 16 1llustrates a GUI used 1n various embodiments by
a verification agent 1n editing an instance of a communica-
tion.

FIG. 17 1llustrates a GUI used for providing a verification
reason 1n various embodiments.

FIG. 18 illustrates a GUI used 1n various embodiments by
a verification agent 1n displaying verification results.

FIG. 19 1llustrates a GUI used 1n various embodiments by
an originating agent.

FIG. 20 1s an exemplary schematic diagram of a process-
ing component used in various embodiments of the contact

center architecture to practice the technologies disclosed
herein.

DETAILED DESCRIPTION

Various embodiments for practicing the technologies dis-
closed herein are described more fully heremafter with
reference to the accompanying drawings, in which some, but
not all embodiments of the technologies disclosed are
shown. Indeed, the embodiments disclosed herein are pro-
vided so that this disclosure will satisty applicable legal
requirements and should not be construed as limiting or
precluding other embodiments applying the teachings and
concepts disclosed herein. Like numbers 1in the drawings
refer to like elements throughout.

Text-Based Channels of Communication

As mentioned, agents i call centers have traditionally
interacted with customers one at a time using a voice
channel. However, many call centers today have evolved
into contact centers that allow agents to interact with cus-
tomers using many different channels of communication.
These channels of communication may include voice calls,
emails, web-based chats, SMS texts, and MMS texts. Rel-
erence to “web-based chat” 1s also sometimes referred to as
“Web chat” or simply “chat” and “SMS text” and “MMS
text” 1s also sometimes simply referred to as “text.” Other
channels may be involved such as, for example, fax and
social media. With that said, several aspects of using these
various channels of communication 1s noted.

Firstly, a voice call 1s typically intolerant of delay. By
“delay,” reference 1s made to the willingness of a party on a
call to tolerate delay in receiving a response during a
conversational dialogue. Typically, a party conversing with
an agent on a call expects the agent to respond in real-time,
¢.g., within a few seconds. For example, if a party asks an
agent a question while conversing, the agent 1s expected to
provide the party with a timely response. While an agent
may not always readily know the answer to a question
during a call and he or she may need to perform some type
of inquiry ofiline to obtain the answer, the agent 1s never-
theless expected to mform the party of this situation 1n a
timely manner to set the party’s expectation. That 1s to say,
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a response ol some sort 1s expected to be provided in
real-time 1n response to a party’s verbal question.

Therefore, many call centers make use of traiming
approaches that involve providing agents with feedback
after the fact because of this characteristic of a voice call.
Since the party involved 1n a voice call with an agent expects
an almost immediate response from the agent while on the
call, a call center cannot provide input to the agent, if the
agent has made a mistake on the call, until after the agent has
made the mistake and the party on the call has heard the
mistake. Here, a mistake may be, for example, the agent
providing inaccurate information to the party or the agent
not handling the call in a professional manner by using
iappropriate language or an angry tone with the party.

However, 1n contrast, non-voice (or “text-based”) com-
munications typically do not demand such immediate
response by agents. That 1s to say, a slight delay 1n an agent
responding to a party while involved 1n a text-based com-
munication 1s typically tolerable to the party. For instance, a
chat communication typically occurs as a result of a party
interacting with a website selecting a chat function provided
on the site. Here, the party normally 1nteracts with an agent
by typing messages on a keyboard connected to some type
of computing device such as a personal computer. However,
the party involved in the chat communication with the agent
does not normally have an expectation that responses from
the agent will occur as quickly as responses recerved during,
a voice call. That 1s to say, a party involved 1n a chat with
an agent typically views a delay of a few seconds up to a few
minutes occurring before receiving a response to a chat
message as acceptable.

Likewise, a party’s expectations during a SMS or MMS
communication are typically the same. Here, a SMS or
MMS communication normally occurs as a result of a party
interacting with a hand-held device and selecting the texting
capability on the device. The party interacts with an agent by
typing text messages on a keyboard provided on the touch
screen of the device and the text messages between the party
and agent are generally exchanged using rather quick trans-
mission times. Although the party may expect a fairly rapid
response to each of his or her text messages, like during a
chat, he or she does not typically expect a response quite as
rapidly as 1n a voice call. Instead, a party involved 1n a SMS
or MMS communication with an agent normally views a
delay of several seconds up to several minutes occurring
before recetving a response to a text message as acceptable,
depending on the context of the text message.

Of course, the general expectations of parties involved in
communications using the above-discussed channels may be
different depending on the circumstances surrounding the
communications. However, generally speaking, text-based
communications provide contact centers with an environ-
ment that allows more opportunity to intervene because of
the lower expectation of parties for an immediate response
from an agent on such communications. Accordingly, vari-
ous embodiments of the invention described herein are
configured to make use of this opportunity to better train
agents and provide an improved quality of service to remote
parties.

Exemplary Contact Center Architecture

FIG. 1 illustrates a contact center architecture 100 that
may be used 1n accordance with the various technologies
and concepts disclosed herein. The contact center architec-
ture 100 shown 1n FIG. 1 may process voice communica-
tions and non-voice communications that are mbound-only,
outbound-only, or a combination of both (sometimes
referred to as a “blended” contact center). Therefore,
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although many aspects of contact center operation may be
disclosed 1n the context of voice calls, the contact center
may process other forms ol communication such as, for
example, facsimiles, emails, text messages, video calls, and
chat messages.

Since the contact center may handle communications
originating from a party, or initiated to a party, the term
“party,” “user,” or “customer’” without any further qualifi-
cation, refers to a remote person associated with a commu-
nication processed by the contact center, where the commu-
nication 1s either received from or placed to the party. Thus,
use of these terms 1s not mntended to limit the concepts
described 1n this application.

Accordingly, inbound voice calls can originate from call-
ing parties using a variety of different phone types. For
instance, a calling party may originate a call from a con-
ventional analog telephone 1105 connected to a public
switched telephone network (“PSTN”) 115 using an analog
plain old telephone service (“POTS”) line 116a. The calls
may be routed by the PSTN 115 and may comprise various
types of facilities 1164, including, but not limited to: T1
trunks, SONET based fiber optic networks, ATM networks,
ctc. Various types of routers, switches, bridges, gateways,
and other types of equipment may be involved in the
processing of the calls.

Inbound voice calls may also originate from a mobile
phone device 110¢, such as a smart phone, tablet, or other
mobile device, which wirelessly communicates with a
mobile service provider (“MSP””) 112. The voice calls may
be routed to the PSTN 115 using an integrated services
digital network (“ISDN”") interface 1165 or other types of
interfaces that are well known to those skilled in the art. In
particular embodiments, the MSP 112 may also route calls as
packetized voice, referred to heremn as voice-over-1P
(“VoIP”) to an Internet provider 123 using Internet-based
protocols, such as SIP or H.323 protocols. For convenience,
unless indicated otherwise, the term “trunk™ refers to any
type of facility 116c¢, 1164 providing voice calls to, or from,
the contact center, regardless of the type of protocol or
technology used. Specifically, a “trunk™ 1s not limited to
time-division multiplexing (“TDM”) technology, but could
refer various VoIP communication channels.

Inbound voice calls may also originate from a calling
party employing a so-called “IP phone,” “VoIP phone,” or
“soft phone” 110a. In particular embodiments, this device
may comprise a computing device 105, such as a laptop,
computing tablet, or other electronic device, which inter-
faces with a headphone/microphone combination, also
referred to as a “headset” 106. An IP phone may use a digital
voice control protocol and may process packetized voice
data according to various Internet based voice protocols,
such as session mnitiated protocol (“SIP””) and the call may be
conveyed by an Internet provider 123. Those skilled 1n the
art will recognize that a variety of Internet Protocols (“IP”)
and facilities may be used to convey voice calls.

The term “voice call” may encompass a voice call using
any form of currently available technology and/or originat-
ing from any type of device, such as a soit phone 110q, a
conventional telephone 1105, a mobile phone 110c¢, or other
device known 1n the art. The term *“call” as used herein may
encompass an active istance ol two-way communication,
an attempt to establish two-way communication, or a portion
of the two-way communication. For example, a user at a
conventional telephone 1105 can dial a voice call in an
attempt to establish two-way communication, and a call can
be said to exist even prior to establishment of the two-way
connection.
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In various embodiments, inbound voice calls from calling
parties to the contact center may be received at a commu-
nications handler 150, which could be, for instance, an
automatic call distributor (“ACD”). In particular embodi-
ments, the communications handler 150 may be a special-
1zed switch for recerving and routing imbound calls under
various conditions. Further, the communications handler
150 may be embodied as a dedicated form of equipment
readily available from various manufacturers, or the com-
munications handler 150 may be a so-called “soit switch”
comprising a suitable programming module executed by a
processing device to perform the necessary specialized
functions. The communications handler 150 may route an
incoming call over contact center facilities 165 to a phone
device used by an available agent for servicing. Depending
on the embodiment, the facilities 165 may be any suitable
technology for conveying the call, including but not limited
to a local area network (“LAN”), wide area network
(“WAN”), ISDN, or conventional TDM circuits. In addition,
the facilities 165 may be the same or different from the
tacilities used to transport the call to the communications
handler 150.

The physical area at which the agent sits 1s often referred
to as an agent “position” and these positions are often
grouped into clusters managed by a supervisor, who may
monitor calls and the agents’ productivity. An agent typi-
cally uses a specially configured computing device 160a-
160c, such as a computer with a display, and a voice device
161a-161c¢ that 1s adapted for various contact center func-
tions associated with processing communications. For
instance, the voice device 161a-161¢c may be a soit phone
device exemplified by a headset 161a connected to the
computer 160a. Here, the soft phone device may be a virtual
telephone 1mplemented in part by an application program
executing on the computer 160a. Further, the phone may
also comprise an Internet Protocol (*IP”) based headset
1615 or a conventional phone 161¢. Use of the term “phone”
1s mtended to encompass all these types of voice devices
used by an agent, unless indicated otherwise.

The combination of computing device 160a-160c and
voice device 161a-161¢ may be referred to as a “worksta-
tion.”” Thus, for these particular embodiments, the worksta-
tion collectively has a data capability and a voice capability,
although separate devices may be used. Here, data may be
provided to an agent’s workstation computer 160a-160c¢
over facilities 168 along with routing the call to the agent’s
workstation voice device 161a-161¢ over other facilities
165. In some 1nstances, “workstation” may be used in
reference to either the data or voice capability at the agent’s
position. For example, “routing the call to the agent’s
workstation” means routing a call to one of the voice devices
161a-161c¢ at the agent’s position. Similarly, “routing the
call to the agent” means routing a call to the appropriate
equipment at an agent’s position. The workstation typically
has a display, typically provided via a computer monitor.
This 1s used to convey iformation to the agent about the
calls, and the agent may interact with the communications
handler 150 using a mouse or other pointing device in
conjunction with theirr computer display.

Depending on the embodiment, the agent positions may
be co-located 1n a single physical contact center or multiple
physical contact centers. The agents may be remotely
located from the other components of the contact center, and
may also be remotely located from each other, sometimes
referred to as a “virtual contact center.” In particular
instances, a virtual contact center may describe a scenario 1n
which agents work at home, using their own computers and
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telephones as workstations. In some configurations, a single
physical location of the contact center may not be readily
identifiable. For instance, this may occur when the call
processing functions are provided as a service i1n a hosted
cloud computing environment and the agents positions are 1n
their individual residences. It 1s even possible for the super-
visor to be remotely located (e.g., work at home), and such
an arrangement does not negate the existence of the contact
center.

Agents typically log onto their workstations prior to
handling calls. The workstation may also communicate this
login information to the communications handler 150 to
allow the contact center (including the communications
handler 150) to know which agents are available for han-
dling calls. In particular embodiments, the communications
handler 150 may also maintain data on an agent’s skill level
that may be used to route a specific call to the agent or group
of agents having the same skill level. The communications
handler 150 may also know what types of channels and
combinations ol channels the agent can handle.

Accordingly, 1n various embodiments, the communica-
tions handler 150 may place a call in a queue 11 there are no
suitable agents available to handle the call, and/or the
handler 150 may route the call to an interactive voice
response system (e.g., server) (“IVR”) (not shown) to play
voice prompts. In particular embodiments, these prompts
may be defined to be 1n a menu type structure and the IVR
may collect and analyze responses from the party in the form
of dual-tone multiple frequency (“DMTF”) tones and/or
speech. In addition, the IVR may be used to further identily
the purpose of the call, such as, for example, prompting the
party to enter account information or otherwise obtain
information used to service the call. Further, in particular
embodiments, the IVR may interact with other components
such as, for example, a data store 175 to retrieve or provide
information for processing the call. In other configurations,
the IVR may be used to only provide announcements.

As noted, the contact center may also receive non-voice
communications such as, for example, text messages,
emails, and chats. For instance, text messages may be sent
by parties using smart phones 110¢ over a MSP 112 and the
Internet 123 and are received by a text gateway server 140.
Once received, the text gateway server 140 may inform the
communications handler 150 of the text messages and the
handler 150 may then queue up the texts for approprate
agents. Similarly, emails may be sent by users over the
Internet 123 to an email server 135, and the email server 135
may 1mform the communications handler 150 of the emails
so that the communications handler 150 can queue up the
emails for appropriate agents. With respect to chats, 1n
various embodiments a party can request a chat by accessing
a website via a Web server 145. In turn, the Web server 145
informs the communications handler 150 of the chat and the
handler 150 queues the appropriate agent to handle the chat.

Depending on the embodiment, the interactions between
the various components shown may involve using a local
area network (“LAN"") 170. However, other configurations
are possible, such as, but not limited to, using a wide area
network, wireless network, router, bridge, direct point-to-
point links, etc. Furthermore, 1n licu of using facilities 1635
directly linked to the communications handler 150 {for
conveying audio to the agents, other facilities 168 associated
with the LAN 170 may be used.

In addition to receiving mmbound communications, the
contact center may also originate communications to parties,
referred to heremn as “outbound” communications. For
instance, i particular embodiments, the communications
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handler 150 may be a dialer, such as a predictive dialer, that
originates outbound calls at a rate designed to meet various
criteria. Here, the communications handler 150 may include
functionality for originating calls, and 11 so, this function-
ality may be embodied as a private automatic branch
exchange (“PBX” or “PABX”). In addition, the communi-

cations handler 150 may directly interface with voice trunks
using facilities 116¢, 1164 to the PSTN 115 and/or Internet
provider 123 for originating calls. After the calls are origi-
nated, the communications handler 150 may perform a
transier operation to connect the calls with agents, a queue,
or an IVR. Furthermore, in various embodiments, the com-
munications handler 150 may make use of one or more
algorithms to determine how and when to dial a list of
numbers so as to minimize the likelihood of a called party
being placed 1n a queue while maimntaiming target agent
utilization. In similar fashion, the email server 135, text
gateway server 140, and the Web server 145 can be utilized
in various embodiments to originate outbound emails, text
messages, and chats with parties.

As 1s discussed 1n greater detail, in various embodiments,
the communications handler 150 determines which agent 1s
authorized and available to handle a communication upon
being made aware of a voice or non-voice communication,
and thereafter appropriately coordinates any response to the
communication. In addition, the communications handler
150 may also make use of one or more schemes 1n allocating
communications to agents such as, for example, on a round-
robin basis, a least-number-served basis, a first available
agent basis, and/or a semority basis.

Finally, an administrator may configure the different com-
ponents 135, 140, 145 and communications handler 150 in
various embodiments via an administrator workstation 157
to aflect how various communications are routed to agents.
For instance, in particular embodiments, an administrator
has access through the administrator workstation 157 to
various data structures for defining what channels of com-
munication and combinations of communication channels
agents are able to handle. That 1s to say, the administrator has
access through the administrator workstation 157 to adjust
the “mix” of channels of communications and combinations
of channels agents are able to handle.

Although a number of the above components are referred
to as a “server,” each may also be referred to 1n the art as a
“computing device,” “processing system,” “unit,” or “sys-
tem.” A server may incorporate a local data store and/or
interface with an external data store. Use of the word
“server” does not require the component to interact mn a
client-server arrangement with other components, although
that may be the case. Further, the above components may be
located remotely from (or co-located with) other compo-
nents. Furthermore, one or more of the components may be
implemented on a single processing device to perform the
functions described herein. For example, in various embodi-
ments, one or more functionalities of the communications
handler 150 or other component may be combined into a
single hardware platform executing one or more soltware
modules. In addition, the contact center architecture 100
may be provided as a hosted solution, where the call
processing lunctionality 1s provided as a commumnication
service (a so-called “‘communication-as-a-service” or
“CaaS™”) to a contact center operator. Thus, there 1s no
requirement that the components identified above actually
be located or controlled by a contact center operator. Those
skilled 1n art will recognize FIG. 1 represents one possible
configuration of a contact center architecture 100, and that
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variations are possible with respect to the protocols, facili-
ties, components, technologies, and equipment used.
Exemplary Communication Data Architecture

FIG. 2A provides a data architecture for storing informa-
tion for communications and associating various data ele-
ments for the information in accordance with various
embodiments of the mvention. For istance, this particular
architecture may be utilized as a file structure or a database
structure 1n particular embodiments. That 1s say the primary
structures 210, 220, 230, 240, 250, 260, 270 shown 1n FIG.
2A may be constructed, for example, as individual files or
tables depending on whether a file structure or a database
structure 1s used.

Looking at FIG. 2A, the data architecture includes a
COMMUNICATIONS structure 210 that stores information
on various communications between agents and remote
parties. Here, the COMMUNICATIONS structure 210
includes a unique 1dentifier (COMM_ID 211) that 1s used to
identify a particular communication and can be used to
retrieve, as well as associate, information stored in other
data structures found in the architecture for the communi-
cation. For this particular configuration, each communica-
tion 1s associated with a data element (CHANNEL_TYPE
221) identifying the channel of communication being used
for the communication. Specifically, this data element
(CHANNEL_TYPE 221) 1dentifies the corresponding chan-
nel of communication by storing a unique i1dentifier for the
channel of communication found 1n a CHANNELS structure
220.

Thus, the CHANNELS structure 220 stores unique 1den-
tifiers (CHANNEL_TYPE 221) for each channel of com-
munication that may be utilized by the contact center. For
example, the contact center may be utilizing voice calls, text

messages, emails, and chats to interact with remote parties.
Theretore, 1n this instance, the CHANNELS structure 220

would include four unique CHANNEL_TYPE i1dentifiers
221, one for each channel of communication being utilized
by the contact center. In addition, the CHANNELS structure
220 may also mclude CHANNEL _INFO 222 that provides
general mnformation about the channel such as, for example,
the component(s) within the contact center that support the
channel. Depending on the embodiment, the CHAN-
NEL_INFO 222 may also be separated out into multiple data
clements and/or multiple structures for storage purposes.

In addition, each communication in the COMMUNICA -
TIONS structure 210 1s also associated with a data element
(AGENT_ID 231) identifying a particular agent who 1s
handling the communication. This agent 1s considered the
originating agent for the communication because the agent
originates conveyances (€.g., text messages, chat messages,
etc.) to the remote party involved in the communication.
Furthermore, each communication in the COMMUNICA -
TIONS structure 210 that involves having the originating
agent’s conveyances verified 1s also associated with a data
clement (VERIFICATION_AGENT_ID 232) identifying a
particular agent who 1s handling the verification for the
communication. This agent 1s considered the verification
agent for the communication because the agent reviews and
verifies the originating agent’s conveyances (€.g., text mes-
sages, chat messages, etc.) to the remote party involved 1n
the communication.

Here, both data elements (AGENT_ID 231 and VERIFI-
CATION_AGENT_ID 232) store unique identifiers of
agents (AGENT_ID 231) found mn an AGENTS structure
230. Accordingly, the AGENTS structure 230 is configured
in various embodiments to store information on the agents
employed by the contact center to handle communications
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for the contact center. As mentioned, the AGENTS structure
230 1ncludes an agent 1dentifier (AGENT_ID 231) for each
agent that uniquely 1dentifies the agent and can be used to
retrieve, as well as associate, information stored i1n other
data structures for the agent. The AGENTS structure 230
may also include AGENT_INFO 232 that provides general
information about the agent such as, for example, the agent’s
name, job title, and pay grade. Depending on the embodi-
ment, the AGENT_INFO 232 may also be separated out into
multiple data elements and/or multiple structures for storage

purposes.
Continuing on, the configuration of the COMMUNICA -

TIONS structure 210 shown 1n FIG. 2A also includes a data
clement (STATUS 212) identifying the status of the com-
munication. Depending on the contact center, a communi-
cation may have any number of different statuses. For
istance, a communication may have an “active” status.
Here, an agent and remote party are actively engaged in the
communication such as, for example, when an agent and a
remote party are exchanging chat messages during a chat
session. In addition, a communication may have a “termi-
nated” status once the communication has been completed
such as, for example, when the agent and remote party end
the chat session. Furthermore, 1n other instances, a commu-
nication may have other statuses such as, for example, a
“hold” status or a “suspended” status for when a commu-
nication, such as a telephone call, has been placed on hold
by an agent.

In addition, the configuration of the COMMUNICA-
TIONS structure 210 shown 1n FIG. 2A also includes a data
clement (TIMER_VALUE 213) that contains a remaining
amount of time that 1s available to locate a verification agent
for a communication. As discussed 1n further detail herein,
when a determination 1s made that the conveyances of a
communication sent by an originating agent to a remote
party should be reviewed and verified, an agent 1s 1dentified
to serve 1n the role of reviewing and verifying the originating,
agent’s conveyances. However, in various embodiments,
only a predetermined amount of time 1s allowed to locate a
verification agent so that the remote party involved in the
communication 1s not left waiting too long belore receiving
conveyances from the agent handling the communication.
The remainder of this predetermined amount of time 1is
found 1n the TIMER VAILUE data element 213 of the
COMMUNICATIONS structure 210. In particular embodi-
ments, once the value 1n the TIMER_VAILUE data element
213 reaches zero and a verification agent has not been
located, the communication 1s continued without having the
originating agent’s conveyances reviewed and verified.

In conjunction, the configuration of the COMMUNICA -
TIONS structure 210 shown 1n FIG. 2A also includes a data
clement (VERIFICATION_REQUIRED 214) that provides
an 1ndication as to whether the originating agent’s convey-
ances are required to be reviewed and verified. For instance,
in various embodiments, the VERIFICATION_REQUIRED
data element 214 1s configured as a Boolean value that
contains either true or false. The value true indicates the
communication 1s subject to verification and the value false
indicates the communication 1s not subject to verification. A
combination of a TIMER_VALUE equal to zero, a VERI-
FICATION_REQUIRED equal to true, and a VERIFICA-
TION_AGENT_ID equal to null may indicate that a veri-
fication agent could not be located within the predetermined
amount of time allocated to find such an agent for a
communication.

Continuing on now, 1n various embodiments, a commu-
nication being conducted between an agent and a remote
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party 1s made up of one or more associated instances. An
instance ol a communication refers to a single conveyance
by the agent or the remote party during a communication.
For example, during a Web chat session between a party and
an agent, each chat message sent by the agent and the remote
party 1s considered an instance for the Web chat session
(communication).

Accordingly, the data architecture shown in FIG. 2A
includes an INSTANCES structure 250 that contains infor-
mation on various instances that take place during commu-
nications. This particular structure 250 includes a unique
identifier (INSTANCE_ID 2351) that 1s used to i1dentify a
particular instance and can be used to retrieve, as well as
associate, information stored in other data structures found
in the architecture for the instance. In addition, the structure
250 1ncludes a data element (VERIFICATION_REQUIRED
252) that indicates whether the particular 1nstance 1s subject
to verification or not. Again, 1 particular embodiments, the
VERIFICATION_REQUIRED data element 252 1s config-
ured as a Boolean value. As discussed in further detail
herein, a determination may be made in particular embodi-
ments on an instance-by-instance basis as to whether any
particular 1nstance for a communication 1s to be reviewed
and verified before being delivered to a remote party.

Further, the INSTANCES structure 250 includes infor-
mation (INSTANCE_INFO 253) on each particular
instance. For example, the INSTANCE_INFO 253 for an
instance mvolving a text session may include information
such as who originated the instance (the agent or the remote
party), the date and time the instance took place for the text
session (the date and time the text message was sent for the
text session), and/or the actual text of the mstance (the text
body of the message). Depending on the embodiment, the
INSTANCE_INFO 253 may be separated out into multiple
data elements and/or multiple structures for storage pur-
poses. In addition, depending on the embodiment, the
INSTANCE_INFO 233 may include different information
(e.g., different data elements) for different types of commu-

nications (e.g., emails versus text messages versus chats).
The INSTANCES structure 250 shown 1n FIG. 2A also

includes a data element (TIMER_VALUE 2354) indicating an
amount ol time remaining for the instance to be reviewed
and verified by the venfication agent. Thus, similar to the
TIMER_VALUE 213 found in the COMMUNICATIONS
structure 210, 1n various embodiments, only a predetermined
amount of time 1s provided to the venfication agent to
review and verily a particular instance 1 a communication
so that the remote party involved in the communication 1s
not left waiting too long before receiving an instance from
the originating agent. The remainder of this predetermined
amount of time 1s found in the TIMER VAL UE data ele-
ment 254 of the INSTANCES structure 2350. In particular
embodiments, once the value 1n the TIMER VALUEFE data
clement 254 reaches zero for a particular instance and the
verification agent has not yet reviewed and verified the
instance, the instance 1s sent to the remote party without
verification.

The INSTANCES structure 250 shown 1n FIG. 2A also
includes a data element (VERIFICATION_CODE 261) that
identifies a reason a verification agent took action with
respect to a particular 1instance. In addition, the
INSTANCES structure 250 includes a data element (NOTES
255) that stores any notes entered by the verification agent
on the action taken with respect to the particular instance.
For example, 1f the venfication agent has to edit a text
message being sent by an agent during a text session because
of a typographical error, then the verification agent may
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enter a code that 1s stored in the VERIFICATION CODE
data element 261 for the text message instance indicating the
message was edited due to a typographical error.

For this particular configuration, the VERIFICATION _
CODE data element 261 stores a umque identifier (code)
that 1s associated with a VERIFICATION CODES structure
260. The VERIFICATION CODES structure 260 stores a
unique 1dentifier (VERIFICATION_CODE 261) for each
verification reason along with VERIFICATION_INFO 262
that provides information on the particular verification rea-
son. Again, the VERIFICATION_INFO 262 may be sepa-
rated out into multiple data elements and/or multiple struc-

tures for storage purposes.
Continuing on, the INSTANCES structure shown 1n FIG.

2A also includes a data element (STATUS_ID 271) that
indicates the status of a particular instance with respect to
verification. For example, a particular istance mitiated by
an agent for a communication may be required to be
reviewed and verified before being delivered to a remote
party. Here, in particular embodiments, the initial status of
the 1nstance may be “pending,” indicating the instance 1s
waiting for verification. A verification agent assigned to the
communication may review the instance (e.g., review the
text message) and edit the instance before having 1t deliv-
ered to the remote party. Accordingly, the status of the
instance may be changed from “pending” to “edited.”
However, the verification agent may instead reject having,
the entire instance delivered to the remote party. Here, the
status of the instance may be changed from “pending” to
“rejected.” The verification agent may instead have the
instance delivered to the remote party without any changes
to i1t. Here, the status of the mstance may be changed from
“pending” to “accepted.” Had the mstance been sent to the
remote party without requiring verification or the amount of
time allotted for verification expired belfore the instance was
verified, then the status may be changed from “pending™ to
“no validation required” or “timed out,” respectiully.
Accordingly, the STATUS_ID data element 271 can inform
one what action was taken by a verification agent with
respect to a particular instance. For mstances recerved from
a remote party, the STATUS_ID data element 271 1n par-
ticular embodiments may indicate a status of “remote party”™
to distinguish them from instances originated from an agent

to a remote party.
The STATUS_ID data element 271 for the particular

configuration of the INSTANCES structure 250 shown 1n
FIG. 2A stores a unique identifier that 1s associated with a
VERIFICATION_STATUSES structure 270. The VERIFI-
CATION_STATUSES structure 270 stores a unique identi-
fier (STATUS_ID 271) for each type of status an instance
may have along with STATUS_INFO 272 that provides
information on the particular status. Again, the STATUS_
INFO 272 may be separated out into multiple data elements
and/or multiple structures for storage purposes.

Looking further at the configuration of the INSTANCES
structure 250 1in FIG. 2A, the structure 250 also includes a
data element (TIME_STAMP 256) that indicates the date
and time an instance was either originated by an agent
handling a communication or received from a remote party
involved 1n the communication. Finally, the structure 250
includes a data element (DELIVERY 257) that indicates
whether the instance was delivered to the intended party. For
instance, 1f an mnstance has been delivered to a remote party,
then the DELIVERY 257 data element may have a value of
“completed.” (Instances received from a remote party may
also have a DELIVERY value of “completed.”) If an

instance 1s waiting to be reviewed and verified, then the
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DELIVERY data element 257 may have a value of “pend-
ing.” Further, 1f an 1nstance has been rejected by a verifi-
cation agent, then the DELIVERY data element 257 may
have a value of “rejected.”

Finally, the data architecture shown 1n FIG. 2A includes
a COMMUNICATIONS_TO_INSTANCES structure 240.
This structure 240 links the various instances to specific
communications. Thus, the COMMUNICATIONS TO IN-
STANCES structure 240 shown i FIG. 2A includes a
combination of a COMM ID 211 and an INSTANCE 1D
251 that are unique within the structure 240. Therefore,
ideally, an instance should only be assigned to one commu-
nication and the COMMUNICATIONS_TO_INSTANCES
structure 240 1s used to 1dentily what mstances are related to
any particular communication.

Consider an example where a party and an agent are
involved 1n a conversation via a Web chat to discuss a
product advertised on a website. FIG. 2B illustrates data
stored 1 the data architecture shown in FIG. 2A for this
example. Thus, turming to FIG. 2B, the contact center
considers the interaction between the agent and the party to
discuss the advertised product to represent a communica-
tion. Accordingly, an entry 1s placed in the COMMUNICA -
TIONS structure 210 for this communication that 1s asso-
ciated with the 1identifier “C12345” 215. Here, the
communication entry shows the channel of communication
being used for the communication 1s a Web chat based on the
identifier “CT3217 223 that 1s associated with the same
identifier 223 in the CHANNELS structure 220 as a “WEB
CHAT” 224.

In addition, the commumication entry also shows the
communication involves an originating agent associated
with the identifier “A456” 233 and a verification agent
associated with identifier “A789” 235. Hence, the entry
shows the originating agent involved 1n the communication

1s “AGENT MIKE” 234 and the verification agent involved
in the communication 1s “AGENT MARY” 236 as identified
in the AGENTS structure 230. Further, the status of the
communication 1s “ACTIVE” 216 and verification 1s
required for the communication as indicated by the “TRUE”
218 found m the VERIFICATION_REQUIRED data ele-
ment 214. Furthermore, forty-three seconds 217 were still
remaining when the verification agent was located for the
communication as indicated in the TIMER VAILLUE data
clement 213.

Accordingly, two 1nstances are shown to be associated
with the communication 1n the COMMS TO INSTANCES
structure 240. Here, an entry 1s found 1n the structure 240
linking each of the Web chat instance 1dentifiers 281, 291 to
the Web chat session identifier 215 to demonstrate the Web
chat mstances are associated with the Web chat session.

Consequently, the INSTANCES structure 250 includes an
entry for the first instance that represents an initial chat
message sent by the remote party to initiate the Web chat
session. This particular entry 1s associated with i1dentifier
“IN234” 281 and show a status of “REMOTE PARTY” 287.
The 1nstance does not require verification since the instance

1s a chat message sent by the remote party, as shown by the
“FALSE” value 282 found in the VERIFICATION_RE-

QUIRED data element 252. Accordingly, the TIM-
ER_VALUE data element 254, the VERIFICATION CODE
data element 261, and the NOTES data element 255 for this
instance are all set to “NULL” 284, 285, 286. In addition, the
information stored for the instance 283 in the INSTAN-
CE INFO data element 253 indicates the associated chat
message was the remote party mitiating the chat session by
saying hello. Finally, the instance has been delivered to the
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originating agent, as shown by the “COMPLETED” 289
found 1n the DELIVERY data element 257, at 6:01 p.m. on

Oct. 19, 2017 288 as shown in the TIME_STAMP data
clement 256.

The INSTANCES structure 250 also includes an entry for
the second instance that represents a second chat message
sent by the originating agent at 6:02 p.m. on Oct. 19, 2017
296, to respond to the remote party and announce he or she
had joined the chat session as shown 1n the information for
the instance 293. This particular entry is associated with
identifier “IN235” 291 and the instance did require verifi-
cation as indicated by the “TRUE” value 292 found 1n the
VERIFICATION_REQUIRED data element 252. Accord-
ingly, the verification agent reviewed the text of the instance
and edited 1t as indicated by the status identifier “ST123”
273, which 1s shown in the VERIFICATION_STATUSES
structure 270 as “EDITED” 274. At that time the verification
agent finished his or her edit of the chat message, there were
four seconds remaining to complete the edit of the message
294 as shown 1n the TIMER VALUE data element 254. The
reason the verification agent edited the text of the instance

was because the text contained a typographical error as
indicated by the verification code “VC123” 263, which 1s

shown 1in the VERIFICATION CODES structure 260 as
“TYPOGRAPHICAL ERROR” 264. The verification agent
could have included a note to provide further input on his or
her edit but did not do so as indicated by the “NULL” 295
found 1n the NOTES data element 255. Finally, the second
instance was delivered to the remote party as indicated by
the “COMPLETED” 297 found m the DELIVERY data
clement 257.

As 1s common, different agents possess different skill
levels with respect to their abilities to handle communica-
tions involving various channels of commumnication and also
with respect to their abilities to handle different situations
that occur during these communications. Accordingly, in
vartous embodiments, an agent’s skill level 1s considered
when determining whether a communication the agent 1s
handling 1s to be verified and/or whether the agent can serve
as a verification agent for a communication. With this in
mind, FIG. 3A provides additional structures within the data
architecture for managing agents’ different abilities to
handle communications and/or serve as verification agents.

Here, the particular configuration of the data architecture
shown 1n FIG. 3A provides the AGENTS structure 230 also
includes along with the data element to store an agent’s
unique identifier 231, a data element (MAX_CHANNELS)
301 to record an agent’s maximum number of communica-
tions the agent 1s authorized to handle at virtually the same
time. Depending on the embodiment, the MAX_CHAN-
NELS data element 301 may be independent of the channels
of communication that may make up the combination of
channels of communication used for the communications.

For instance, an agent’s maximum number of communi-
cations may be set to four. Therefore, the agent cannot have
more than four communications that are actively being
handled by the agent at any given time. However, the four
sessions may be made up of any combination of channels.
For example, the four sessions may include: (1) a voice call
session, two text sessions, and a chat session; (2) a voice call
session, a chat session, a text session, and an email session;
(3) a voice call session, a chat session, and two email
sessions; or (4) a voice call session and three chat sessions.

Instead, the data architecture shown in FIG. 3A includes
a CHANNELS FOR AGENTS structure 310 to control the
combination of channels that can make up the sessions an
agent 1s actively handling at any given time. Firstly, the
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CHANNELS FOR AGENTS structure 310 includes a data
clement (AGENT_ID 231) to store an agent’s unique 1den-
tifier to identity the agent. Secondly, the structure 310
includes a data element (CHANNEL_TYPE 221) to store a
channel type. As already discussed, the CHANNEL_TYPE
data element 221 1s defined 1n the CHANNELS structure
220 along with information on the channel 222. Finally, the
CHANNELS FOR AGENTS structure 310 includes a data
clement (MAX_NUMBER 311) that identifies the maxi-
mum number of communications (sessions) the agent 1s
authorized to actively handle at any given time using the
associated channel of communication.

For example, an agent may be currently handling four
communication sessions. These sessions may 1include a
voice call, two chat sessions, and an email session. The
contact center receives an email and looks to see whether the
agent 1s able to handle this email along with the voice call,
two chats sessions, and the email session he 1s already
handling. Accordingly, the contact center first looks at the
maximum number of communications the agent 1s autho-
rized to handle at virtually the same time 301 1in the
AGENTS structure 230. In this example, the data element
301 1s set to five. Therefore, the agent 1s able to handle
another session along with the voice call, two chat sessions,
and the email session that he 1s currently handling.

However, the contact center must still look to see whether
the agent 1s authorized to handle the combination of a voice
call, two chats sessions, and two emails sessions at virtually
the same time. Therefore, the contact centers looks at the
maximum number of emails the agent 1s authorized to
handle at virtually the same time 1n the CHANNELS_FOR_
AGENTS structure 310. The contact center queries the
structure 310 for this particular channel of communication
(CHANNEL_TYPE 221) for the agent (AGENT_ID 231)
and finds the maximum number of emails (MAX_NUM-
BER 312) the agent 1s authorized to handle at virtually the
same time 1s one. Theretore, the contact center concludes the
newly received email cannot be routed to this particular
agent.

Moving on, the data architecture shown 1n FIG. 3A also
includes a CHANNEL SKILLS FOR AGENTS structure
320 in various embodiments to define different skill levels
an agent has 1n handling a communication using a particular
channel of communication to help control, one, whether the
instances initiated by the agent should be verfied and,
second, whether the agent can serve as a verification agent
for a particular communication. Again, the CHANNEL_
SKILLS FOR AGENTS structure 320 includes a data ele-
ment (AGENT_ID 231) to store an agent’s unique 1dentifier
to 1dentily the agent and a data element (CHANNEL_TYPE
221) to store a channel type. However, in addition, the
CHANNEL_SKILLS_FOR_AGENTS structure 320
includes a SKILL data element 331 identifying a skill an
agent possesses 1n handling a communication session for a
particular channel of communication. The specific skills that
can be assigned to an agent are managed in the SKILLS

structure 330 as shown 1n FIG. 3A. The SKILLS structure
330 includes a unique 1dentifier (SKILL 331) for a skill and
a data element storing information on the skill
(SKILL_INFO 332). Accordingly, i particular embodi-
ments, the communications handler 250 may associate each
communication with any required skills an agent must have
for his or her instances not to require verification and/or for
the agent to serve as a verification agent for a communica-
tion session.

Finally, the CHANNEL_SKILLS_FOR_AGENTS struc-

ture 320 in particular embodiments may include a data
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clement (PROFICIENCY 321) for a proficiency level asso-
ciated with each skill indicating an agent’s proficiency level
for the corresponding skill. For example, an agent may have
the skill “printer help™ set for chat sessions indicating the
agent 15 able to handle chat sessions mvolving providing
technical help for printer 1ssues. However, not all agents
who are assigned this skill may necessarily have the same
proficiency level in providing technical help for printer
issues. Therefore, the communications handler 250 may
determine a chat session requires an agent to provide veri-
fication who has the skill “printer help” with a minimum
proficiency level of seven (out of ten, with ten being the
highest proficiency level), and this information can be used
to determine which agents to consider in i1dentifying an
verification agent for the chat session.

Turning now to FIG. 3B, this figure illustrates data stored
in the data architecture shown in FIG. 3A. Here, the
AGENTS structure 230 includes an entry for Agent Mary
(AGENT_ID="A789” 235) and shows that she has a maxi-

mum number of four sessions 302 allowed at any given time.
Accordingly, the CHANNELS _FOR_AGENTS structure

310 shows Agent Mary can have a maximum number of two
312 chat sessions (CHANNEL_TYPE=*CT3217223) at any
given time.

Theretfore, 11 a remote party initiates a chat session with
the contact center that 1s assigned to an agent and the contact
center determines the chat messages from the agent should
be reviewed and verified, then the contact center must
identily a verification agent for the chat session. Accord-
ingly, the contact center considers Agent Mary, who 1is
currently serving as a verification agent on another chat
session. Here, looking at the AGENTS structure 230, the
maximum number of communications Agent Mary 233 1s
authorized to handle at any given time 1s four 302. There-
fore, the contact center determines Agent Mary has the
capacity to serve as the venfication agent on the chat
session. However, the contact center also needs to determine
whether Agent Mary 1s allowed to serve as a verification
agent for two chat sessions at the same time. Therefore, the
contact center concludes from the CHANNELS FOR
AGENTS structure 310 that Agent Mary can indeed serve as
the verification agent for the two chat sessions because the
maximum number of sessions Mary 235 1s authorized to
handle for chat 223 1s two 312.

Lastly, the contact center needs to ensure that Agent Mary
has the required skill and proficiency to serve as the veri-
fication agent for the chat session. The subject matter of the
chat session mvolves providing technical help to a remote
party with regard to a printer problem and requires a
proficiency with respect to this skill of six. Here, the
CHANNEL_SKILLS_FOR_AGENTS and SKILLS struc-
tures 320, 330 indicate Agent Mary (AGENT_ID="A789"
235) has the skill (SKILL=*SK123” 333 and
SKILL_INFO="PRINTER HELP” 334) for the chat channel
(CHANNEL_TYPE="CT321” 223) with a proficiency level
of eight (PROFICIENCY="8" 322). Therefore, Agent Mary
has the required skill and proficiency to serve as the veri-
fication agent for the chat session. Accordingly, the contact
center assigns Agent Mary to serve as the verification agent
tor the chat session.

Thus, the data architecture shown in FIGS. 2A-3B dem-
onstrates how a communication representing an interaction
conducted between an agent and a party for a particular
purpose 1s associated (“linked”) to 1its corresponding
instances and how these instances are linked to correspond-
ing verification information. In addition, the data architec-
ture shown in these figures demonstrates how a contact
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center can go about identifying an agent with the right skills
and proficiency level for the skills to serve as a verification
agent on a communication.

Exemplary System Operation

The logical operations described herein may be imple-
mented (1) as a sequence of computer implemented acts or
one or more program modules running on a computing
system and/or (2) as mterconnected machine logic circuits or
circuit modules within the computing system. The imple-
mentation 1s a matter of choice dependent on the perfor-
mance and other requirements of the computing system.
Accordingly, the logical operations described herein are
referred to variously as states, operations, structural devices,
acts, or modules. These operations, structural devices, acts,
and modules may be implemented 1n software, 1n firmware,
in special purpose digital logic, and any combination
thereof. Greater or fewer operations may be performed than
shown 1n the figures and described herein. These operations
may also be performed in a different order than those
described herein.

Handle Communication Module

Turning now to FIG. 4, additional details are provided
regarding a process tlow for handling a text-based commu-
nication according to various embodiments of the invention.
In particular, FIG. 4 1s a flow diagram showing a handle
communication module for performing such functionality
according to various embodiments of the invention. For
example, the flow diagram shown in FIG. 4 may correspond
to operations carried out by one or more processors in one
or more components, such as, for example, the communi-
cations handler 150 described above, as 1t executes the
handle communication module stored in the component’s
volatile and/or nonvolatile memory.

The process flow begins with the handle communication
module receiving a notification of a text-based communica-
tion 1 Operation 410. Accordingly, the communication may
involve using any one of a number of different channels of
communication such as, for example, a chat message or a
text message. For instance, the communication may be a
chat session 1imitiated by a remote party on a website being
supported by a Web server 145 within the contact center and
the Web server 145 may have imnformed the communications
handler 150 of the chat session, resulting in the handle
communication module receiving a notification of the ses-
S1011.

Next, the handle communication module assigns an agent
to the commumnication 1n Operation 415. Here, depending on
the embodiment, the handle communication module may
use various criteria in selecting an agent to handle the
communication. For example, 11 the remote party has initi-
ated the Web chat session to inquire about the possible
purchase of a product being sold through the website, then
the handle communication module may identily an agent
with sales knowledge on the products advertised on the
website to assign to the chat session. Other skills-based
routing criteria may be considered by the contact center as

those of ordinary skill in the art can envision in light of this
disclosure.

Continuing on, the handle communication module may be
configured 1n various embodiments to incorporate one or
more mechanisms (settings) that are used 1 determiming
whether the conveyances (instances) originated by the agent
and delivered to a remote party (e.g., the chat messages
entered by the agent and sent to the remote party during the
chat session) should be reviewed (verified) by a verification
agent prior to being delivered to the remote party. Accord-
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ingly, the handle communication module shown 1n FIG. 4 1s
configured with two such mechanisms.

The first of these mechanisms 1s a determination 1s made
based on the skill level of the agent engaged in the com-
munication with the remote party as to whether the agent’s
istances should be reviewed and verified prior to being
delivered to the remote party. I1 the originating agent’s skill
level 1s at an acceptable level, then the contact center
considers the agent 1s competent enough to mitiate instances
during the communication without having the instances
reviewed by a vernfication agent. Therefore, the handle
communication module reviews the originating agent’s skill
level 1 Operation 420. Accordingly, 1n various embodi-
ments, the particular skills that are reviewed by the handle
communication module can vary depending on the type of
communication being conducted with the remote party. For
example, the communication may pertain to providing the
remote party with technical support for a problem the party
1s having with a purchased product. Here, the handle com-
munication module may review the level of technical train-
ing the originating agent has received 1n making a determi-
nation as to whether the instances initiated by the agent
during the communication should be reviewed before being
sent to the remote party.

Thus, the handle communication module determines
whether the required skills of the originating agent exceed a
threshold 1n Operation 425. It so, then the handle commu-
nication module determines the agent’s instances do not
need to be reviewed and verified before being delivered to
the remote party for this particular mechamism. However, 1
the oniginating agent’s skill level does not exceed the
threshold, then the agent’s 1nstances are to be reviewed and
verified before being delivered to the remote party.

The second mechanism for determining whether the
instances imtiated by the originating agent need to be
verified 1s the handle communication module determines
whether a verification flag has been set for the communica-
tion 1 Operation 430. In particular instances, the contact
center may decide the originating agent’s instances for a
communication should be reviewed belfore being delivered
regardless of the agent’s skill level. For instance, the contact
center may set a policy that every text-based message sent
in reply to a complaint received from a remote party should
be reviewed and verified before being sent to the remote
party to ensure the message addresses the complaint
adequately. While in another instance, the contact center
may set a policy that every text-based message that 1s sent
in reply to processing a money return must first be reviewed
betfore being sent to ensure the return 1s valid and processed
correctly. Here, the contact center 1s setting a flag to have
such communications reviewed, not so much to ensure the
content of the agent’s instances 1s acceptable, but to ensure
the context of the instances 1s acceptable (to ensure the
return 1s valid) before being delivered to the remote parties.

Turning now to FIG. 5, a continuation of the process flow
for the handle communication module 1s provided after a
determination has been made as to whether the agent’s
instances for a communication should be verified before
being delivered to a remote party. Here, the process contin-
ues at B when a determination has been made by the handle
communication module that the agent’s instances do not
need to be verified before being delivered. Accordingly, the
handle commumnication module delivers any queued
instances that may have already been initiated by the agent
assigned to the communication to the remote party 1n
Operation 540.
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However, 1 the handle communication module has
instead determined the agent’s instances do need to be
reviewed and verified before being delivered to the remote
party, then the process continues at A with the handle
communication module setting a timer in Operation 510.
The timer 1s used 1n various embodiments to ensure that the
remote party does not wait too long before receiving any
response Irom the agent assigned to the communication. In
particular embodiments, the timer may be set based on
specific characteristics of the communication. For example,
the timer may be set for a longer amount of time 11 the
communication involves a text session as opposed to a chat
session. This may be because a remote party may be more
tolerable with receiving a delayed response from the agent
if the communication involves text over chat since chat 1s
carried out in a more conversational context than text
messaging.

In addition, the timer may be set for a longer amount of
time 11 the communication 1s being initiated by an agent as
opposed to a communication imtiated by a remote party. For
instance, 1f the communication involves an initial text mes-
sage sent by an agent to a remote party than the amount of
delay before the message 1s sent to the remote party 1s
immaterial since the remote party has not yet been contacted
and therefore 1s not likely expecting to receive a text
message Ifrom the contact center. However, iI the text
message 1s 1n response to a previous text message received
from a remote party, then the timer may be set to a shorter
amount of time because the remote party may be waiting to
receive a response text message back from the contact
center. Thus, depending on the embodiment, the handle
communication module may be configured to look at one or
more parameters associated with the communication to
determine what amount of time to set for the timer. Those of
ordinary skill in the art can envision other parameters the
handle communication module may use 1n setting the timer
in light of this disclosure.

Continuing on, the handle communication module next
retrieves the skills required of an agent who can review and
verily the originating agent’s 1nstances for the communica-
tion (a verification agent) in Operation 515. Again, depend-
ing on the circumstances, the skills required by the verifi-
cation agent may be contingent on the context and content
of the communication that 1s to be reviewed. Accordingly,
the handle communication module 1n various embodiments
may be configured to look at parameters associated with the
communication to identify and retrieve the skill require-
ments needed by a vernification agent to review and verily the
originating agent’s instances for the communication. The
same can be true with respect to the originating agent
assigned to the communication. The skill requirements
needed by a verification agent may be contingent on the
skills possessed by the originating agent.

Once the handle communication module has retrieved the
skill requirements for a verification agent, the handle com-
munication module attempts to locate an available agent
who has the required skills to serve as the verification agent
in Operation 520. Depending on the circumstances, the
contact center may have identified a particular group of
agents that may serve as verification agents so that the
handle communication module 1s configured to consider this
group ol agents when attempting to locate an available agent
to serve as the verification agent for the communication.
Accordingly, the handle communication module may deter-
mine whether a particular agent has the capacity to serve as
the verification agent for the communication. For example,
an agent 1n the verification group may be currently serving
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as a verification agent on another communication and may
be expected to become available within the next couple of
minutes. Therefore, the module may i1dentify this agent as
available to serve as the verification agent for the commu-
nication.

Again, depending on the embodiment, the handle com-
munication module may be configured to use diflerent
criteria for identifying an available agent to serve as the
verification agent for the communication. For instance, 11 the
communication involves an 1nitial text message being sent to
a remote party, then the handle communication module may
be configured to i1dentily an agent with the required skills
who 1s expected to be able to review the 1nitial text message
within the next ten minutes. However, 11 the communication
involves a chat session being conducted between an agent
and a remote party, then the handle communication module
may be configured to 1dentity an agent who 1s currently not
handling any other communications for the contact center so
that the agent’s instances for the chat session can be
reviewed quickly.

Accordingly, the handle communication module deter-
mines whether a verification agent has been identified in
Operation 525. It so, then the communication 1s routed to the
identified agent 1n Operation 330. As 1s further detailed
herein, the 1dentified verification agent 1s made aware of the
communication he or she 1s to review and verily. Depending
on the embodiment, the verification agent may review and
verily the originating agent’s individual instances for the
communication by approving the istance as-1s, editing the
instance first before having 1t delivered to the remote party,
and/or rejecting the instance completely and not having 1t
delivered to the remote party. In addition, the originating
agent may be made aware of the verification agent’s actions
with respect to individual 1nstances.

Returming to Operation 525, 1f the handle communication
module did not locate an available agent, then the handle
communication module determines whether the timer for the
communication has expired in Operation 535. As previously
mentioned, the timer 1s set to ensure the remote party
receives a response from an agent within an appropriate
amount of time without having to wait too long and possibly
becoming frustrated. Therefore, if the timer has not expired,
then the handle communication module decrements the
timer 1 Operation 540 and returns to Operation 3520 to
attempt to locate a verification agent for the communication.
However, i1 the timer has expired, then the handle commu-
nication module delivers the queued instances of the agent
involved 1n the communication to the remote party without
having the instances reviewed and verified in Operation 545.
However, 1n some circumstances, the handle communication
module may be configured to overlook the timer and not
deliver the instances regardless of how long the instances
have been on hold waiting to be reviewed.

Handle Instance Module

Turning now to FIG. 6, additional details are provided
regarding a process flow for handling an instance for a
text-based communication according to various embodi-
ments of the ivention. In particular, FIG. 6 15 a flow
diagram showing a handle mstance module for performing
such functionality according to various embodiments of the
invention. For example, the tlow diagram shown in FIG. 6
may correspond to operations carried out by one or more
Processors 1n one or more components, such as, for example,
the communications handler 150 described above, as i1t
executes the handle instance module stored in the compo-
nent’s volatile and/or nonvolatile memory.

10

15

20

25

30

35

40

45

50

55

60

65

22

As the reader may recall, an 1instance of a communication
refers to a single conveyance by the agent or the remote
party during the communication. For example, a text mes-
sage sent by an agent to a remote party during a text session.
Accordingly, the process flow begins with the handle
instance module receiving a notification of an instance for a
communication in Operation 610. In various embodiments,
the notification includes some type of identifier of the
communication and/or the instance that the handle 1nstance
module can then use to retrieve information on the instance.

Therefore, 1n Operation 615, the handle mstance module
queries verification information for the communication and/
or the instance. Here, depending on the embodiment, the
handle mstance module may be configured to query various
information that can be used in determining whether the
instance 1s required to be verified before being sent. For
instance, 1 particular embodiments, the handle instance

module may query information on the communication (e.g.,
the VERIFICATION_REQUIRED data element 214 1n the
COMMUNICATIONS structure 210) to determine whether

the communication 1s 1dentified as one 1n which verification
1s required for instances mitiated by the agent handling the
communication. While in other embodiments, the handle

instance module may query information on the particular
instance (e.g., the VERIFICATION_REQUIRED data ele-

ment 252 1n the INSTANCES structure 250) to determine
whether the communication 1s identified as one 1n which
verification 1s required for the instance. While still 1n other
embodiments, the handle imnstance module may query infor-
mation on both the communication and the particular
instance.

Accordingly, once the handle instance module has queried
the verification information, the module determines whether
the mstance 1s required to be verified 1n Operation 620. IT
not, then the handle instance module has the instance
processed without verification in Operation 623. Typically,
such processing involves delivering the instance to the
intended party (e.g., the agent or the remote party) without
having to mnvolve a verification agent.

However, 1f the handle instance module determines the
instance does require verification, then the module sends the
verification agent notice of the instance 1n Operation 630.
For instance, 1n particular embodiments, the handle instance
module sends some type of notification that appears on the
verification agent’s workstation informing the agent of the
instance that needs to be reviewed and verified. In addition,
in particular embodiments, the handle nstance module
updates the status and delivery of the instance (e.g., the

STATUS ID data element 271 and the DELIVERY data
clement 257 1n the INSTANCES structure 250) to “pending”
in operations 6335 and 640. At this point, the instance 1s
queued up and pending review by the verification agent.
Display Instance Module

Turming now to FIG. 7, additional details are provided
regarding a process flow for displaying an instance for a
text-based communication on a verification agent’s work-
station according to various embodiments of the invention.
In particular, FIG. 7 1s a flow diagram showing a display
instance module for performing such functionality accord-
ing to various embodiments of the invention. For example,
the flow diagram shown in FIG. 7 may correspond to
operations carried out by one or more processors i one or
more components, such as, for example, a verfication
agent’s workstation described above, as 1t executes the
display instance module stored 1n the component’s volatile
and/or nonvolatile memory.

-
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Here, 1n various embodiments, the display instance mod-
ule receives some type of notification of the instance for the
communication i Operation 710. For example, in particular
embodiments, the display instance module receives a notice
from the handle instance module described herein that
identifies the instance and the communication associated
with the instance. In addition, the notice may include the text
of the instance so that the text can be displayed on the
verification agent’s workstation for review.

Accordingly, in Operation 713, the display instance mod-
ule sets a timer for the instance. This particular timer sets a
limit on the amount of time the verification agent has to
review the instance and make a decision as to whether to
deliver the instance to the remote party as-1s, edit the
instance before delivering it to the remote party, or reject the
instance so that it 1s not delivered to the remote party. In
various embodiments, 1f the verification agent fails to review
the instance before the timer expires then the instance 1s
delivered to the remote party without verification. Therefore,
in these particular embodiments, the timer ensures that the
remote party 1s recerving responses from the agent handling
the communication 1n a timely fashion. As previously noted,
in particular embodiments, the display instance module may
be configured not to set a timer for particular instances
because the contact center wants to ensure such istances are
reviewed and verified before being delivered to a remote
party, regardless of the amount of time required by the
verification agent to review the instances.

Finally, the display instance module displays the instance
with the timer and one or more venfication buttons in
Operation 720. Once the 1nstance has been displayed on the
verification agent’s workstation, the agent can then review
the text ol the istance (e.g., review the text of the text
message or chat message), edit the text 1s desired, and/or
approve or reject the instance 1f desired. Accordingly, 1n
particular embodiments, the actions taken by the verification
agent with respect to the mstance are communicated to the
originating agent handling the communication at virtually
the same time the 1nstance 1s delivered to the remote party
or rejected so that the originating agent 1s made aware of
such actions and can learn in near real-time on how the
instance should have been crafted and of any errors the
originating agent may have made 1n the instance. Here, the
phrase “virtually at the same time” generally means the
actions taken by the verification agent are communicated to
the originating agent while the originating agent and the
remote party are still engaged 1n the communication. Ideally,
the actions should be communicated to the originating agent
within a few seconds (e.g., within ten seconds) of the
instance being delivered or rejected.

Turning now to FIG. 8, a process flow for another
embodiment of the display instance module 1s provided.
Here, the process flow involves the display instance module
having some type of analytics performed on the text of an
instance to determine whether the instance needs verification
or not. Accordingly, this embodiment of the display instance
module may allow for a communication to be 1dentified as
requiring verification, but then make a determination based
on individual instances whether a particular mstance needs
verification or not. Such a configuration may allow some
instances that are viewed as “routine” to avoid being held up
for verification and to lessen the amount of review the
verification agent has to perform for the communication.

Again, the display mstance module receives a notice of an
instance for a communication 1n Operation 810 and sets a
timer for instance 1 Operation 815. Next, the display
instance module determines whether the content of the
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message may require the message to be reviewed and
verified before sending to the remote party. Accordingly, the
display instance module 1nvokes text analytics to be carried
out on the mstance 1n Operation 820. Here, the text analytics
1s performed to i1dentify any words in the instance that may
indicate the 1nstance should be reviewed betfore being deliv-
ered to the remote party. For instance, the text analytics may
entail reviewing the instance to determine whether 1t con-
tamns one or more keywords (or combination of key-
words—a keyphrase) that indicate the instance should be
reviewed belfore being sent to the remote party.

For example, curse words may be identified as keywords
that when present in an instance, the instance should be
reviewed (and likely edited) before being delivered to the
remote party. In other instances, words may be 1dentified as
keywords based on the context of the mstance being deliv-
ered. For example, 1f the mstance 1s a reply for a purchase
made by a remote party, then any words or numbers that may
represent sensitive information such as a credit card number
or a bank account number can be defined as keywords that
when present, the instance should be reviewed before being
delivered to the remote party.

Accordingly, the display instance module receives the
result for the text analytics 1n Operation 825 and determines
whether verification 1s required for the 1nstance based on the
result in Operation 830. In other words, 1n various embodi-
ments, the display instance module determines whether any
keywords were 1dentified in the text of the instance. If so,
then the istance 1s displayed on the verification agent’s
workstation with an indication that 1t should be reviewed
and verified. For example, 1n particular embodiments, the
display instance module has the instance displayed on the
verification agent’s workstation along with the timer and
verification buttons 1n Operation 835. On the other hand, 1
the display instance module determines the instance does not
need to be verified, then the module may display the instance
on the verification agent’s workstation with only the timer
and without verification buttons in Operation 840. Thus, this
embodiment of the display instance module allows for
verification process to be carried out on an instance-by-
instance basis.

Edit Instance Module

Once a verification agent has been given notice of an
instance that needs verification for a communication, the
agent typically has a set amount of time to review and verity
the instance. Accordingly, in various embodiments, the
instances that need verification are displayed on the verifi-
cation agent’s workstation and the agent selects a particular
instance to take one or more actions with respect to the
instance. Specifically, the verification agent may (1) accept
the text of the instance as-1s and have the mstance delivered
to the remote party, (2) edit the text of the instance before
having the instance delivered to the remote party, or (2)
completely reject the instance so that 1t 1s not delivered to the
remote party.

Turmning now to FIG. 9, additional details are provided
regarding a process tlow that 1s performed when the verifi-
cation agent seclects a particular instance to edit before
having the mnstance delivered to the remote party according
to various embodiments of the invention. In particular, FIG.
9 15 a flow diagram showing an edit instance module for
performing such functionality according to various embodi-
ments of the invention. For example, the flow diagram
shown 1n FIG. 9 may correspond to operations carried out by
One Or MOre processors 1n one or more components, such as,
for example, the verification agent’s workstation described
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above, as 1t executes the edit instance module stored in the
component’s volatile and/or nonvolatile memory.

The process flow begins with the edit mstance module
displaying the text of the instance selected by the verifica-
tion agent as editable in Operation 910. Accordingly, the text
of the instance 1s displayed on the verification agent’s
workstation so that the agent may edit any part of the text for
the instance. In addition, the edit instance module displays
an “accept” button on the workstation 1n Operation 913 that
can be selected by the verification agent to accept the edits
made to the instance. Further, the edit instance module
displays a “cancel” button on the workstation 1n Operation
920 that can be selected by the verification agent to cancel
editing the instance.

Next, the edit instance module sets a timer 1n Operation
025. Here, a timer 1s set 1n various embodiments so that the
instance does not sit in an edit mode indefinitely. At this
point, the verification agent can now edit the text of the
instance as desired. However, 1n turn, the timer provides a
safeguard so that 11 the verification agent selects an istance
to edit but then becomes distracted and forgets to edit the
instance, the instance i1s then automatically return to 1its
previous status upon the timer expiring.

Continuing on, the edit nstance module determines
whether the verification agent has edited the instance and
selected the “accept” button 1n Operation 930. It so, then the
edit instance module displays a verification reason pop-up
screen 1n various embodiments at C. Thus, turning brietly to
FIG. 10, the edit instance module displays the verification
pop-up screen in Operation 1010. This screen allows the
verification agent to provide further information on the edits
made to the instance and/or why the agent edited the
instance. Therefore, 1 particular embodiments, the agent
indicates such information on the screen by selecting a
verification code and providing any notes 11 described.

The verification agent accepts or cancels the selections
and 1n turn, the edit mnstance module recerved the mput 1n
Operation 1015. As a result, the edit instance module
determines whether the verification agent has submitted
information on the verification reason pop-up screen 1n
Operation 1020 and if so, then records the verification code
and notes 1 Operation 1025. This information can then be
made available to the originating agent handling the com-
munication for the instance so that he or she can be made
aware ol why the verification agent edited the instance
betfore 1t was delivered to the remote party.

Returming to FIG. 9, the edit instance module now records
the edited instance and updates the status of the instance to
“edited” 1 Operation 935. Next, the edit instance module
displays the edited text of the instance as normal on the
verification agent’s workstation 1 Operation 940 so that it
1s no longer editable. Finally, the edit instance module
displays the edit button for the instance again 1n Operation
945. At this point, the verification agent can accept the edited
instance so that it 1s delivered to the remote party or wait to
have the timer expire, 1n which case, the edited instance 1s
automatically delivered to the remote party. As a result of the
editing, a notification may be sent to the originating agent
informing him or her that the message was edited before
being delivered to the remote party.

Returming to Operation 930, if the edit instance module
determines the verification agent has not selected the
“accept” button, then the module determines whether the
verification agent has 1nstead selected the “cancel” button in
Operation 950. If so, then the edit instance module displays
the text of the instance as normal, without retaining any
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editing that may have been performed on the text. Again, the
edit nstance module displays the “edit” button for the
instance i Operation 945,

Finally, 1f the edit instance module determines the veri-
fication agent has not selected the “cancel” button, then the
module determines whether the timer has expired for editing
the 1nstance 1 Operation 955. If the timer has not expired,
then the edit instance module decrements the timer in
Operation 960 and returns to Operation 930 to determine
whether mput has now been provided by the verfication
agent related to editing the instance. However, if the timer
has expired, then the edit instance module displays the text
of the instance as normal, without retaining any editing that
may have been performed on the text of the instance in
Operation 940.

At this point, the orniginating agent and remote party may
continue with their exchange on the communication without
the remote party ever knowing that an 1nstance (a message)
of the communication he or she received was edited. In
addition, the orniginating agent may be able to review the
verification reason and notes provided by the verification
agent as to why he or she edited the instance as a teaching
tool to better educate the agent on how to respond appro-
priately 1n similar situations in the future.

Reject Instance Module

Another action the verification agent may take with
respect to an 1nstance 1s completely rejecting the instance so
that 1t 1s not delivered to the remote party. Turning now to
FIG. 11, additional details are provided regarding a process
flow that 1s performed when the verification agent selects a
particular instance to reject according to various embodi-
ments of the mvention. In particular, FIG. 11 1s a flow
diagram showing a reject instance module for performing
such functionality according to various embodiments of the
invention. For example, the flow diagram shown 1n FIG. 11
may correspond to operations carried out by one or more
Processors 1n one or more components, such as, for example,
the verification agent’s workstation described above, as 1t
executes the reject mstance module stored in the compo-
nent’s volatile and/or nonvolatile memory.

The process flow begins with the reject instance module
setting the status of the mstance to “rejected” 1n Operation
1110. Accordingly, 1n various embodiments, the reject
instance module updates a record of the instance to shown
that the instance has been rejected. For example, 1n particu-
lar embodiments, the reject instance module updates the
STATUS ID data element 271 1n the INSTANCES structure
250 to “rejected.”

At this point, the reject instance module displays a veri-
fication reason pop-up screen in various embodiments at C.
As previously discussed, the verification reason pop-up
screen allows the verification agent to identify a reason for
rejecting the instance and provide any notes to further
explain the rejection of the mnstance. Once the verification
agent has entered the information on the verification reason
pop-up screen, the reject instance module sends a notice to
the originating agent informing the agent the instance has
been rejected 1n Operation 1115. As a result, the originating
agent learns the mstance has been rejected 1n near real-time
by the verification agent and the reason why the 1nstance has
been rejected. Accordingly, the originating agent can makes
adjustments to further instances to avoid another rejection.

The reject instance module removes the instance from the
Pending Verification portion of the venfication agent’s
workstation screen 1 Operation 1120. In addition, 1n par-
ticular embodiments, the instance may be moved to a portion
of the workstation screen that displays the history of
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instances for the communication with the particular instance
showing that it was rejected. The same may also be dis-
played on the originating agent’s workstation screen.
Finally, the reject instance module sets the delivery of the
istance to “rejected” i Operation 1125. Accordingly, 1n

vartous embodiments, this operation nvolves the reject
instance module updating the DELIVERY data element 257
in the INSTANCES structure 250 to “rejected.” As a result
of this process, the instance 1s removed from ever being
delivered to the remote party mvolved in the communica-
tion.

Accept Instance Module

Finally, another action the verification agent may take
with respect to an 1nstance 1s to accept the instance, resulting,
in the instance being delivered to the remote party. Turning
now to FIG. 12, additional details are provided regarding a
process flow that 1s performed when the verification agent
selects a particular mstance to accept according to various
embodiments of the mvention. In particular, FIG. 12 1s a
flow diagram showing an accept nstance module for per-
forming such functionality according to various embodi-
ments of the invention. For example, the flow diagram
shown 1 FIG. 12 may correspond to operations carried out
by one or more processors 1n one or more components, such
as, for example, the wverification agent’s workstation
described above, as 1t executes the accept instance module
stored 1n the component’s volatile and/or nonvolatile
memory.

The process tlow begins with the accept instance module
querying the current status of the instance i Operation
1210. Specifically, 1 particular embodiments, the accept
instance module queries the status stored in the STATUS_ID
data element 271 of the INSTANCES structure 250. Once
the current status has been queried, the accept instance
module determines whether the current status 1s set to
“edited” in Operation 12135. A status of “edited” indicates the
text of the mstance was edited by the verification agent prior
to the verification agent accepting the instance. If the current
status 15 “edited,” then the accept instance module sends a
notice to the originating agent that the instance was edited
prior to delivering 1t to the remote party mvolved in the
communication in Operation 1220. However, if the current
status 1s not “edited” (e.g., the current status 1s pending),
then the accept instance module sets the status to “accepted”
in Operation 1225.

At this point, the process continues at D with recording
delivery of the instance to the remote party. Thus, turning to
FIG. 13, a process flow 1s provided with respect to recording
delivery of the 1nstance according to various embodiments.
Here, the process begins with the accept mstance module
querying any instances for the communication with a time
stamp less than or equal to the time stamp of the instance that
has been accepted and a delivery of pending 1n Operation
1310.

For instance, in particular embodiments, the accept
instance module queries any instances for the communica-

tion found 1n the INSTANCES structure 250 with a date and
time 1n the TIME_STAMP data element 256 less than or
equal to the date and time 1 the TIME_STAMP data
clement 256 of the instance that has currently been accepted
by the verification agent and a delivery status stored in the
DELIVERY data element 257 of the INSTANCES structure
250 equal to “pending.” Here, the instances for the commu-
nication are identified via the COMMS TO INSTANCES
data structure 240 based on having the same communication
identifier in the COMM 1D data element 211 as the instance
that has currently been accepted. The queried results in
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Operation 1310 includes the instance that has currently been
accepted by the verification agent, but the results also
include any instances i1dentified for the communication that
represent instances that should potentially be delivered to
the remote party prior to the istance that has currently been
accepted by the venification agent.

For example, the oniginating agent and remote party may
be engaged 1n a Web chat session (communication) and the
originating agent may have entered a first chat message that
states “Hello Tom, I am happy to assist you today!” and a
second chat message that states “So, what help do you
need?” Here, both messages (instances) may be initially
placed in a status of pending, awaiting the verification
agent’s review of the messages. Accordingly, the verification
agent decides to edit the second message to read instead
“How may I be of help?” and after editing the message,
accepts the message to be delivered to the remote party.

However, 1n this example, the first message has not yet
been accepted. Therefore, 1f the second message 1s just
automatically delivered to the remote party without consid-
ering where the message sequentially sits with respect to
other messages the originating agent has initiated to have
delivered to the remote party, then the second message will
be delivered to the remote party betfore the first message 1s
delivered. In other words, the remote party may receive the
message “How may I be of help?” before receiving the
message “Hello Tom, I am happy to assist you today!” This
can cause the remote party to become confused. Therelore,
the accept mnstance module 1n various embodiments takes
into consideration the sequence of mstances 1 determining
when to deliver a particular 1nstance that has been accepted
by the verification agent.

Thus, returning to FIG. 13, the accept instance module
selects the first mnstance found in the query results 1n
Operation 1315. Accordingly, 1n various embodiments, the
instances 1 the query results are ordered according to their
time stamp so that the accept instance module initially
selects the mnstance with the oldest time stamp with respect
to the current time from the query results, and then the
instance with the next oldest time stamp, and so forth.

Once the accept instance module has selected the instance
from the query results, the module queries the current status
for the selected instance i Operation 1320. Again, 1n
particular embodiments, the current status of the instance
can be queried from the STATUS_ID data element 271
found 1n the INSTANCES structure 250. The accept instance
module then determines whether the current status of the
istance 1s “pending” 1 Operation 1325. Here, a current
status of “pending” indicates that the instance 1s still waiting
to be reviewed by the venfication agent. Therefore, i1 the
current status of the mstance 1s “pending,” Then the process
ends without having the instance that has currently been
accepted by the verification agent delivered to the remote
party. Specifically, the process 1s ended because the query
has found an instance that still needs to be reviewed that 1s
chronologically before the instance that has currently been
accepted by the verification agent in the sequence of
instances for the communication.

However, 1f the current status of the instance 1s not
“pending,” then the current status must be one of “no
validation required,” “accepted,” “edited,” and “timed out.”
Note the current status of the instance cannot be “rejected”
because when an instance has been rejected, the delivery of
the rejected mstance 1s set to “rejected” and therefore, such
an 1nstance would not have been found in the query per-
formed by the accept instance module 1 Operation 1310.
Therefore, if the current status of the nstance i1s not “pend-
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ing,” then the accept instance module moves the instance
from the Pending Verification portion of the verification
agent’s workstation screen 1n Operation 1330. In addition, 1n
various embodiments, the accept instance module may move
the instance to the portion of the verification agent’s screen
listing the history of instances for the communication.
Furthermore, the accept instance module may have the
instance move 1n a similar fashion on the originating agent’s
workstation screen.

At this point, the accept instance module sets the delivery
for the istance to “completed” in Operation 1335, In
addition, the accept 1instance module has the mstance deliv-
ered to the remote party in Operation 1340.

Thus, returning to the example, had the status been set to
timed out for the first message (instance) “Hello Tom, I am
happy to assist vou today!,” the accept instance module
would have mitially processed this message because this
first message would have been the mstance with the oldest
time stamp and a delivery set to “pending” found in the
query. Accordingly, the accept instance module would move
the instance from the Pending Verification portion of the
verification agent’s screen, set the delivery for the first
message to “completed,” and have the first message deliv-
ered to the remote party. As a result, the remote party
receives a chat message from the originating agent that reads
“Hello Tom, I am happy to assist you today!”

The accept mstance module then determines whether any
other mstances were found 1n the query results 1n Operation
1345. Here, i the example, the query would include the
second message that was edited and then accepted by the
verification agent. Therefore, the accept instance module
would move this mnstance from the Pending Verification
portion of the verification agent’s screen, set the delivery for
the second message to “completed,” and have the second
message delivered to the remote party. Accordingly the
remote party would then receive a chat message from the
originating agent that reads “How may I be of help?”

Again, since this message was edited by the verification
agent before it was delivered to the remote party, the remote
party 1s unaware that the edit occurred. Furthermore, the
originating agent may be made aware of the edit made by the
verification agent 1n near real-time so that the originating
agent may see how the message was edited and learn to
better fashion the message for similar situations in future
communications.

Instance Timed Out Module

As previously mentioned, an instance that 1s pending
review by the verification agent can time out if the instance
remains pending for too long. Such action 1s taken 1n various
embodiments to ensure that the remote party does not wait
too long during a communication to receive a response from
the agent handling the communication. Thus, turning now to
FIG. 14, additional details are provided regarding a process
flow that 1s performed when a particular 1nstance times out
according to various embodiments of the ivention. In
particular, FIG. 14 1s a flow diagram showing an instance
timed out module for performing such functionality accord-
ing to various embodiments of the invention. For example,
the flow diagram shown in FIG. 14 may correspond to
operations carried out by one or more processors 1n one or
more components, such as, for example, the verification
agent’s workstation described above, as 1t executes the
instance timed out module stored 1n the component’s vola-
tile and/or nonvolatile memory.

Here, the instance timed out module monitors the
instances of commumnications being handled by a particular
verification agent. Thus, in particular embodiments, the

10

15

20

25

30

35

40

45

50

55

60

65

30

instance timed out module 1s mvoked periodically (e.g.,
every two seconds) and the process flow begins with the
instance timed out module querying the instances for any
active communications being handle by the verification
agent with a statue of “pending” or “edited” and a delivery
of “pending” i Operation 1410.

Specifically, 1mn particular embodiments, the instance

timed out module queries the STATUS_ID data element 271
and the DELIVERY data element 257 found in the
INSTANCE structure 250 to 1dentily instances for commu-
nications currently being handled by the verification agent
with a status of “pending” or “edited” and a delivery of

“pending.” The instances for the communications can be
identified via the COMMS TO INSTANCES structure 240

and the COMMUNICATIONS structure 210 where the
VERIFICATION AGENT ID data element 232 identifies
the verification agent 1s handling the communications.
Once the 1nstances have been queried, the imstance timed
out module selects an instance from the query results in
Operation 1415. Note that in particular embodiments, the
instance timed out module may first determine whether any
instances were located in the query. At this point, the
instance timed out module determines whether the timer has
expired for the instance in Operation 1420. Therefore, 1n

particular embodiments, the instance timed out module
determines whether the TIMER VAL UE data element 254

for the mstance found 1n the INSTANCES structure 2350 has
reached zero. If the 1nstance timed out module determines
the timer has not expired, then the module decrements the
timer 1 Operation 1425,

However, 11 the timer has expired, then the mstance timed
out module 1n particular embodiments sets the status of the
instance to “timed out” 1n Operation 1430. Accordingly, the
instance timed out module moves to D and performs the
operations described in FIG. 13 to determine whether to
deliver the instance to the remote party. At this point, the
instance timed out module determines whether another
instance has been located 1n the query results 1n Operation
1435. If so, then the instance time out returns to Operation
1415 and selects the next instance and performs the same

operations for the next instance.
Agent GUIs

FIG. 15 illustrates a graphical user interface (“GUI”) 1500
that may be used 1n various embodiments by a verification
agent. Here, the particular communication mvolves a Web
chat session being conducted between an originating agent
named Joyce and a remote party named John. The top
section (Web Chat section) 1510 of the GUI 1500 provides
a history of the chat messages exchanged between the
originating agent and the remote party. While the middle
section (Pending Verification section) 1515 of the GUI 1500
provides a listing of chat messages initiated by the originat-
ing agent that are waiting for review and verification by the
verification agent. Finally, the bottom section 1520 of the
GUI 1500 provides an area that the verification agent can
enter messages to send for the chat session 1f desired.

Here, each chat message (each instance) awaiting verifi-
cation 1s associated with a timer 1525 indicating the amount
of time left for the verification agent to review the message.
In addition, an EDIT button 1530 1s provided that allows the
verification agent to select a particular chat message to edit.
Furthermore, a reject button 1335 i1s provided so that the
verification agent can reject a particular chat message and an
accept button 1540 1s provided so that the verification agent
can accept a particular chat message.

Turning now to FIG. 16, this figure illustrates the verifi-
cation agent’s GUI 1500 when the verification agent has
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selected a particular chat message (particular mstance) that
1s pending to edit. Here, the chat message selected to be
edited 1610 1s shown with a box around the message 1610
and a cursor at the beginning of the message 1610. Accord-
ingly, the verification agent can edit the message 1610 by
using an mmput device such as a keyboard. Once the verifi-
cation agent has completed editing the message, he or she
can select the ACCEPT button 1615 to accept the edits to the
message 1610. In addition, the verification agent may select
the CANCEL button 1620 to cancel the edits made to the
message 1610 and return the message 1610 to 1ts original
form 11 desired.

FIG. 17 illustrates a verification reason pop-up GUI 1700
that 1s provided 1n particular embodiments when the verifi-
cation agent has edited or rejected a pending instance for a
communication. Here, the GUI 1700 provides the agent with
a list of reasons the agent may select from to indicate a
reason for the edit or rejection of the instance. For example,
the verification agent may indicate the tone of the instance
was not acceptable by selecting the Tone indicator 1710 on
the GUI 1700. In addition, the verification agent may
provide a note 1n the Notes section 17135 of the screen 1700
to provide further detail on the action taken by the verifi-
cation agent as well as mnstructs for the originating agent.

Accordingly, as the verification agent reviews and verifies
instances (chat messages) for the communication, such
instances are moved in various embodiments from the
middle section 1515 of the GUI 1500 showing instances
pending review to the top section of the GUI 1500 showing
the history of mstances for the communication. Such migra-
tion of 1nstances 1s shown 1n FIG. 18. Here, the top section
1510 of the GUI 1500 shows that a chat message 1810
originated by Agent Joyce has been delivered to the remote
party John. This particular message 1810 appears to have
been approved by the verification agent without editing.

However, the next message 1815 sent by Agent Joyce
indicates the message 18135 has been edited by the verifica-
tion agent based on the message 1815 including a marker
1820 indicating such. In particular embodiments, the text
1825 of the message may also display the edits made to the
message. Further, the top section 1510 also shows another
message 1823 originated by Agent Joyce was rejected by the
verification agent because the message 1825 includes a
rejected marker 1830. Finally, the middle section 15135 of the
GUI 1500 has a message 1835 orniginated by Agent Joyce
waiting to be reviewed and verified by the verification agent.

Finally, FIG. 19 illustrates a graphical user interface
(“GUI”) 1900 that may be used 1n various embodiments by
an originating agent. Here, the GUI 1900 1s set up 1n a
similar fashion to the GUI shown 1n FIGS. 15-18 for the
verification agent. The GUI 1900 includes a top section 1910
to provide the history of instances exchanged during the
communication, a middle section 1915 that displays
instances that are pending verification and/or delivery, and a
bottom section 1920 that provides an area for the originating,
agent to enter an 1nstance.

The oniginating agent has one mstance 1925 pending
verification. The agent 1s provided with a cancel button 1930
that allows the agent to cancel the instance before the
instance 1s verified or has timed out to remove the instance
from being delivered to the remote party. In addition, the top
section 1910 of the GUI 1900 shows one of the instances
(chat messages) 1935 entered by the originating agent
(Agent Joyce) was edited before being delivered to the
remote party. In this particular embodiment, the edits 1940
made to the text of the nstance are shown for the instance
with additions shown 1n underline and bold and deletions
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shown 1n strikethrough and bold. Showing the edits allows
Agent Joyce to see how the instance was edited so that she
may learn what to provide 1n an instance the next time a
similar situation arises. Further, 1in particular embodiments,
the originating agent may click on the edited instance to
bring up information on the editing of the instance such as
a reason code and any notes provided by the verification
agent. Such information may further help the originating
agent to understand why the 1instance was edited. Finally, the
originating agent (Agent Joyce) can see that another one of
the instances (chat messages) 1945 she entered was rejected
by the verification agent. Again, in particular embodiments,
Agent Joyce may click on the rejected instance to bring up
information on why the nstance was rejected.
Accordingly, the embodiments of the agents” GUIs 1500,
1900 shown 1n FIGS. 15-19 demonstrate how the instances
for a communication can be organized so that the verifica-
tion and/or originating agents can easily identify the
instances that are 1n need of verification and the history of
instances for the communication. Specifically, the top sec-
tion (communication history section) 1510, 1910 of the
GUIs 1500, 1900 can be used to provide information on: (1)
instances 1nitiated by the originating agent that were
accepted, edited, or rejected; (2) instances that were mnitiated
by the remote party; and (3) instances (e.g., system
instances) that were neither mitiated by the originating agent
nor the remote party, but convey information about the
communication. On many occasions, these diflerent
instances are arranged 1n the top section 1510, 1910 of the
GUIs 1500, 1900 to provide a chronological history of the

instances involved in the communication. In addition, the
different types of instances may be distinguished from one
another 1n the top section 1510, 1910 of the GUIs 1500,
1900 by showing them, for example, 1n different colors
and/or fonts.

Furthermore, the middle section (or pending verification
section) 1515, 1915 of the GUIs 1500, 1900 can provide the
verification and originating agents with the instances 1niti-
ated by the originating agent that have yet to be delivered to
the remote party involved in the communication. In particu-
lar embodiments, this particular section 1513, 1915 not only
lists instances pending verification but also lists instances
that do not require verification but are still pending delivery
to the remote party. For example, such an instance may exist
because an instance requiring verification may be chrono-
logically positioned before the mnstance still pending deliv-
ery. Therefore, the embodiments of the verification and
originating agents’ GUIs 1500, 1900 shown 1n FIGS. 15-19
allow the vernification and originating agents to keep track of
the history of instances imnvolved 1n a communication, while
also keeping track of the instances initiated by the originat-
ing agent for the communication that are pending verifica-
tion and/or delivery.

Exemplary Processing Device Architecture

As discussed 1n conjunction with FIG. 20, the contact
center architecture 2000 may comprise various components.
Accordingly, FIG. 20 1s an exemplary schematic diagram of
a processing component 2000 that may be used 1n various
embodiments of the contact center architecture 2000 to
practice the technologies disclosed heremn such as, for
example, the communications handler 150, the email server
135, the text gateway server 140, the web server 145, and/or
an agent’s computing device 160a-160c¢. In general, the term
“processing component” may be exemplified by, for
example, but without limitation: a various types of comput-
ers, servers, blades, gateways, switches, and the like, as well
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as any combination of devices or entities adapted to perform
the functions described herein.

As shown i FIG. 20, the processing component 2000
may 1nclude one or more processors 2001 that may com-
municate with other elements within the processing com-
ponent 2000 via a bus 2005. The processor 2001 may be
implemented as one or more complex programmable logic
devices (“CPLD”), microprocessors, multi-core processors,
digital signal processors (“DSP”), system-on-a-chip
(“SOC”), co-processing entities, application-specific inte-
grated circuits (“ASIC”), field programmable gate arrays
(“FPGA”), programmable logic arrays (“PLA”), hardware
accelerators, other circuitry, or the like.

In one embodiment, the processing component 2000 may
also include one or more communication interfaces 2002 for
communicating data via the local network with various
external devices, such as other components of FIG. 1.
Depending on the embodiment, communication may be via
wired, optical, or wireless networks (or a combination
thereol). The communication may use a variety ol data
transmission protocols, such as fiber distributed data inter-
tace (FDDI), FEthemnet, asynchronous ftransfer mode
(“ATM”), or frame relay.

The processing component 2000 may further include an
input/output controller 2003 that may commumcate with
one or more mput devices or peripherals using an interface
2004, such as, but not limited to: a keyboard, a mouse, a
touch screen/display input, microphone, pointing device,
etc. The input/output controller 2003 may also communicate
with output devices or peripherals, such as displays, printers,
speakers, headsets, banner displays, etc.

The processor 2001 may be configured to execute mnstruc-
tions stored 1n volatile memory 2006, non-volatile memory
2007, or other forms of computer-readable storage media
accessible to the processor 2001. The volatile memory 2006
may comprise various types of memory technologies,
including, but not limited to: random access memory
(“RAM”), dynamic random access memory (“DRAM”),
static random access memory (“SRAM”), and other forms
well known to those skilled in the art. The non-volatile
memory 2007 may comprise various technologies, includ-
ing, but not limited to: storage media such as hard disks,
floppy disks, read only memory (“ROM?”), programmable
read only memory (“PROM?”), electrically erasable read
only memory (“EPROM”), flash memory, and other forms
well known to those skilled in the art.

The non-volatile memory 2007 may store program code
and data, which also may be loaded 1nto the volatile memory
2006 at execution time. Specifically, the non-volatile
memory 2007 may store one or more program modules
2009, such as the handle communication module, the handle
instance module, the display instance module, the edit
instance module, reject istance module, accept instance
module, and/or the instance timed out module described
above containing instructions for performing the processes
and/or tunctions associated with the technologies disclosed
herein, and/or operating system code 2008. In addition,
these program modules 2009 may also access, generate, or
store data 2010, 1n the non-volatile memory 2007, as well as
in the volatile memory 2006. The volatile memory 2006
and/or non-volatile memory 2007 may be used to store other
information including, but not limited to: records, applica-
tions, programs, scripts, source code, object code, byte code,
compiled code, interpreted code, machine code, executable
instructions, or the like. These may be executed or processed
by, for example, the processor 2001 and/or may form a part
of, or may interact with, the program modules 2009.
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The technologies described herein may be implemented 1n
vartous ways, including as computer program products
comprising memory storing instructions causing a processor
to perform the operations associated with the above tech-
nologies. The computer program product may comprise a
tangible non-transitory computer readable storage medium
storing applications, programs, program modules, scripts,
source code, program code, object code, byte code, com-
piled code, iterpreted code, machine code, executable
instructions, and/or the like (also referred to herein as
executable instructions, instructions for execution, program
code, and/or similar terms). Such non-transitory computer
readable storage media include all the above identified
media (including volatile and non-volatile media), but does
not include a transitory, propagating signal. Non-volatile
computer readable storage medium may specifically com-
prise: a tloppy disk, tlexible disk, hard disk, magnetic tape,
compact disc read only memory (“CD-ROM™), compact

disc compact disc-rewritable (“CD-RW?), digital versatile
disc (“DVD”), Blu-ray™ disc (“BD”), any other non-tran-
sitory optical medium, and/or the like. Non-volatile com-
puter-readable storage medium may also comprise read-only
memory (“ROM”), programmable read-only memory
(“PROM?”), erasable programmable read-only memory
(“EPROM”), electrically erasable programmable read-only
memory (“EEPROM™), flash memory, and/or other tech-
nologies known to those skilled 1n the art.

CONCLUSION

Many modifications and other embodiments of the con-
cepts and technologies set forth herein will come to mind to
one skilled i1n the art having the benefit of the teachings
presented 1n the foregoing descriptions and the associated
drawings. Therefore, 1t 1s to be understood that embodiments
other than the embodiments disclosed herein are intended to
be included within the scope of the appended claims.
Although specific terms may be employed herein, they are
used 1 a generic and descriptive sense only and not for
purposes of limitation.

The mnvention claimed 1s:

1. A method for providing near real-time feedback to an
originating agent on one¢ or more 1nstances nitiated by the
originating agent during a text-based communication being
conducted between the originating agent and a remote party,
the method comprising:

determining by a communications handler that the one or

more 1nstances mnitiated by the originating agent require
verification based on at least one of (1) one or more
skills of the originating agent and (2) a flag set for the
text-based communication; and

upon determining the one or more instances initiated by

the originating agent require verification:

locating a verification agent by the communications
handler based on one or more skills of the verifica-
tion agent who 1s to review the one or more
instances;

displaying text of the one or more instances on a
workstation being used by the verification agent
prior to the one or more instances being delivered to
the remote party; and

upon the verification agent editing the text of an
instance ol the one or more 1nstances:
delivering the instance to the remote party displaying

the edited text; and
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displaying the edited text of the instance to the
originating agent at virtually the same time the
instance 1s delivered to the remote party.

2. The method of claim 1, wherein the verification agent
provides a verification reason at a time the verification agent
edits the text of the instance, the verification reason identi-
tying a reason why the verification agent edited the text of
the mstance, and the method further comprises displaying
the verification reason along with the edited text of the
instance to the originating agent.

3. The method of claim 1 further comprising, upon the
verification agent rejecting the text of a second instance of
the one or more 1nstances initiated by the originating agent:

preventing delivery of the second instance to the remote

party; and

displaying the second instance as rejected to the originat-

ing agent at virtually the same time the second 1nstance
1s prevented from being delivered to the remote party.

4. The method of claim 3, wherein the verification agent
provides a verification reason at a time the verification agent
rejects the second instance, the verification reason 1dentify-
ing a reason why the verification agent rejected the second
instance, and the method further comprises displaying the
verification reason along with the second instance as
rejected to the originating agent.

5. The method of claim 1 further comprising:

setting a timer for the text-based communication upon

determining the one or more 1nstances initiated by the
originating agent require verification; and

delivering the one or more 1nstances to the remote party

in response to not locating the verification agent before
the timer expires.

6. The method of claim 1 further comprising:

setting a timer for each of the one or more 1nstances

initiated by the originating agent; and

automatically delivering a third instance from the one or

more istances to the remote party i response to the
verification agent not editing or rejecting the third
instance before the timer expires.

7. The method of claim 1, wherein the text-based com-
munication comprises one of (1) a Web chat session between
the onginating agent and the remote party and the one or
more 1nstances comprise chat messages initiated by the
originating agent and (2) a text session between the orgi-
nating agent and the remote party and the one or more
instances comprise text messages imtiated by the originating
agent.

8. A non-transitory, computer-readable medium compris-
ing computer-executable instructions for providing near
real-time feedback to an originating agent on one or more
instances imtiated by the originating agent during a text-
based communication being conducted between the origi-
nating agent and a remote party, that when executed, cause
at least one computer processor to:

determine that the one or more mstances mitiated by the

originating agent require verification based on at least

one of (1) one or more skills of the originating agent

and (2) a tlag set for the text-based communication; and

upon determining the one or more nstances nitiated by

the originating agent require verification:

locate a verification agent based on one or more skills
of the venfication agent who 1s to review the one or
more 1nstances;

have text of the one or more instances displayed on a
workstation being used by the venfication agent
prior to the one or more instances being delivered to
the remote party; and
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upon the verification agent editing the text of an
instance of the one or more 1nstances:
have the instance delivered to the remote party
displaying the edited text; and
have the edited text of the instance displayed to the
originating agent at virtually the same time the
instance 1s delivered to the remote party.

9. The non-transitory, computer-readable medium of
claim 8, wherein the verification agent provides a verifica-
tion reason at a time the verification agent edits the text of
the mstance, the vernification reason 1dentifying a reason why
the verification agent edited the text of the instance, and the
computer-executable instructions further cause the at least
one computer processor to have the verification reason
displayed along with the edited text of the instance to the
originating agent.

10. The non-transitory, computer-readable medium of
claiam 8, wherein upon the verification agent rejecting the
text ol a second instance of the one or more instances
initiated by the originating agent, the computer-executable
instructions further cause the at least one computer proces-
sor to:

prevent delivery of the second instance to the remote

party; and

have the second instance displayed as rejected to the

originating agent at virtually the same time the second
instance 1s prevented from being delivered to the
remote party.

11. The non-transitory, computer-readable medium of
claiam 10, wherein the verification agent provides a verifi-
cation reason at a time the verification agent rejects the
second 1nstance, the verification reason 1dentifying a reason
why the verification agent rejected the second instance, and
the computer-executable instructions further cause the at
least one computer processor to have the verification reason
displayed along with the second instance as rejected to the
originating agent.

12. The non-transitory, computer-readable medium of
claim 8, wherein the computer-executable 1nstructions fur-
ther cause the at least one computer processor to:

set a timer for the text-based communication upon deter-

mining the one or more instances initiated by the
originating agent require verification; and

have the one or more instances delivered to the remote

party 1n response to not locating the verification agent
before the timer expires.

13. The non-transitory, computer-readable medium of
claim 8, wherein the computer-executable instructions fur-
ther cause the at least one computer processor to:

set a timer for each of the one or more nstances initiated

by the originating agent; and

automatically have a third instance from the one or more

instances delivered to the remote party in response to
the verification agent not editing or rejecting the third
instance before the timer expires.

14. The non-transitory, computer-readable medium of
claim 8, wherein the text-based communication comprises
one of (1) a Web chat session between the originating agent
and the remote party and the one or more instances comprise
chat messages 1nitiated by the oniginating agent and (2) a
text session between the originating agent and the remote
party and the one or more 1nstances comprise text messages
initiated by the originating agent.

15. A system for providing near real-time feedback to an
originating agent on one or more 1nstances nitiated by the
originating agent during a text-based communication being
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conducted between the originating agent and a remote party,
that when executed, the system comprising;
at least one computer processor configured to:
determine that the one or more instances mnitiated by
the originating agent require verification based on at
least one of (1) one or more skills of the originating,
agent and (2) a tlag set for the text-based commu-
nication; and
upon determining the one or more 1nstances 1nitiated by
the originating agent require verification:
locate a verification agent based on one or more
skills of the verification agent;
have text displayed of the one or more 1nstances on
a workstation being used by the verification agent
prior to the one or more mstances being delivered
to the remote party; and
upon the venfication agent editing the text of an
instance of the one or more instances:
have the instance delivered to the remote party
displaying the edited text; and
have the edited text of the instance displayed to
the originating agent at virtually the same time
the 1nstance 1s delivered to the remote party.
16. The system of claim 15, wherein the verification agent
provides a verification reason at a time the verification agent
edits the text of the instance, the verification reason identi-
tying a reason why the verification agent edited the text of
the instance, and the at least one computer processor 1s
configured to have the verification reason displayed along
with the edited text of the instance to the originating agent.
17. The system of claim 15, wherein upon the verification
agent rejecting the text of a second instance of the one or
more instances initiated by the originating agent, the at least
one computer processor 1s configured to:
prevent delivery of the second instance to the remote

party; and
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have the second instance displayed as rejected to the
originating agent at virtually the same time the second
instance 1s prevented from being delivered to the

remote party.
18. The system of claim 17, wherein the verification agent

provides a verification reason at a time the verification agent
rejects the second instance, the verification reason 1dentify-
ing a reason why the verification agent rejected the second
instance, and the at least one computer processor 1s config-
ured to have the verification reason displayed along with the
second 1nstance as rejected to the originating agent.

19. The system of claim 15, wherein the at least one
computer processor 1s configured to:

set a timer for the text-based communication upon deter-

mining the one or more instances initiated by the
originating agent require verification; and

have the one or more instances delivered to the remote

party 1n response to not locating the verification agent
betfore the timer expires.

20. The system of claim 15, wherein the at least one
computer processor 1s configured to:

set a timer for each of the one or more nstances initiated

by the originating agent; and

automatically have a third instance from the one or more

instances delivered to the remote party 1n response to
the verification agent not editing or rejecting the third
instance before the timer expires.

21. The system of claim 15, wherein the text-based
communication comprises one of (1) a Web chat session
between the originating agent and the remote party and the
one or more istances comprise chat messages initiated by
the originating agent and (2) a text session between the
originating agent and the remote party and the one or more
instances comprise text messages mitiated by the originating
agent.
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