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FUNCTION VIRTUALIZATION FOR
MULTIMEDIA NETWORK TOPOLOGY
ADAPTATION

PRIORITY CLAIM

This application claims priority to provisional application
Ser. No. 62/145,558, filed Apr. 10, 2015, which 1s entirely
incorporated by reference.

TECHNICAL FIELD

This disclosure relates to network topologies. This dis-
closure also relates to adapting MoCA network topologies,
optionally using network function virtualization.

BACKGROUND

The processing power, memory capacity, available disk
space, and other resources available to processing systems
have increased exponentially. Computing resources have
evolved to the point where a single physical server may host
many 1instances of virtual machines and virtualized func-
tions. Each virtual machine typically provides virtualized
processors, memory, storage, network connectivity, and
other resources. At the same time, high speed data networks
have emerged and matured, and now form part of the
backbone of what has become indispensable worldwide data
connectivity, including connectivity to wvirtual machine
hosts. Improvements in virtualization will drive the further
development and deployment of virtualized functionality.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example of a network that includes
virtual machine hosts connected by network devices.

FIG. 2 shows a virtual machine host configured to execute
virtual machines and virtual functions.

FIG. 3 shows an example cable distribution network
within a home.

FIG. 4 shows an example of adding a gateway into the
cable distribution network shown 1n FIG. 3.

FIG. 5 shows the physical tree topology of the cable
distribution network.

FIG. 6 shows a logical star topology implemented over
the physical tree topology of the cable distribution network.

FIG. 7 shows a logical star topology implemented over
the physical tree topology of the cable distribution network.

FIG. 8 shows logic for implementing a logical star topol-
ogy over a physical tree topology of the cable distribution
network.

FIG. 9 shows logic for a MoCA node, other than a MoCA
NC, for implementing a logical star topology over a physical
tree topology of the cable distribution network

FIG. 10 shows logic for establishing a gateway that
terminates a cable distribution network.

DETAILED DESCRIPTION

FIG. 1 shows an example network 100. In the network
100, networking devices route packets (e.g., the packet 102)
from sources (e.g., the source 104) to destinations (e.g., the
destination 106) across any number and type ol networks
(c.g., the Ethernet/TCP/IP network 108). The networking
devices may take many different forms and may be present
in any number. The network 108 may span multiple routers
and switches, for instance. Examples of network devices
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2

include switches, bridges, routers, and hubs; however other
types of networking devices may also be present throughout
the network 100.

The network 100 1s not limited to any particular imple-
mentation or geographic scope. As just a few examples, the
network 100 may represent a private company-wide
intranet; a wide-area distribution network for cable or sat-
ellite television, Internet access, and audio and video stream-
ing; or a global network (e.g., the Internet) of smaller
interconnected networks. In that respect, the data center 110
may represent a highly concentrated server installation 150
with attendant network switch and router connectivity 152.
The data center 110 may support extremely high volume
e-commerce, search engines, cloud storage and cloud ser-
vices, streaming video or audio services, or any other types
ol functionality.

In the example in FIG. 1, the network 100 includes
operators and providers of cable or satellite television ser-
vices, telephony services, and Internet services. In that
regard, for mstance, FIG. 1 shows that the network 100 may
include any number of cable modem termination system
(CMTSs) 112. The CMTSs 112 may provide service to any
number of gateways, e.g., the gateways 114, 116, 118. The
gateways may represent cable modems, combined cable
modems and wireless routers, or other types of entry point
systems 1nto any ol a wide variety of locations 154, such as
homes, oflices, schools, and government buildings. The
network 100 may include other types of termination systems
and gateways. For example, the network 100 may include
digital subscriber line (DSL) termination systems and DSL
modems that function as the entry points into homes, oflices,
or other locations.

At any given location, the gateway may connect to any
number of any type of node. In the example of FIG. 1, the
nodes include set top boxes (STBs), e.g., the STBs 120, 122,
124. Other examples of nodes include network connected
smart TVs 126, audio/video receivers 128, digital video
recorders (DVRs) 130, streaming media players 132, gam-
ing systems 134, computer systems 136, and physical media
(c.g., BluRay) players. The nodes may represent any type of
customer premises equipment (CPE).

FIG. 2 shows a virtual machine host 200 (*host™) con-
figured to execute virtual machines and virtual functions.
Any of the devices i the network 100 may be hosts,
including the nodes, gateways, CMTSs, switches, servers,
sources, and destinations. The hosts provide an environment
in which any selected functionality may run, may be reach-
able through the network 100, and may form all or part of
a chain of functionality to accomplish any defined process-
ing or content delivery task. The functionality may be virtual
in the sense that, for example, the virtual functions 1mple-
ment, as soltware instances running on the hosts, functions
that were 1n the past executed with dedicated hardware.

In FIG. 2, the host 200 includes one or more communi-
cation interfaces 202, system circuitry 204, input/output
interfaces 206, and a display 208 on which the host 200
generates a user interface 209. When the communication
interfaces 202 support cellular connectivity, the host 200
may also include a SIM card interface 210 and SIM card
212. The host 200 also includes storage devices, such as hard
disk drives 214 (HDDs) and solid state disk drives 216, 218
(SDDs).

The user interface 209 and the input/output intertaces 206
may include a graphical user interface (GUI), touch sensitive
display, voice or facial recognition imputs, buttons, switches,
speakers and other user nterface elements. Additional
examples of the mput/output intertaces 206 include micro-
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phones, video and still image cameras, headset and micro-
phone nput/output jacks, Universal Serial Bus (USB) con-
nectors, memory card slots, and other types of mputs. The
input/output intertaces 206 may further include magnetic or
optical media interfaces (e.g., a CDROM or DVD drive),

serial and parallel bus interfaces, and keyboard and mouse
interfaces.

The system circuitry 204 may include any combination of
hardware, software, firmware, or other logic. The system
circuitry 204 may be implemented, for example, with one or
more systems on a chip (SoC), application specific inte-
grated circuits (ASIC), discrete analog and digital circuaits,
and other circuitry. The system circuitry 204 1s part of the
implementation of any desired functionality in the host 200.
In that regard, the system circuitry 204 may include circuitry
that facilitates, as just a few examples, running virtual
machines, running virtual {functions, routing packets
between the virtual machines and the network 100, and
switching packets between the virtual machines.

As just one example, the system circuitry 204 may include
one or more processors 220 and memories 222. The memory
222 and storage devices 214, 216 store, for example, control
instructions 224 and an operating system 226. The processor
220 executes the control mstructions 224 and the operating
system 226 to carry out any desired functionality for the host
200. The control parameters 228 provide and specily con-
figuration and operating options for the control instructions
224, operating system 226, and other functionality of the
host 200.

In some implementations, the control instructions 224
include a hypervisor 230. The hypervisor 230 provides a
supervising software environment that executes one or more
virtual machines (VMs), virtual switches, virtual firewalls,
virtual operating systems, virtual network interface cards
(NICs), or any other desired virtualization components. In
other implementations, the host 200 1s a bare-metal virtual-
ization host. That 1s, the host 200 need not execute a separate
operating system 226 on top of which the hypervisor 230
runs. Instead, the hypervisor 230 may directly communicate
with and control the physical hardware resources 1n the host
200 without supervision or intervention through a separate
operating system.

The host 200 may execute any number of VMs 232. Each
VM may execute any number or type of virtual functions
(VFs) 234. The VFs may be software implementations of
any desired functionality, ranging, for instance, from highly
specialized network functions to general purpose processing
functions.

As just a few examples of network functions, the VFs may
implement network firewalls, messaging spam filters, and
network address translators. As other example of processing,
functions, the VFs may implement audio and video encoders
and transcoders, digital rights management (DRM) process-
ing, database lookups, e-commerce transaction processing
(e.g., billing and payment), web-hosting, content manage-
ment, context driven advertising, and security processing
such as High-bandwidth Digital Content Protection (HDCP)
and Digital Transmission Content Protection (DTCP-IP)
processing. Additional examples of VFs include audio,
video, and 1mage compression and decompression, such as
H.264, MPG, and MP4 compression and decompression;
audio and video pre- and post-processing, server function-
ality such as video on demand servers, DVR servers; over
the top (OTT) servers; secure key storage, generation, and
application, and 2D and 3D graphics rendering.

FIG. 3 shows an example cable distribution network 300
reaching to a home 302. The home 302 1s an example of a
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predetermined service location to which the service provider
304 provides, e.g., broadband networking, audio/video dis-
tribution or other services. The service provider 304 may be
an Internet service provider, cable TV service provider,
cloud storage or cloud services provider, streaming video or
audio service provider, or any other type of service provider.
Accordingly, the service provider may provide program
content to the service location over broadband links such as
cable connections, T1 or other network links whether optical
or wired, satellite links, or telephone lines.

FIG. 3 provides an example context for explaining certain
network architecture and techniques for network topology
adaptation. The architecture and techniques are applicable to
other networks 1n other service locations. That 1s, FIG. 3
provides just one explanatory example for the implementa-
tion and operation of the architecture and techniques.

In the example of FIG. 3, the service provider 304
transmits and receives content through a CMTS 306 and the
distribution network 308. The distribution network 308 may
be a cable distribution, e.g., of RG7 coaxial cable, that runs
to the home 302 and potentially many other locations 310.
The content provider network enters the home 302 at the
entry point 312.

From the entry point 312, the local cable network 314
extends through the home 302. Physically, the local cable
network 314 takes the form of a tree, with the entry point
312 at the root. Through the home 302, the local cable
network 314 branches, e.g., through the splitters 316 and
318, taps, and other connections, to connect many difierent
devices to the local cable network 314. In this example, the
devices include STBs 320, 322, 324, 326, and 328. Addi-
tional devices include the media players 330 and 332, and as
a specific mstance the BluRay player 334. The network
within the home 302 also includes a streaming device 336,
¢.g., an Internet radio streaming device and a game system
338. The digital video recorder (DVR) 340 and audio/video
receiver (AVR) 342 are additional examples of network
devices, as 1s the WiF1 access point 344.

There may be many other types of devices that connect to
the local cable network 314, e.g., printers, televisions, or
scanners. Hach of the devices, e.g., the STB 322, may
include or may be connected to, for instance, multimedia
over coax alliance (MoCA) circuitry, e.g., the MoCA cir-
cuitry 350. The MoCA circuitry includes the electrical and
physical connections, protocols, and operational functional-
ity according to MoCA 1.0, 2.0, or other MoCA standard.
Accordingly, any of the devices may be MoCA nodes on a
MoCA network. MoCA implementation circuitry 1s avail-
able from, e.g., Broadcom of Irvine Calif., and examples

include the BCM3450, BCM7025, BCM7408, BCM7410,
BCM7418, BCM7420, BCM7421, BCM7422, and
BCM7425 SoCs. The devices may include additional func-
tionality according to the architecture and techniques
described below.

FIG. 4 shows another view of a cable distribution network
400 reaching to the home 302. FIG. 4 includes a local cable
network 402 within the home 302. In this architecture, the
local cable network 402 includes a gateway 404. The
gateway 404 recerves and terminates the imncoming network
connection 406 (e.g., an incoming cable feed) after the entry
point 312, and includes a separate cable connection 408 to
the remainder of the local cable network 402. Note that the
local cable network 402 retains intact the structure of the
local cable network 314 shown in FIG. 3. However, the
gateway 404 has been added.

FIG. 5 shows the physical tree topology 500 of the local
cable network 402. The local cable network 402 branches
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from the root at the entry pomnt 312 to connect many
difference devices present at the home 302. FIG. § also
shows one implementation example of the gateway 404 1n
more detail.

The gateway 404 may be, for instance, a single device for
installation at any predetermined service location. The gate-
way 404 1ncludes a content provider network interface 502,
¢.g., a cable termination. The network interface 502 termi-
nates a content provider connection, e.g., the incoming cable
teed 406, to the predetermined service location.

The gateway 404 also includes a network interface, e.g.,
the cable interface 504, to the local cable network 402. The
local cable network 402 1s a MoCA network of MoCA
nodes, such as the devices 320-344. FIG. 5 shows that the
network of MoCA nodes 1s organized in a physical tree
network topology, branching out from the root at the entry
point 312.

The gateway 404 also includes a network bridge 506. The
network bridge 506 acts as a connector between the content
provider network interface 502 and the cable interface 504.
In addition, the gateway 404 includes a MoCA network
controller (NC) 508 between with the network interface 502
and the cable intertace 504.

The MoCA NC 308 acts as a central MoCA network
controller to admit new members to network. For admaitted
members, the MoCA NC 508 acts as the scheduler for the
network. In that respect, the MoCA nodes communicate with
the MoCA NC 508 to request bandwidth on the network. The
MoCA NC 508 then allocates and organizes transmit slots,
priorities, and manages quality of service. In this manner, the
MoCA NC 308 i1s able to reserve bandwidth and manage
latency for any trailic flows mvolving any of the MoCA
nodes and the MoCA NC 508.

The MoCA NC 508 also implements bandwidth alloca-
tion across what are referred to as MAP cycles. In a MAP
cycle, selected MoCA nodes are allowed to send a reserva-
tion request (RR) message to the MoCA NC 508. The RR
message 1s a request for time slots to send data to other
MoCA nodes. The MoCA NC 508 recerves the RR messages
and grants slots 1n the next MAP cycle for as many MoCA
nodes as i1t can. The MoCA NC 508 also sends the bandwidth
schedule of allocated bandwidth to all of the MoCA nodes
in the next MAP message. As a result, the MoCA nodes
receive the bandwidth schedule and know when to send and
when to receive data during the upcoming MAP cycle.

The gateway 404 shown 1n FIG. 4 15 just one implemen-
tation example used below for the purposes of discussion. In
other implementations, the gateway 404 and the MoCA NC
508 are separate physical MoCA nodes. That 1s, the MoCA
NC may be any other node on the network other than the
gateway, such as the node 510. As will be described in more
detail below, the MoCA NC includes transceivers for trans-
mitting and receiving OFDMA transmissions from other
nodes.

FIG. 6 shows a logical star topology 600 implemented
over the physical tree topology of the local cable network
402. The cable interface 504 communicates over the local
cable network 402, but allocates bandwidth and directs
communications between the MoCA NC 508 and the MoCA
nodes, and between diflerent MoCA nodes as a logical star
topology, over the logical NC to MoCA node links 602. The
logical links 602 may represent, for example, fixed or
variable orthogonal frequency division multiplexing
(OFDM) or orthogonal frequency division multiple access
(OFDMA) bandwidth allocations for bi-directional commu-
nication between any of the MoCA nodes, including the

MoCA NC 508.
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The MoCA NC 508 defines the bandwidth allocations
over the physical cable medium of the local cable network
402. As a specific example, the logical link 604 may
represent a portion of available spectrum at selected times
on the physical medium of the local cable network 402. As
a particular example, the logical link 604 connects the STB

324 to the cable mterface 504.

FIG. 7 also shows a logical star topology 700 imple-
mented over the physical tree topology of the cable distri-
bution network. In FIG. 7, the view of the logical link 604
1s expanded to show the asymmetric provisioning of band-

width for the downlink 702 as compared to the uplink 704.
The downlink 702 runs from the gateway 404 to the MoCA
nodes, while the uplink runs from the MoCA nodes to the
gateway 404. The MoCA NC 508 may generally allocate
greater bandwidth to the downlink 702, to support high
bandwidth content delivery from the gateway 404 to the
MoCA nodes. For instance, the gateway 404 may receive
high bandwidth video content from the service provider 304,
and distribute the video content or other data content that
may arrive from the access network over the downlinks to
the MoCA nodes that have requested the video content. The
MoCA nodes may use the relatively narrower bandwidth
uplinks to communicate what 1s typically lower bandwidth
traflic back to the gateway 404. Such lower bandwidth tratlic
may include, transmission control protocol (TCP) acknowl-
edgements (ACKs), requests for content, and other traflic.

Below, FIGS. 6 and 7 are discussed with reference also to
FIGS. 8 and 9. FIG. 8 shows several sets of logic 800 for a
implementing a logical star topology over a physical tree
topology of a cable distribution network. The counterpart
FIG. 9 shows sets of logic 900 for implementing a logical

star topology over a physical tree topology of a cable
distribution network.

The MoCA NC 308 provides asymmetric uplink band-
width and downlink bandwidth (802). The downlink band-
width may be allocated for gateway 404 to MoCA node
communication, such as for transmitting audio and video
content from the gateway 404 to the other MoCA nodes. The
uplink bandwidth may be allocated for MoCA node to
gateway 404 communications. The communications may
carry any type of data in packets, and the packets may or
may not be limited to being smaller than a predetermined
s1ze threshold, e.g., for commumcating TCP ACKs, control
or command data, or any other type of data.

In that respect, the techniques described 1n this document
provide a more general way of using OFDMA, by support-
ing any type of packet not necessarily under the size
threshold, including ACK packets. By doing so, the tech-
niques allow a very flexible general purpose data channel to
be defined over OFDMA for whatever purpose the MoCA
nodes may find useful 1 any particular implementation.
Note that different OFDMA frames can share trathc from
different MoCA nodes, with the packets 1n the traflic being
any mix ol any size or packet type, e.g., command and
control packets as well as ACK packets from ditfierent
MoCA nodes 1n the same OFDMA {frame.

The MoCA NC 3508 creates and regularly updates and
sends a bandwidth schedule for MoCA nodes communicat-
ing on the MoCA network (804). The bandwidth schedule
may be a map of transmit opportunities, €.g., expressed as
OFDM transmission slot allocations, for the MoCA nodes,
including the MoCA NC 508. The bandwidth schedule may
determine allocated bandwidth for the next one millisecond,
or for any other time interval. In this respect, the MoCA NC

608 may implement the MoCA Media Access Plan (MAP)




US 10,270,660 B2

7

operations and respond to reservation requests made by
MoCA nodes for bandwidth allocations (902).

The MoCA NC 508 also defines OFDMA bandwidth for
the MoCA nodes in the bandwidth schedule (806). In this
regard, the MoCA NC 508 may assign specific frequency
subcarriers from the available set of subcarriers to specific
MoCA nodes to use to transmit. In some 1mplementations,
the MoCA nodes may transmit ACKs of having received any
TCP packets, e.g., an ACK for about every two TCP packets
received. In other implementations, the MoCA nodes may
transmit any predetermined packet types using the OFDMA
allocations. In some implementations, the packet types may

include any packet that i1s shorter than a predetermined size
threshold.

The MoCA NC 508 distributes the bandwidth schedule
from the MoCA NC 508 to the MoCA nodes (808). Accord-
ingly, the MoCA nodes recerve the bandwidth schedules
(904) and are informed of their transmit opportunities on the
local cable network 402, as well as their OFDMA allocation
for uplink trafhic.

The MoCA NC 508 thereby allocates bandwidth for
OFDMA communication of TCP ACKs that other MoCA
nodes need to send in response to those nodes having
received TCP packets (810). The other MoCA nodes send
the ACKs (906) to acknowledge receipt of, for example,
TCP packets from the gateway 404 that carry video data,
audio data, bandwidth schedules, or any other type of data.
Providing an OFDMA allocation for ACKs allows multiple
MoCA nodes to transmit ACKs 1n parallel, without having
to make a separate ACK transmission to the gateway 404. As
a result, the ACKs are sent and received much more efli-
ciently, and without the delays associated with serial ACKs.

In more detail, OFDMA transmission eliminates the over-
head mvolved with the mterframe gap (IFG) and preamble
ordinarily required for each OFDM ACK transmission. The
OFMDA frames shared by multiple transmitters may be
supported by a single IFG and preamble. In contrast, the
OFDMA transmission technique avoids having each MoCA
node send reservation requests to the MoCA NC 308 for
bandwidth for their TCP ACKs. When multiple MoCA
nodes simultaneously receive TCP trailic from the gateway
404 and need to send ACKs, the MoCA NC 508 allocates
transmission opportunities to each requesting MoCA node.

Each transmission opportunity starts with an IFG and a
preamble with a duration of ~17 us. When a larger number
of MoCA nodes are transmitting ACKs, each of the MoCA
nodes requires the 17 us overhead. If, for instance, 16 MoCA
nodes need to send ACKs, then the overhead 1s 272 us on
cach MAP cycle. With an average MAP cycle size of, e.g.,
12350 us, the overhead 1s more than 21%.

As noted above, however, the MoCA NC 508 allocates
OFDMA bandwidth for the ACKs. As a result, and continu-
ing the example above, a single 17 us IFG overhead could
support all 16 nodes, which transmit in parallel over
OFDMA. The resultant overhead 1s less than 1.5%. The
techniques describe above result 1n a significant reduction in
overhead 1n many real-world communication scenarios.
Note that the MoCA nodes and gateway 404 may also use
OFDMA 1n the downstream direction with a similar gain 1n
overhead.

The gateway 404 uses network bandwidth to communi-
cate program content to the MoCA nodes that was received
at the gateway 404 through the bridge 506 to the service
provider network. The gateway 404 may receirve content
requests from the MoCA nodes (812, 908), and send those
content requests over the service provider network to the
source of the requested content (814). The requested pro-
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gram content returns to the gateway 404 over the service
provider network. The service provider network thereby
transports, e€.g., streaming video or audio from content
providers to the MoCA nodes (817, 910).

The gateway 404 acts as the termination point into the
service location for the service provider 304. In some
implementations, the gateway 404 may also implement the
MoCA NC 508 (e.g., mn a single device with the cable
interface 504, bridge 506, and network interface 502), while
in other implementations the MoCA NC 508 may be a
physically distinct device. In the combined implementation
where the gateway 404 implements the MoCA NC 508, the
gateway 404 can control the available bandwidth on the
local cable network 402. In particular, the MoCA NC 508
may allocate bandwidth for the selective distribution, for
example, of many Mbps of video and audio streams to the
MoCA nodes.

In that regard, the gateway 404 may receive multimedia
content through the content provider network interface 502.
The content may be received, for instance, 1n response to
requests from the MoCA nodes for content. The gateway
404 communicates the program content received from the
network interface 502 to the MoCA nodes. As explained
above, the MoCA NC 508 coordinates the distribution
according to a logical star network topology using OFDMA
links, over the physical tree network topology.

The MoCA NC 508 may also receive reservation requests
from a MoCA node to communicate directly with a difierent
MoCA node (816, 912). In response, the MoCA NC 508 may
provide a bandwidth allocation, 1n the bandwidth schedule,
for the communication between the MoCA nodes (818) and
transmit the bandwidth allocations to the MoCA nodes 1n a
bandwidth schedule (820, 914). The MoCA nodes may then
transmit data between each other according to the bandwidth
schedule (916). These bandwidth allocations may be of any
type, including relatively high bandwidth OFDM allocations
or lower bandwidth uplink bandwidth allocations.

FIG. 10 shows logic 1000 for establishing a gateway with
MoCA NC functionality that terminates a cable distribution
network. In some 1mplementations, the MoCA nodes may
include sufhicient hardware and software capabilities and
functionality to allow the MoCA node to implement the
MoCA NC. This functionality 1s not necessarily needed 1n
implementations where the single gateway 404 1s installed
and terminates the service provider network.

Accordingly, when the gateway 404 1s added to the local
cable network 402, the circuitry 1in the gateway 404 may take
configuration actions on the MoCA nodes. For instance, the
gateway 404 may request admission to the MoCA network,
and may prepare a noftification that the circuitry in the
gateway 404, will operate as the MoCA NC for the local
cable network 402 (1002). The gateway 404 may also
prepare an instruction to the MoCA nodes to disable NC
functionality 1n those nodes (1004). The gateway 404 trans-
mits a configuration message to the MoCA nodes, including
the notification and the mstruction (1006).

As such, rather than having any MoCA node dynamically
selected to become the NC, the gateway 404 may coordinate
with the MoCA nodes so that the gateway 404 provides the
MoCA NC 3508 as the centralized NC. The gateway 404
terminates the incoming service provider network, and

thereby 1s able to manage the totality of the available
bandwidth of the local cable network 402 through the

MoCA NC 508.

With reference to FIGS. 1 and 2, 1n some implementa-
tions, the functionality of the MoCA NC 308 1s virtualized
in the gateway 404. That 1s, a Virtual Function (VF) or chain
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of VFs may implement the MoCA NC 508 (1008), with the
NC functionality eflectively moved or reassigned from any
given MoCA node into the gateway 404. The gateway 404
executes the VFs 1n the hardware environment within gate-
way 404, e.g., by mstantiating a Virtual Machine to execute
the MoCA NC functionality. As such, the gateway 404 may
dynamically instantiate and execute (and tear down and stop
executing) the role of the MoCA NC 508 1n response to
network operator commands, when there 1s suflicient pro-
cessing power and processing resources available within the
gateway 404 to do so, or when other pre-determined con-
ditions are met.

The methods, devices, processing, and logic described
above may be implemented 1n many different ways and 1n
many different combinations of hardware and software. For
example, all or parts of the implementations may be circuitry
that includes an instruction processor, such as a Central
Processing Unit (CPU), microcontroller, or a microproces-
sor; an Application Specific Integrated Circuit (ASIC), Pro-
grammable Logic Device (PLD), or Field Programmable
Gate Array (FPGA); or circuitry that includes discrete logic
or other circuit components, including analog circuit com-
ponents, digital circuit components or both; or any combi-
nation thereof. The circuitry may include discrete intercon-
nected hardware components and/or may be combined on a
single integrated circuit die, distributed among multiple
integrated circuit dies, or implemented 1n a Multiple Chip
Module (MCM) of multiple itegrated circuit dies 1n a
common package, as examples.

The circuitry may further include or access instructions
for execution by the circuitry. The mstructions may be stored
in a tangible storage medium that i1s other than a transitory
signal, such as a flash memory, a Random Access Memory
(RAM), a Read Only Memory (ROM), an Erasable Pro-
grammable Read Only Memory (EPROM); or on a magnetic
or optical disc, such as a Compact Disc Read Only Memory
(CDROM), Hard Disk Drive (HDD), or other magnetic or
optical disk; or 1n or on another machine-readable medium.
A product, such as a computer program product, may
include a storage medium and instructions stored 1n or on the
medium, and the 1nstructions when executed by the circuitry
in a device may cause the device to implement any of the
processing described above or illustrated 1n the drawings.

The implementations may be distributed as circuitry
among multiple system components, such as among mul-
tiple processors and memories, optionally including multiple
distributed processing systems. Parameters, databases, and
other data structures may be separately stored and managed,
may be incorporated mto a single memory or database, may
be logically and physically organized in many diflerent
ways, and may be implemented in many different ways,
including as data structures such as linked lists, hash tables,
arrays, records, objects, or implicit storage mechanisms.
Programs may be parts (e.g., subroutines) of a single pro-
gram, separate programs, distributed across several memo-
ries and processors, or implemented 1n many diflerent ways,
such as 1n a library, such as a shared library (e.g., a Dynamic
Link Library (DLL)). The DLL, for example, may store
instructions that perform any of the processing described
above or illustrated 1n the drawings, when executed by the

circuitry.

Various 1mplementations have been specifically
described. However, many other implementations are also
possible.

What 1s claimed 1s:
1. A system comprising: a service provider network
interface; and
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a cable interface to a multimedia over coax alliance
(MoCA) network of MoCA nodes, the MoCA network
of MoCA nodes organized in a physical tree network
topology; and

network controller circuitry 1n communication with the
service provider network interface, the network con-

troller circuitry configured to:
execute as a MoCA network controller (NC) for the

MoCA nodes in the MoCA network:

implement bandwidth scheduling for the MoCA nodes as
the MoCA network controller, including asymmetric

provisioning of bandwidth to provide gateway to
MoCA node downlink bandwidth for broadband pro-
gram content that 1s greater than MoCA node to gate-
way uplink bandwidth;

recerve the broadband program content through the ser-
vice provider network interface; and

communicate the broadband program content received

from the service provider network interface to the
MoCA nodes using the downlink bandwidth, according,
to a logical star network topology over the physical tree
network topology.
2. The system of claim 1, where:
the service provider network interface 1s configured to:
terminate a broadband service provider connection at a
location where the system 1s located; and
the network controller circuitry 1s configured to:
provide a gateway connection for a broadband ser-
vice provider to the MoCA network.
3. The system of claim 2, where:
the network controller circuitry i1s configured to receive
the broadband program content from the broadband
service provider.
4. The system of claim 1, where the network controller
circuitry comprises a MoCA NC configured to:
create a media access plan of assigned bandwidth for the
MoCA nodes; and
transmit the media access plan to the MoCA nodes.
5. The system of claim 4, where the network controller
circuitry 1s further configured to:
recetve acknowledgement from the MoCA nodes of
receiving the broadband program content.
6. The system of claim 4, where the network controller
circuitry 1s further configured to:
recerve acknowledgement from the MoCA nodes of
receiving the broadband program content in orthogonal
frequency division multiple access (OFDMA) commu-
nications from the MoCA nodes.
7. The system of claim 6, where the MoCA NC 1s further

configured to:

allocate OFDMA bandwidth for the MoCA nodes in the
media access plan.

8. The system of claim 7, where:

the MoCA NC 1s configured to allocate the OFDMA
bandwidth for communication of general purpose data
packets.

9. The system of claim 7, where:

the MoCA NC 1s configured to allocate the OFDMA
bandwidth for communication of general purpose data
packets under a pre-defined size threshold.

10. The system of claim 7, where:
the MoCA NC 1s configured to allocate the OFDMA

bandwidth for communication of transmission control

protocol (TCP) acknowledgements.
11. A method comprising: 1n a gateway device serving a

predetermined location:
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terminating a content service provider network connec-
tion entering the predetermined location;

providing a local network interface to a multimedia over
coax alliance (MoCA) network of MoCA nodes, the

MoCA network of MoCA nodes organized 1n a physical
tree network topology at the predetermined location;
implementing, in the gateway device, a network controller
(NC), and, with the NC:
transmitting a configuration message to the MoCA
nodes, the configuration message specilying that the
gateway device will operate as the MoCA NC for the
MoCA network, and to disable NC functionality 1n
the MoCA nodes:
providing MoCA NC functionality for the MoCA nodes
in the MoCA network;
creating a bandwidth schedule for the MoCA nodes 1n
the MoCA network; providing downlink bandwidth
from the gateway device to the MoCA nodes that
exceeds uplink bandwidth from the MoCA nodes to
the gateway device;
distributing the bandwidth schedule from the NC to the
MoCA nodes; defining orthogonal frequency divi-
sion multiple access (OFDMA) bandwidth for the
MoCA nodes 1n the bandwidth schedule; and
receiving acknowledgments (ACKs) from the MoCA
nodes of having recerved network packets sent by the
gateway device, including receiving the ACKs over
the OFDMA bandwidth defined in the bandwidth
schedule.
12. The method of claim 11, further comprising:
establishing a packet size threshold; and
defining the OFDMA bandwidth 1n the bandwidth sched-
ule for uplink packets shorter than the packet size
threshold that are sent from the MoCA nodes to the
gateway device, including the ACKSs.
13. The method of claim 12, where receiving ACKs
COmMprises:
receiving ACKs 1mn ACK packets that are shorter than the
packet size threshold.
14. The method of claim 12, further comprising:
receiving program content requests from requesting
MoCA nodes; and
transmitting the program content requests through the
content service provider network connection.
15. The method of claim 14, further comprising;
receiving program content packets from the content ser-
vice provider network connection; and
distributing the program content packets to the requesting,
MoCA nodes.
16. The method of claim 11, further comprising:
with the NC, receiving a request from a first MoCA node
to communicate to a second MoCA node among the
MoCA nodes 1n the MoCA network; and
creating a bandwidth assignment for the first MoCA node
for communicating to the second MoCA node.
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17. A system comprising:
in a single gateway device for installation at a predeter-
mined service location:
a content provider network interface that terminates a
content provider connection to the predetermined

service location;

a cable interface to a multimedia over coax alliance
(MoCA) network of MoCA nodes, the MoCA net-
work of MoCA nodes organized 1n a physical tree
network topology;

a network bridge between the content provider network
interface and the cable intertace; and

a MoCA network controller (NC) 1n communication
with the cable interface and the network bridge, the
MoCA NC configured to:
provide asymmetric uplink bandwidth and downlink

bandwidth, the downlink bandwidth for gateway
device to MoCA node communications, and the
uplink bandwidth for MoCA node to gateway
device communications:
create a bandwidth schedule for MoCA node com-
munications on the MoCA network:
define orthogonal frequency division multiple access
(OFDMA) bandwidth for the MoCA nodes 1n the
bandwidth schedule;
distribute the bandwidth schedule from the NC to the
MoCA nodes; receive, over the OFDMA band-
width defined 1n the bandwidth schedule,
acknowledgments (ACKs) of having received
transmission control protocol packets from the
gateway device;
receive program content through the content pro-
vider network interface; and
communicate the program content received from the
content provider network interface to the MoCA
nodes over the downlink bandwidth according to
a logical star network topology over the physical
tree network topology.
18. The system of claim 17, where the MoCA NC 1s
further configured to:
recerve a reservation request from a first MoCA node to
communicate to a second MoCA node among the
MoCA nodes 1n the MoCA network; and
provide a bandwidth allocation, in the bandwidth sched-
ule, for the first MoCA node to communicate with the
second MoCA node.
19. The system of claim 17, where the gateway device 1s
further configured to:
transmit a configuration message to the MoCA nodes, the
conflguration message comprising:

a notification that the gateway device will operate as
the MoCA NC for the MoCA network; and

an 1nstruction to disable NC functionality in the MoCA
nodes.
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