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1
VIEW-DEPENDENT COLOR COMPRESSION

TECHNICAL FIELD

The subject matter disclosed herein generally relates to
the technical field of special-purpose machines that facilitate
computer graphics, including software-configured comput-
erized variants of such special-purpose machines and
improvements to such variants, and to the technologies by
which such special-purpose machines become improved
compared to other special-purpose machines that facilitate
computer graphics. Specifically, the present disclosure
addresses systems and methods to facilitate view-dependent
color compression.

BACKGROUND

In virtual reality or augmented reality applications, it 1s
often helpful to be able to render a scene from arbitrary
points of view, allowing Iree-viewpoint navigation for
example. While conventional computer graphics allow syn-
thesis of modeled scenes from arbitrary points of view, the
photorealism of natural scenes using models 1s elusive, at
least without extreme computation, especially in the pres-
ence of complex material and lighting phenomena such as
reflection, refraction, and scattering. Light fields aim to
provide photo-realistic renderings of three-dimensional (3D)
scenes from a range of viewpoints, even 1n the presence of
such complex material and lighting phenomena, to enable
rich and immersive viewing experiences.

A light field 1s a set of rays passing through space (e.g.,
passing through a point 1n space), each ray bearing a color,
which may be specified by a set of color components (e.g.,
tristtmulus color components, such as triple of red, green,
and blue values). I all rays passing through a 3D space are
known, 1t 1s possible to synthesize an 1image as if 1t were
taken from a camera at an arbitrary viewpoint. A surface
light field 1s a function representing a light field of rays
passing through multiple points on the 3D surface of a 3D
object. For each point on the surface, the surface light field
around that point, as a function of viewing direction (e.g.,
expressed 1n spherical coordinates, such as, azimuth and
clevation) can be represented by a corresponding “view
map,” which may take the example form of a spherical
image or other data structure that correlates a set of direc-
tions (e.g., viewing directions) with respectively corre-
sponding associated colors.

Thus, the 3D surface of the 3D object can be represented
by a set of pomts (e.g., a point cloud) that each have a
corresponding view map. As used herein, a “view map” for
a given point 1s a set of viewing directions and their
associated attribute values (e.g., colors) which collectively
specily how the point appears when seen from those viewing
directions. A set of view maps corresponding to multiple
points across the 3D surface can be used to render the 3D
surface from any viewing direction. Accordingly, to com-
municate a representation of the surface light field of the 3D
object, a first machine may be configured to provide a
second machine with the set of points and the set of view
maps, and the second machine may be configured to receive
this information and render 3D object based thereon.

BRIEF DESCRIPTION OF THE DRAWINGS

Some embodiments are 1llustrated by way of example and
not limitation in the figures of the accompanying drawings.
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FIG. 1 1s a network diagram illustrating a network envi-
ronment suitable for view-dependent color compression,

according to some example embodiments.

FIG. 2 1s a block diagram illustrating components of a
compression machine suitable for view-dependent color
compression, according to some example embodiments.

FIG. 3 1s a block diagram illustrating components of a
device suitable for view-dependent color decompression,
according to some example embodiments.

FIG. 4 and FIG. 5 are diagrams 1illustrating an overview
of view-dependent color compression, according to some
example embodiments.

FIG. 6 and FIG. 7 are flowcharts 1llustrating operations of
the compression machine 1n performing a method of view-
dependent color compression, according to some example
embodiments.

FIG. 8 and FIG. 9 are flowcharts 1llustrating operations of
a device 1 performing a method of view-dependent color
decompression, according to some example embodiments.

FIG. 10 1s a block diagram illustrating components of a
machine, according to some example embodiments, able to
read instructions from a machine-readable medium and
perform any one or more of the methodologies discussed
herein.

DETAILED DESCRIPTION

Example methods (e.g., algorithms) facilitate view-de-
pendent color compression, and example systems (e.g.,
special-purpose machines configured by special-purpose
soltware) are configured to facilitate view-dependent color
compression. Examples merely typily possible variations.
Unless explicitly stated otherwise, structures (e.g., structural
components, such as modules) are optional and may be
combined or subdivided, and operations (e.g., 1n a proce-
dure, algorithm, or other function) may vary 1n sequence or
be combined or subdivided. In the following description, for
purposes ol explanation, numerous specific details are set
forth to provide a thorough understanding of wvarious
example embodiments. It will be evident to one skilled 1n the
art, however, that the present subject matter may be prac-
ticed without these specific details.

As an example, to compress view-dependent color infor-
mation, a machine (e.g., an encoder machine or compressor
machine) 1s configured (e.g., by special software described
herein) to access a set of view maps that each corresponds
to a diflerent surface point on a surface of a 3D object. The
set of view maps collectively represent the surface light field
of the 3D object 1n the sense that the view maps encode or
otherwise specily the surface light field of the 3D object. For
cach view map 1n the set, the machine generates a corre-
sponding vector of transform coellicients by calculating a
transform of the view map. The generated vector specifies a
separate transform coetlicient for each transform basis func-
tion among a group of transform basis functions represented
in the transtorm of the view map. For each transform basis
function 1n the group, the machine performs at least the
following two operations: first, the machine generates a
spatial representation of transform coeflicients specified for
that transform basis function by the generated vectors of
transform coetlicients of all view maps in the set that
represents the surface light field of the 3D object; and then
the machine quantizes the generated spatial representation of
transiform coeflicients for that transform basis function. The
quantized spatial representation forms part of a group of
quantized spatial representations of transform coetlicients
that corresponds to the accessed set of view maps. The
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machine then provides the group of quantized spatial rep-
resentations of transform coethlicients (e.g., as a view-depen-
dent, data-compressed version of the set of view maps).

As a converse example, to decompress view-dependent
color information, a machine (e.g., a decoder device or
decompressor device) 1s configured (e.g., by special sofit-
ware described herein) to access a group of quantized spatial
representations of transform coeflicients. As noted above,
the group corresponds to a set of view maps that each
corresponds to a diflerent surface point on the surface of the
3D object, and the set of view maps represent a surface light
field of the 3D object. For each quantized spatial represen-
tation 1n the group, the machine generates approximations of
transform coethicients for a corresponding transform basis
function among a group of transform basis functions repre-
sented 1n a transform of a corresponding view map among
the set of view maps. The generated approximations specily
transform coeflicients for that transform basis function in
vectors of transform coellicients resultant from transforms
of all view maps 1n the set. The machine then generates an
approximate version of the set of view maps to represent the
surface light field of the 3D object, the approximate version
being generated based on the approximations of transform
coellicients generated for each quantized spatial representa-
tion i the group. Further details are discussed below.

FIG. 1 1s a network diagram 1llustrating a network envi-
ronment 100 suitable for view-dependent color compres-
s10n, according to some example embodiments. The network
environment 100 includes a compression machine 110, a
database 115, and devices 130 and 130 (e.g., decoder
devices), all communicatively coupled to each other via a
network 190. The compression machine 110, with or without
the database 115. may form all or part of a cloud 118 (e.g.,
a geographically distributed set of multiple machines con-
figured to function as a single server), which may form all
or part of a network-based system 105 (e.g., a cloud-based
server system configured to provide one or more network-
based services to the devices 130 and 150). The compression
machine 110, the database 115, and the devices 130 and 150
may each be implemented in a special-purpose (e.g., spe-
cialized) computer system, in whole or 1n part, as described
below with respect to FIG. 10.

In the network environment 100, the compression
machine 110 may provide a data-compressed version of a set
of view maps for 3D object, along with geometry informa-
tion (e.g., point cloud data) for that 3D object, to one or more
of the devices 130 and 150. Accordingly, one or more of the
device 130 and 150 may decompress the provided version of
the set of view maps and render the 3D object based on the
decompressed set of view maps.

Also shown 1n FIG. 1 are users 132 and 152. One or both
of the users 132 and 152 may be a human user (e.g., a human
being), a machine user (e.g., a computer configured by a
soltware program to 1nteract with the device 130 or 150), or
any suitable combination thereof (e.g., a human assisted by
a machine or a machine supervised by a human). The user
132 1s associated with the device 130 and may be a user of
the device 130. For example, the device 130 may be a
desktop computer, a vehicle computer, a tablet computer, a
navigational device, a portable media device, a smart phone,
or a wearable device (e.g., a smart watch, smart glasses,
smart clothing, or smart jewelry) belonging to the user 132.
[ikewise, the user 152 1s associated with the device 150 and
may be a user of the device 150. As an example, the device
150 may be a desktop computer, a vehicle computer, a tablet
computer, a navigational device, a portable media device, a
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smart phone, or a wearable device (e.g., a smart watch, smart
glasses, smart clothing, or smart jewelry) belonging to the
user 152.

Any of the systems or machines (e.g., databases and
devices) shown in FIG. 1 may be, include, or otherwise be
implemented 1n a special-purpose (e.g., specialized or oth-
erwise non-conventional and non-generic) computer that has
been modified to perform one or more of the functions
described herein for that system or machine (e.g., configured
or programmed by special-purpose software, such as one or
more soitware modules of a special-purpose application,
operating system, firmware, middleware, or other software
program). For example, a special-purpose computer system
able to 1mplement any one or more of the methodologies
described herein 1s discussed below with respect to FIG. 10,
and such a special-purpose computer may accordingly be a
means for performing any one or more of the methodologies
discussed herein. Within the technical field of such special-
purpose computers, a special-purpose computer that has
been specially modified (e.g., configured by special-purpose
soltware) by the structures discussed herein to perform the
functions discussed herein i1s techmically improved com-
pared to other special-purpose computers that lack the
structures discussed herein or are otherwise unable to per-
form the functions discussed herein. Accordingly, a special-
purpose machine configured according to the systems and
methods discussed herein provides an improvement to the
technology of similar special-purpose machines.

As used herein, a “database” 1s a data storage resource and
may store data structured as a text {ile, a table, a spreadsheet,
a relational database (e.g., an object-relational database), a
triple store, a hierarchical data store, or any suitable com-
bination thereof. Moreover, any two or more of the systems
or machines 1illustrated in FIG. 1 may be combined into a
single system or machine, and the functions described herein
for any single system or machine may be subdivided among
multiple systems or machines.

The network 190 may be any network that enables
communication between or among systems, machines, data-
bases, and devices (e.g., between the machine 110 and the
device 130). Accordingly, the network 190 may be a wired
network, a wireless network (e.g., a mobile or cellular
network), or any suitable combination thereof. The network
190 may include one or more portions that constitute a
private network, a public network (e.g., the Internet), or any
suitable combination thereof. Accordingly, the network 190
may include one or more portions that incorporate a local
area network (LAN), a wide area network (WAN), the
Internet, a mobile telephone network (e.g., a cellular net-
work), a wired telephone network (e.g., a plain old telephone
service (POTS) network), a wireless data network (e.g., a
WiF1 network or WiMax network), or any suitable combi-
nation thereol. Any one or more portions of the network 190
may communicate information via a transmission medium.
As used herein, “transmission medium” refers to any intan-
gible (e.g., transitory) medium that 1s capable of communi-
cating (e.g., transmitting) instructions for execution by a
machine (e.g., by one or more processors of such a
machine), and includes digital or analog communication
signals or other intangible media to facilitate communication
ol such software.

FIG. 2 15 a block diagram 1llustrating components of the
compression machine 110, as configured to perform view-
dependent color compression, according to some example
embodiments. The compression machine 110 1s shown as
including a view map accessor 210, a color compressor 220,
a representation provider 230, and a view map pre-processor
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240, all configured to communicate with each other (e.g., via
a bus, shared memory, or a switch). The view map accessor
210 may be or include a view map module or similarly
suitable software code (e.g., configured to access one or
more view maps). The color compressor 220 may be or
include a compression module or similarly suitable software
code (e.g., configured to perform one or more of the com-
pression methodologies discussed herein). The representa-
tion provider 230 may be or include an output module or
similarly suitable soitware code (e.g., configured to provide
spatial representations of transform coeflicients). The view
map pre-processor 240 may be or include a pre-processor
module or similarly suitable software code (e.g., configured
a pre-process one or more view maps accessed by the view
map accessor 210).

As shown 1n FIG. 2, the view map accessor 210, the color
compressor 220, the representation provider 230, the view
map pre-processor 240, or any suitable combination thereof
may form all or part of an application 200 (e.g., a server-side
application or a mobile app) that 1s stored (e.g., installed) on
the compression machine 110. Furthermore, one or more
processors 299 (e.g., hardware processors, digital proces-
sors, or any suitable combination thereof) may be included
(e.g., temporarily or permanently) in the application 200, the
view map accessor 210, the color compressor 220, the
representation provider 230, the view map pre-processor
240, or any suitable combination thereof.

FIG. 3 1s a block diagram illustrating components of the
device 130, as configured to perform view-dependent color
decompression, according to some example embodiments.
The device 130 i1s shown as including a representation
accessor 310, a representation decompressor 320, and a
rendering engine 330, all configured to communicate with
cach other (e.g., via a bus, shared memory, or a switch).

The representation accessor 310 may be or include a
representation module or similarly suitable software code
(e.g., configured to receive or otherwise access compressed
view maps in the form of spatial representations of trans-
form coeflicients). The representation decompressor 320
may be or mclude a decompression module or similarly
suitable software code (e.g., configured to decompress spa-
tial representations of transform coeflicients). The rendering
engine 330 may be or include a render module or similarly
suitable software code (e.g., configured to render decom-
pressed view maps or otherwise cause decompressed view
maps to be rendered).

As shown 1 FIG. 3, the representation accessor 310, the
representation decompressor 320, the rendering engine 330,
or any suitable combination thereof may form all or part of
an app 300 (e.g., a client-side application or a mobile app)
that 1s stored (e.g., installed) on the device 130. Furthermore,
one or more processors 299 (e.g., hardware processors,
digital processors, or any suitable combination thereol) may
be included (e.g., temporarily or permanently) in the app
300, the representation accessor 310, the representation
decompressor 320, the rendering engine 330, or any suitable
combination thereof.

Any one or more of the components (e.g., modules)
described herein may be implemented using hardware alone
(e.g., one or more of the processors 299) or a combination
of hardware and software. For example, any component
described herein may physically include an arrangement of
one or more of the processors 299 (e.g., a subset of or among
the processors 299) configured to perform the operations
described herein for that component. As another example,
any component described herein may include software,
hardware, or both, that configure an arrangement of one or
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more of the processors 299 to perform the operations
described herein for that component. Accordingly, difierent
components described herein may include and configure
different arrangements of the processors 299 at difierent
points 1n time or a single arrangement of the processors 299
at ditl Each component (e.g., module)

erent points 1n time.
described herein 1s an example of a means for performing
the operations described herein for that component. More-
over, any two or more components described herein may be
combined ito a single component, and the functions
described herein for a single component may be subdivided
among multiple components. Furthermore, according to
various example embodiments, components described
herein as being implemented within a single system or
machine (e.g., a single device) may be distributed across
multiple systems or machines (e.g., multiple devices).

FIG. 4 and FIG. 5 are diagrams 1llustrating an overview
of view-dependent color compression, according to some
example embodiments. As shown 1 FI1G. 4, a 3D object 400
1s to be viewed and therefore rendered from any arbitrary
point of view. For clarity and brevity, three example points
of view 411, 412, and 413 are represented by eyeball icons,
and the poimts of view 411, 412, and 413 each have a
respectively corresponding location relative to the 3D object
400.

In some example embodiments, the points of view 411,
412, and 413 respectively correspond to physical cameras
that observe a physical object from different physical view-
ing locations and record colors of points on the physical
object as seen therefrom. In such example embodiments, the
physical cameras capture rays of a physical light field, which
will later be used to generate other rays of a virtual light field
during a rendering of some or all of the 3D object 400. In
certain example embodiments, the points of view 411, 412,
and 413 respectively correspond to virtual cameras that
observe a virtual object from different virtual viewing loca-
tions and record colors of points on the virtual object as seen
therefrom. In such example embodiments, the virtual cam-
eras 1dentity or otherwise determine (e.g., via ray tracing or
other algorithmic procedure) rays of a virtual light field,
which will later be used to generate other rays of a virtual
light field during a rendering of some or all of the 3D object
400.

Accordingly, a point 401 on the surface of the 3D object
400 can be viewed and rendered from any arbitrary point of
view (e.g., points ol view 411, 412, and 413). As noted
above, the color of the point 401 generally may be different
when seen from each point of view 411, 412, and 413, as
represented by rays from the point 401 to each of the points

of view 411, 412, and 413.

As also shown 1n FIG. 4, the surface light field around the
point 401 1s represented by a corresponding view map 420
in the example form of a spherical image. As noted above,
cach point (e.g., the pomnt 401) on the surface of the 3D
object 400 has a corresponding view map that represents the
surface light field around that point as a function of viewing
direction, which may be expressed in spherical coordinates,
such as azimuth angle and elevation angle. In certain
example embodiments, the view map 420 1s a data structure
that maps a discrete set of view directions with correspond-
ing associated colors. Within this data structure, one or more
view directions may be labeled by coordinates (e.g., spheri-
cal coordinates or cylindrical coordinates), an index (e.g., a
camera index), or any suitable combination thereof.

As turther shown in FI1G. 4, the view map 420 of the point
401 can be modified by converting 1t from a spherical image
format to a cylindrical image format, thus producing a
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cylindrical image 430. In some example embodiments, this
process 1includes re-parameterizing the elevation coordinates
(e.g., as vertical coordinates) by calculating the trigonomet-
ric sine ol the elevation coordinates. This may have the
cllect of ensuring that equal areas in the view map 420,
which 1s spherical, are represented as equal areas in the
cylindrical image 430, which 1s planar. This in turn ensures
that any orthogonal features in the spherical view map 420
continue to be orthogonal in the planar cylindrical image
430.

As additionally shown in FIG. 4, the cylindrical image
430 may then be subdivided 1nto subregions within a sub-
divided image 440. In some example embodiments, the
subregions all have equal areas. Separately, in various
example embodiments, the number of subregions may
define a level of precision in which points of view (e.g., the
points of view 411, 412, and 413, which may correspond to
camera positions) are represented in the subdivided image
440. In some cases, each subdivision has a corresponding
color (e.g., to indicate that color information 1s available for
that corresponding point of view) or 1s empty (e.g., to
indicate that no color information 1s available for that
corresponding point of view). Accordingly, in some variants
of the 1illustrated subdivided image 440, each of its subre-
gions 1ndicates either presence (e.g., existence of iforma-
tion, such as color information) or absence (e.g., lack of
information, such as lack of color information) of a corre-
sponding indicator of the surface light field of the 3D object
400.

As shown 1n FIG. 5, the subdivided image 440 may be
used as input to calculate a mathematical transtorm of the
subdivided 1mage 440. That 1s, a mathematical transform
(e.g., a B-spline wavelet transform or other transform) of the
subdivided image 440 can be calculated, and the resulting
vector 310 of transform coeflicients specifies degrees to
which corresponding transform basis functions 520 are
represented 1n the calculated transform. In some example
embodiments, the mathematical transform 1s calculated
directly based on the cylindrical image 430 (e.g., without
subdividing the cylindrical image 430 to obtain the subdi-
vided image 440). In certain example embodiments, the
mathematical transform 1s calculated directly based on the
spherical view map 420 (e.g., without conversion to cylin-
drical format).

In alternative example embodiments, the view map 420 1s
or includes a data structure that correlates a discrete set of
view directions with their associated colors. In such example
embodiments, 11 the view directions are labeled by coordi-
nates (e.g., azimuth and elevation), then vector 510 of
transiform coellicients may be determined as the coeflicients
of continuous transtorm basis functions 520, such as the
basis functions of a continuous B-spline basis, fit to the
colors at those coordinates. In situations where the view
directions are labeled by indices (e.g., within a camera
index), then the vector 310 of transform coeflicients may be
determined as the coeflicients of discrete basis vectors,
instead of the 1llustrated transform basis functions 520, fit to
the colors at those indices. Examples of such basis vectors
include the basis vectors of a Karhunen-Loeve transform or
other discrete transform.

As also shown 1n FIG. 5, the vector 510 of transform
coellicients can be extracted from the calculated mathemati-
cal transform of the subdivided image 440 and used to
represent the view map 420 of the point 401 on the surface
of the 3D object 400. Alternatively, the vector 310 of
transform coetlicients can be obtained as the coeflicients of
basis functions (e.g., the transform basis functions 520)
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obtained by fitting the basis functions to the colors associ-
ated with a discrete set of view directions forming the view
map 420. A similar corresponding vector of transform coet-
ficients can be obtained 1n a similar manner to represent each
view map ol each point on the surface of the 3D object 400.
Each vector of transform coelflicients specifies a separate
corresponding transform coeflicient for each transform basis
function among the transform basis functions 520 repre-
sented 1n the mathematical transform of the subdivided
image 440.

Thus, the vector 510 of transform coeflicients can be
added to an aggregated group of vectors 530 of transform
coellicients from all view maps that represent the surface
light field around the 3D object 400. I1 the same mathemati-
cal transform 1s used for all of the view maps (e.g., the view
map 420), the transform basis functions 520 are the same
across all of the view maps, and information suflicient to
identily the transform basis functions 520 accordingly can
be separately communicated to a decoding device (e.g., the
device 130) or assumed at the decoding device (e.g., hard-
coded into the app 300).

As further shown in FIG. 3, after repeating the above-
described process for each view map (e.g., for each point on
the surface of the 3D object 400), the vectors 530 of
transform coetlicients represent the surface light field across
multiple points on the surface of the 3D object 400. Thus,
the vectors 530 of transform coetlicients can be data-com-
pressed by removing spatial redundancy across these points
(e.g., across their corresponding view maps). For example,
cach of the vectors 530 of transform coetlicients specifies a
corresponding first transform coeflicient such that these
specified mnstances (e.g., values) of the first transform coel-
ficient all weight the same transform basis function (e.g., a
first transform basis function), and a spatial representation of
these instances of the first transform coellicient can be
generated to indicate how the first transform coetlicient
varies across the multiple points on the surface of the 3D
object 400. Likewise, each of the vectors 530 of transform
coellicients specifies a corresponding second transform
coellicient such that all these specified instances (e.g., val-
ues) of the second transform coeflicient all weight the same
transform basis function (e.g., a second transform basis
function), and a spatial representation of these instances of
the second transier coeflicient can be generated to indicate
how the second transform coeflicient varies across the
multiple points on the surface of the 3D object 400. A similar
process can be applied to each transform coeflicient (e.g., a
third transform coetlicient, fourth transtorm coethicient, and
so on) represented 1n the vectors 530 of transform coefli-
cients. Accordingly, each transform coetlicient represented
in the vectors 530 of transform coelflicients can have its
corresponding spatial representation added to a group 540 of
spatial representations of the transform coethicients.

As yet further shown 1n FIG. 5§, the group 540 of spatial
representations can be data-compressed by being quantized,
which results 1n a quantized group 550 of spatial represen-
tations of the transform coeflicients. This quantized group
550 of spatial representations can be considered a data-
compressed version of the view maps that represent the
surface light field around the 3D object 400. Accordingly,
the quantized group 550 of spatial representations can be
provided to a decoder device (e.g., the device 130), decom-
pressed thereon, and used to render the 3D object 400 from
any arbitrary viewing direction.

FIG. 6 and FIG. 7 are flowcharts 1llustrating operations of
the compression machine 110 in performing a method 600 of
view-dependent color compression, according to some




US 10,262,451 Bl

9

example embodiments. In some example embodiments, the
method 600 1s fully or partially performed by a device (e.g.,
the device 130 or the device 150). Operations in the method
600 may be performed using components (e.g., modules)
described above with respect to FIG. 2, using one or more
processors (e.g., microprocessors or other hardware proces-
sors), or using any suitable combination thereof. As shown
in FIG. 6, the method 600 1includes operations 610, 620, 630,
640, and 650.

In operation 610, the view map accessor 210 accesses a
set of view maps that represent the surface light field of the
3D object 400. As noted above, each view map (e.g., the
view map 420) corresponds to a different point (e.g., the
point 401) on the surface of the 3D object 400. Moreover,
when accessed 1n operation 610, the set of view maps may
be 1n spherical format (e.g., like the view map 420) or
cylindrical format (e.g., like the cylindrical image 430),
subdivided into subregions (e.g., like the subdivided image
440), specily a set of discrete new directions and correlate
the view directions with corresponding colors, or any suit-
able combination thereof. In some example embodiments,
the accessing of the set of view maps 1s performed by
generating the set of view maps. Such generation of the set
of view maps may be based on multiple camera views of the
3D object 400 (e.g., stored in the database 1135 and accessed
therefrom).

In operation 620, for each view map 1n the accessed set,
the color compressor 220 generates a corresponding vector
of transform coeflicients (e.g., the vector 510 of transiorm
coellicients). As noted above, this may be performed by
calculating a mathematical transform of the corresponding
view map, and the generated vector specifies a separate
transform coetlicient for each transform basis function rep-
resented 1n mathematical transform of the corresponding
view map.

In operation 630, for each transform basis function rep-
resented 1in the mathematical transtorm (e.g., for each of the
transform basis functions 520), the color compressor 220
generates a corresponding spatial representation of the trans-
form coellicients specified for that transform basis function.
In this context, a spatial representation of transform coetli-
cients associated with points 1n space 1s a representation of
the transform coellicients based on the locations of the
points 1n space. For example, the spatial representation that
corresponds to a given transform basis function may be
generated based on a spatial transform (e.g., a region-
adaptive hierarchical transform (RAHT) or a graph trans-
form (GT)) or based on a spatial prediction. A spatial
transform computes linear combinations of the coeflicients
associated with neighboring points 1n space, while a spatial
prediction computes a difference between a coellicient asso-
ciated with a point 1n space and a prediction of the coetl-
cient based on the coeflicients associated with 1ts neighbors.
Alternative spatial representations of transform coeflicients
may also be generated. As discussed above, this produces
the group 540 of spatial representations of the transform
coellicients.

In operation 640, for each transform basis function rep-
resented 1in the mathematical transtorm (e.g., for each of the
transform basis functions 520), the color compressor 220
quantizes the corresponding spatial representation generated
in operation 630. As discussed above, this produces a
quantized group 350 of spatial representations of the trans-
form coeflicients.

In operation 650, the representation provider 230 provides
the quantized group 550 of spatial representations to one or
more modules or devices (e.g., the device 130) for further
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processing (e.g., decoding or decompression). For example,
the quantized group 350 of spatial representations may be
provided to the device 130 via the network 190.

As shown 1n FIG. 7, 1n addition to any one or more of the
operations previously described with respect to FIG. 6, the
method 600 may include one or more of operations 710, 712,
714, 716, 718, 720, 722, 730, 732, 734, 736, and 750.
Operation 710 may be performed as part (e.g., a precursor
task, a subroutine, or a portion) of operation 610, 1n which
the view map accessor 210 accesses the set of view maps. In
operation 710, the view map accessor 210 accesses the set
ol view maps by accessing a data-uncompressed set of view
maps (e.g., the view map 420) that represent the surface light
field of the 3D object 400. Furthermore, operation 712 may
be performed as part of operation 710. In operation 712, the
view map accessor 210 accesses these uncompressed view
maps by accessing spherical images whose pixels each have
spherical coordinates that specity a corresponding azimuth
(e.g., azaimuth angle or other azimuth value) and a corre-
sponding elevation (e.g., elevation angle or other elevation
value).

In example embodiments that include operation 710,
operation 750 may be performed as part of operation 650, 1n
which the representation provider 230 provides a quantized
group 550 of spatial representations. In operation 750, the
representation provider 230 provides a data-compressed
version of the set of view maps accessed 1n operation 710,
and the provision of the data-compressed version 1s per-
formed by providing the quantized group 550 of spatial
representations.

In example embodiments that include operation 712, 1n
which the view map accessor 210 accesses spherical view
maps (e.g., the view map 420), operation 716 may be
performed between operations 610 and 620. In operation
716, the view map pre-processor 240 modifies this accessed
set ol view maps by converting each of the spherical images
(e.g., the view map 420) to a corresponding cylindrical
image (e.g., cylindrical image 430) whose corresponding
pixels each have cylindrical coordinates. Moreover, the
cylindrical coordinates for each pixel may specily a corre-
sponding azimuth (e.g., azimuth angle or other azimuth
value) and a sine (e.g., the trigonometric sine) of the
corresponding elevation (e.g., elevation angle or other eleva-
tion value). As noted above, this may have the effect of
ensuring that equal areas in a spherical image (e.g., the view
map 420) are represented as equal areas 1n the corresponding
planar cylindrical image (e.g., the cylindrical image 430).
which i turn ensures that any orthogonal features in the
spherical image continue to be orthogonal 1n the correspond-
ing cylindrical image.

As shown i FIG. 7, operation 714 may be performed
prior to operation 620 and 1s 1llustrated as being performed
alter operation 610, in which the view map accessor 210
accesses the set of view maps. In operation 714, the view
map pre-processor 240 converts multi-component view
maps (e.g., RGB view maps or other view maps speciiying
multiple color components, such as tristimulus color com-
ponents) to corresponding sets (e.g., triples or trios) of
single-component view maps (€.g., three separate view maps
for red values, green values, and blue values respectively).
In the illustrated example embodiments, the view maps
accessed 1n operation 610 are multi-component view maps,
and operation 714 1s performed to extract a set of multiple
single component view maps from each of the multi-com-
ponent view maps. Thus, each single-component view map
may be or include a single-component spherical 1mage
whose pixels each specily a corresponding value for a single
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image component (e.g., color component, such as a red
value, green value, or a blue value).

In some example embodiments, operation 714 includes
accessing the multi-component view maps (e.g., RGB view
maps), as well as the extracting of the corresponding single-
component view maps, and thus operation 714 1s performed
prior to operation 610, and therein the view map accessor
210 accesses the extracted single-component view maps.

Operation 718 may be performed prior to operation 620,
in which the color compressor 220 generates a correspond-
ing vector of transform coeflicients (e.g., the vector 510) for
cach of the view maps. In operation 718, the view map
pre-processors 240 subdivides each of the view maps into
subregions, thus producing corresponding subdivided
images (e.g., the subdivided image 440). As discussed
above, each subdivision may have a corresponding color
(e.g., to 1ndicate that color information 1s available for that
corresponding set of cylindrical coordinates) or 1s empty
(e.g., to mndicate that no color information i1s available for
that corresponding set of cylindrical coordinates).

As shown 1n FIG. 7, one or more of operations 720 and
722 may be performed as part of operation 620, 1n which the
color compressor 220 generates the vectors of transform
coellicients (e.g., the vector 510) by calculating mathemati-
cal transtorms of the view maps. In operation 720, the color
compressor 220 calculates B-spline wavelet transforms of
the view maps. In operation 722, the color compressor 220
calculates Karhunen-Loeve transforms of the view maps.
Other suitable mathematical transforms are applicable and
may be similarly used, according to various example
embodiments.

As additionally shown in FIG. 7, one or more of opera-
tions 730, 732, 734, and 736 may be performed as part of
operation 630, 1n which the color compressor 220 generates
the spatial representations ol the transform coeflicients
across the view maps. In operation 730, the color compres-
sor 220 calculates the spatial representations of the trans-
form coeflicients by calculating RAHTs of the transform
coellicients. That 1s, the spatial representation of each trans-
form coeflicient 1s generated by calculating the RAHT of the
vartous values of that transform coellicient across the
accessed view maps (e€.g., across the points on the surface of
the 3D object 400).

In operation 732, the color compressor 220 calculates the
spatial representations of the transform coeflicients based on
graph transforms (GT) of the transform coeflicients. In other
words, the spatial representation of each transform coetli-
cient 1s generated by calculating the GT of the various values
of that transform coeflicient across the accessed view maps,
with or without further processing to generate the spatial
representation of that transform coeflicient.

In operation 734, the color compressor 220 calculates the
spatial representations of the transform coeflicients based on
texture map coding (TMC) the transform coellicients. That
1s, the spatial representation of each transform coetlicient 1s
generated by performing TMC on the various values of that
transform coeflicient across the accessed view maps, with or
without further processing to generate the spatial represen-
tation of that transform coellicient.

In operation 736, the color compressor 220 calculates the
spatial representations of the transform coeflicients based on
point cloud coding (PCC) the transform coeflicients. In other
words, the spatial representation of each transform coetli-
cient 1s generated by performing PCC on the various values
of that transform coeflicient across the accessed view maps,
with or without further processing to generate the spatial
representation of that transform coethicient. In PCC, a point
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cloud codec 1s used by the color compressor 220 to compress
not only positions of the points in a point cloud, but also
attributes of the points. By arranging for the attributes of
cach point to be the transform coetlicients of the view map
of the point, the attribute compression of the point cloud can
be used to generate and compress a spatial representation for
cach transform coeflicient. Two or more of operations 730,
732, 734, and 736 may be used 1n combination with each
other, according to various example embodiments.

FIG. 8 and FIG. 9 are flowcharts 1llustrating operations of
the device 130 in performing a method 800 of view-
dependent color decompression, according to some example
embodiments. In some example embodiments, the method
800 1s fully or partially performed by a machine (e.g., the
compression machine 110) within the network-based system
105. Operations 1n the method 800 may be performed using
components (e.g., modules) described above with respect to
FIG. 3, using one or more processors (€.g., miCroprocessors
or other hardware processors), or using any suitable com-
bination thereof. Generally speaking, the method 800
decodes or decompresses the data that was encoded or
compressed via the method 600 and may be considered a
reverse process to obtain renderable view maps from the
output of the method 600. Accordingly, various example
details and example features of the method 600 may be
suitable or otherwise applicable to the method 800, and for
clanity and brevity, are not explicitly repeated 1n the follow-
ing discussion of the method 800. As shown 1n FIG. 8, the
method 800 includes operations 810, 820, and 830.

In operation 810, the representation accessor 310 accesses
the quantized group 550 of spatial representations, which
may be provided in accordance with operation 650 of the
method 600. As noted above, the quantized group 530
corresponds to a set of view maps (e.g., the view map 420)
that each 1n turn corresponds to a different point (e.g., the
point 401) on the surface of the 3D object 400, and the set
of view maps represent the surface light field of the 3D
object 400.

In operation 820, for each spatial representation in the
quantized group 550, the representation decompressor 320
generates approximations of the transtorm coeflicients for 1ts
corresponding transform basis function (e.g., among the
transform basis functions 520). That 1s, the representation
decompressor 320 generates approximate values of the
corresponding transform coeflicient across the various
points on the surface of the 3D object 400. As discussed
above, for each transform coeflicient, these approximations
specily various values of that transform coeflicient 1n
welghting 1ts corresponding transiorm basis function (e.g.,
among the transform basis functions 520).

In operation 830, the representation decompressor 320
generates an approximate version of the set of view maps,
based on the approximations generated 1n operation 820. As
noted above, each view map (e.g., the view map 420)
corresponds to a different point (e.g., the point 401) on the
surface of the 3D object 400. Moreover, when approximated
in operation 830, the set of view maps may be 1n spherical
format (e.g., like the view map 420) or cylindrical format
(e.g., like the cylindrical image 430), or may be subdivided
into subregions (e.g., like the subdivided 1mage 440).

As shown in FIG. 9, 1n addition to any one or more of the
operations previously described with respect to FIG. 8, the
method 800 may include one or more of operations 910, 930,
and 940. Operation 910 may be performed as part of
operation 810, 1n which the representation accessor 310
accesses the quantized group 550 of spatial representations.
In operation 910, the representation accessor 310 accesses
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data-compressed version of the set of view maps (e.g., the
view map 420) that represents the surface light field of the
3D object 400, and this 1s performed by accessing the
quantized group 550 spatial representations (e.g., via the
network 190, via retrieval from the database 115, via com-
munication from the compression machine 110, via com-
munication from the device 150, or any suitable combina-
tion thereot).

In example embodiments that include operation 910,
operation 930 may be performed as part of operation 830, 1n
which the representation decompressor 320 generates the
approximate version of the set of view maps. In operation
930, the representation decompressor 320 generates a data-
uncompressed version of the set of view maps, and this 1s
performed by generating the approximate version of the set
of view maps.

As also shown 1n FIG. 9, operation 940 may be performed
alter operation 830 (e.g., alter operation 930). In operation
940, the rendering engine 330 causes the 3D object 400 to
be rendered based on the approximate version of the set of
view maps. This may be performed by determining a par-
ticular point of view (e.g., one of the points of view 411, 412,
and 413) and rendering the 3D object 400 therefrom (e.g.,
from the point of view 411) based on the approximate
version of the set of view maps, or otherwise mitiating the
rendering of the 3D object 400 from the determined point of
view (e.g., the point of view 411) based on the approximate
version of the set of view maps.

According to various example embodiments, one or more
of the methodologies described herein may facilitate encod-
ing or compression ol color information, decoding or
decompression of color information, or any suitable com-
bination thereol. Moreover, one or more of the methodolo-
gies described herein may facilitate compression, process-
ing, communication, storage, decompression, rendering, and
enjoyment of view-dependent color information (e.g., in the
form of a set of view maps). Hence, one or more of the
methodologies described herein may facilitate rendering a
scene (e.g., including one or more 3D objects, such as a three
object 400) from any arbitrary viewpoint, as well as facili-
tate high-performance and etlicient communication of such
a scene across one or more data networks, compared to
capabilities of pre-existing systems and methods.

When these ellects are considered 1n aggregate, one or
more of the methodologies described herein may obwviate a
need for certain efforts or resources that otherwise would be
involved 1n obtaining these technical benefits. Efforts
expended by a user in encoding, compressing, decoding,
decompressing, communicating, or otherwise processing
view-dependent color information may be reduced by use of
(e.g., reliance upon) a special-purpose machine that imple-
ments one or more of the methodologies described herein.
Computing resources used by one or more systems or
machines (e.g., within the network environment 100) may
similarly be reduced (e.g., compared to systems or machines
that lack the structures discussed herein or are otherwise
unable to perform the functions discussed herein). Examples
of such computing resources include processor cycles, net-
work trailic, computational capacity, main memory usage,
graphics rendering capacity, graphics memory usage, data
storage capacity, power consumption, and cooling capacity.

FIG. 10 1s a block diagram 1llustrating components of a
machine 1000, according to some example embodiments,
able to read instructions 1024 from a machine-readable
medium 1022 (e.g., a non-transitory machine-readable
medium, a machine-readable storage medium, a computer-
readable storage medium, or any sutable combination
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thereol) and perform any one or more of the methodologies
discussed herein, in whole or 1n part. Specifically, FIG. 10
shows the machine 1000 1n the example form of a computer
system (e.g., a computer) within which the instructions 1024
(e.g., software, a program, an application, an applet, an app,
or other executable code) for causing the machine 1000 to
perform any one or more of the methodologies discussed
herein may be executed, 1n whole or 1n part.

In alternative embodiments, the machine 1000 operates as
a standalone device or may be communicatively coupled
(e.g., networked) to other machines. In a networked deploy-
ment, the machine 1000 may operate in the capacity of a
server machine or a client machine 1n a server-client network
environment, or as a peer machine i1n a distributed (e.g.,
peer-to-peer) network environment. The machine 1000 may
be a server computer, a client computer, a personal computer
(PC), a tablet computer, a laptop computer, a netbook, a
cellular telephone, a smart phone, a set-top box (STB), a
personal digital assistant (PDA), a web appliance, a network
router, a network switch, a network bridge, or any machine
capable of executing the instructions 1024, sequentially or
otherwise, that specily actions to be taken by that machine.
Further, while only a single machine is illustrated, the term
“machine” shall also be taken to include any collection of
machines that individually or jointly execute the instructions
1024 to perform all or part of any one or more of the
methodologies discussed herein.

The machine 1000 includes a processor 1002 (e.g., one or
more central processing units (CPUs), one or more graphics
processing units (GPUs), one or more digital signal proces-
sors (DSPs), one or more application specific integrated
circuits (ASICs), one or more radio-frequency integrated
circuits (RFICs), or any suitable combination thereot), a
main memory 1004, and a static memory 1006, which are
configured to communicate with each other via a bus 1008.
The processor 1002 contains solid-state digital microcircuits
(e.g., electronic, optical, or both) that are configurable,
temporarily or permanently, by some or all of the mnstruc-
tions 1024 such that the processor 1002 1s configurable to
perform any one or more of the methodologies described
herein, 1n whole or 1n part. For example, a set of one or more
microcircuits of the processor 1002 may be configurable to
execute one or more modules (e.g., software modules)
described herein. In some example embodiments, the pro-
cessor 1002 1s a multicore CPU (e.g., a dual-core CPU, a
quad-core CPU, an 8-core CPU, or a 128-core CPU) within
which each of multiple cores behaves as a separate processor
that 1s able to perform any one or more of the methodologies
discussed herein, 1n whole or 1n part. Although the beneficial
ellects described herein may be provided by the machine
1000 with at least the processor 1002, these same beneficial
ellects may be provided by a different kind of machine that
contains no processors (e.g., a purely mechanical system, a
purely hydraulic system, or a hybrid mechanical-hydraulic
system), 1 such a processor-less machine 1s configured to
perform one or more of the methodologies described herein.

The machine 1000 may further include a graphics display
1010 (e.g., a plasma display panel (PDP), a light emitting
diode (LED) display, a liquid crystal display (LCD), a
projector, a cathode ray tube (CRT), or any other display
capable of displaying graphics or video). The machine 1000
may also include an alphanumeric mput device 1012 (e.g.,
a keyboard or keypad), a pointer mput device 1014 (e.g., a
mouse, a touchpad, a touchscreen, a trackball, a joystick, a
stylus, a motion sensor, an eye tracking device, a data glove,
or other pointing instrument), a data storage 1016, an audio
generation device 1018 (e.g., a sound card, an amplifier, a
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speaker, a headphone jack, or any suitable combination
thereol), and a network intertace device 1020.

The data storage 1016 (e.g., a data storage device)
includes the machine-readable medium 1022 (e.g., a tan-
gible and non-transitory machine-readable storage medium)
on which are stored the instructions 1024 embodying any
one or more of the methodologies or functions described
herein. The 1nstructions 1024 may also reside, completely or
at least partially, within the main memory 1004, within the
static memory 1006, within the processor 1002 (e.g., within
the processor’s cache memory), or any suitable combination
thereot, before or during execution thereof by the machine
1000. Accordingly, the main memory 1004, the static
memory 1006, and the processor 1002 may be considered
machine-readable media (e.g., tangible and non-transitory
machine-readable media). The nstructions 1024 may be
transmitted or received over the network 190 via the net-
work 1nterface device 1020. For example, the network
interface device 1020 may communicate the instructions
1024 using any one or more transier protocols (e.g., hyper-
text transfer protocol (HTTP)).

In some example embodiments, the machine 1000 may be
a portable computing device (e.g., a smart phone, a tablet
computer, or a wearable device), and may have one or more
additional mput components 1030 (e.g., sensors or gauges).
Examples of such mput components 1030 include an image
input component (e.g., one or more cameras), an audio input
component (e.g., one or more microphones), a direction
input component (e.g., a compass), a location mput compo-
nent (e.g., a global positioning system (GPS) receiver), an
orientation component (€.g., a gyroscope), a motion detec-
tion component (e.g., one or more accelerometers), an
altitude detection component (e.g., an altimeter), a tempera-
ture input component (e.g., a thermometer), and a gas
detection component (e.g., a gas sensor). Input data gathered
by any one or more of these imnput components 1030 may be
accessible and available for use by any of the modules
described herein (e.g., with suitable privacy notifications
and protections, such as opt-in consent or opt-out consent,
implemented 1n accordance with user preference, applicable
regulations, or any suitable combination thereoft).

As used herein, the term “memory” refers to a machine-
readable medium able to store data temporarily or perma-
nently and may be taken to include, but not be limited to,
random-access memory (RAM), read-only memory (ROM),
bufler memory, flash memory, and cache memory. While the
machine-readable medium 1022 1s shown 1n an example
embodiment to be a single medium, the term “machine-
readable medium” should be taken to include a single
medium or multiple media (e.g., a centralized or distributed
database, or associated caches and servers) able to store
instructions. The term “machine-readable medium™ shall
also be taken to include any medium, or combination of
multiple media, that 1s capable of carrying (e.g., storing or
communicating) the instructions 1024 for execution by the
machine 1000, such that the instructions 1024, when
executed by one or more processors of the machine 1000
(e.g., processor 1002), cause the machine 1000 to perform
any one or more ol the methodologies described herein, 1n
whole or i1n part. Accordingly, a “machine-readable
medium” refers to a single storage apparatus or device, as
well as cloud-based storage systems or storage networks that
include multiple storage apparatus or devices. The term
“machine-readable medium” shall accordingly be taken to
include, but not be limited to, one or more tangible and
non-transitory data repositories (e.g., data volumes) 1n the
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example form of a solid-state memory chip, an optical disc,
a magnetic disc, or any suitable combination thereof.

A “non-transitory” machine-readable medium, as used
herein, specifically excludes propagating signals per se.
According to various example embodiments, the instruc-
tions 1024 for execution by the machine 1000 can be
communicated via a carrier medium (e.g., a machine-read-
able carrier medium). Examples of such a carrier medium
include a non-transient carrier medium (e.g., a non-transi-
tory machine-readable storage medium, such as a solid-state
memory that 1s physically movable from one place to
another place) and a transient carrier medium (e.g., a carrier
wave or other propagating signal that communicates the
instructions 1024).

Certain example embodiments are described herein as
including modules. Modules may constitute software mod-
ules (e.g., code stored or otherwise embodied 1n a machine-
readable medium or in a transmission medium), hardware
modules, or any suitable combination thereof. A “hardware
module” 1s a tangible (e.g., non-transitory) physical com-
ponent (e.g., a set ol one or more processors) capable of
performing certain operations and may be configured or
arranged 1n a certain physical manner. In various example
embodiments, one or more computer systems or one or more
hardware modules thereof may be configured by software
(c.g., an application or portion thereol) as a hardware
module that operates to perform operations described herein
for that module.

In some example embodiments, a hardware module may
be implemented mechanically, electromically, hydraulically,
or any suitable combination thereof. For example, a hard-
ware module may include dedicated circuitry or logic that 1s
permanently configured to perform certain operations. A
hardware module may be or include a special-purpose
processor, such as a field programmable gate array (FPGA)
or an ASIC. A hardware module may also include program-
mable logic or circuitry that 1s temporarily configured by
software to perform certain operations. As an example, a
hardware module may include software encompassed within
a CPU or other programmable processor. It will be appre-
ciated that the decision to implement a hardware module
mechanically, hydraulically, in dedicated and permanently
configured circuitry, or 1in temporarily configured circuitry
(e.g., configured by software) may be driven by cost and
time considerations.

Accordingly, the phrase “hardware module” should be
understood to encompass a tangible entity that may be
physically constructed, permanently configured (e.g., hard-
wired), or temporarily configured (e.g., programmed) to
operate 1n a certain manner or to perform certain operations
described herein. Furthermore, as used herein, the phrase
“hardware-implemented module” refers to a hardware mod-
ule. Considering example embodiments 1n which hardware
modules are temporarily configured (e.g., programmed),
cach of the hardware modules need not be configured or
instantiated at any one 1nstance in time. For example, where
a hardware module includes a CPU configured by software
to become a special-purpose processor, the CPU may be
configured as respectively different special-purpose proces-
sors (e.g., each included 1n a different hardware module) at
different times. Software (e.g., a soltware module) may
accordingly configure one or more processors, for example,
to become or otherwise constitute a particular hardware
module at one 1nstance of time and to become or otherwise
constitute a different hardware module at a different instance
of time.
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Hardware modules can provide information to, and
receive information from, other hardware modules. Accord-
ingly, the described hardware modules may be regarded as
being communicatively coupled. Where multiple hardware
modules exist contemporaneously, communications may be
achieved through signal transmission (e.g., over circuits and
buses) between or among two or more of the hardware
modules. In embodiments 1n which multiple hardware mod-
ules are configured or instantiated at diflerent times, com-
munications between such hardware modules may be
achieved, for example, through the storage and retrieval of
information 1n memory structures to which the multiple
hardware modules have access. For example, one hardware
module may perform an operation and store the output of
that operation in a memory (€.g., a memory device) to which
it 1s communicatively coupled. A further hardware module
may then, at a later time, access the memory to retrieve and
process the stored output. Hardware modules may also
initiate communications with mput or output devices, and
can operate on a resource (e.g., a collection of information
from a computing resource).

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors may constitute processor-implemented
modules that operate to perform one or more operations or
functions described herein. As used herein, “processor-
implemented module” refers to a hardware module 1n which
the hardware includes one or more processors. Accordingly,
the operations described herein may be at least partially
processor-implemented, hardware-implemented, or both,
since a processor 1s an example of hardware, and at least
some operations within any one or more of the methods
discussed herein may be performed by one or more proces-
sor-implemented modules, hardware-implemented modules,
or any suitable combination thereof.

Moreover, such one or more processors may perform
operations 1 a “cloud computing” environment or as a
service (e.g., within a “software as a service” (SaaS) imple-
mentation). For example, at least some operations within
any one or more of the methods discussed herein may be
performed by a group of computers (e.g., as examples of
machines that include processors), with these operations
being accessible via a network (e.g., the Internet) and via
one or more appropriate interfaces (e.g., an application
program interface (API)). The performance of certain opera-
tions may be distributed among the one or more processors,
whether residing only within a single machine or deployed
across a number of machines. In some example embodi-
ments, the one or more processors or hardware modules
(e.g., processor-implemented modules) may be located 1n a
single geographic location (e.g., within a home environment,
an oflice environment, or a server farm). In other example
embodiments, the one or more processors or hardware
modules may be distributed across a number of geographic
locations.

Throughout this specification, plural instances may imple-
ment components, operations, or structures described as a
single instance. Although individual operations of one or
more methods are illustrated and described as separate
operations, one or more of the individual operations may be
performed concurrently, and nothing requires that the opera-
tions be performed 1n the order illustrated. Structures and
theirr functionality presented as separate components and
functions 1n example configurations may be implemented as
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a combined structure or component with combined func-
tions. Similarly, structures and functionality presented as a
single component may be implemented as separate compo-
nents and functions. These and other variations, modifica-
tions, additions, and improvements fall within the scope of
the subject matter herein.

Some portions of the subject matter discussed herein may
be presented 1n terms of algorithms or symbolic represen-
tations ol operations on data stored as bits or binary digital

signals within a memory (e.g., a computer memory or other
machine memory). Such algorithms or symbolic represen-
tations are examples of techniques used by those of ordinary
skill 1n the data processing arts to convey the substance of
their work to others skilled i1n the art. As used herein, an
“algorithm”™ 1s a self-consistent sequence of operations or
similar processing leading to a desired result. In this context,
algorithms and operations involve physical manipulation of
physical quantities. Typically, but not necessarily, such
quantities may take the form of electrical, magnetic, or
optical signals capable of being stored, accessed, trans-
terred, combined, compared, or otherwise manipulated by a
machine. It 1s convenient at times, principally for reasons of
common usage, to refer to such signals using words such as
“data,” “content,” “bits,” “values,” “elements,” “symbols,”
“characters,” “terms,” “numbers,” “numerals,” or the like.
These words, however, are merely convenient labels and are
to be associated with appropriate physical quantities.

Unless specifically stated otherwise, discussions herein
using words such as “accessing,” “processing,” “detecting,”
“computing,” “calculating,” “determiming,” “‘generating,”
“presenting,” “displaying,” or the like refer to actions or
processes performable by a machine (e.g., a computer) that
mampulates or transforms data represented as physical (e.g.,
clectronic, magnetic, or optical) quantities within one or
more memories (e.g., volatile memory, non-volatile
memory, or any suitable combination thereot), registers, or
other machine components that receive, store, transmit, or
display information. Furthermore. unless specifically stated
otherwise, the terms “a” or “an” are herein used, as 1s
common 1n patent documents, to include one or more than
one instance. Finally, as used herein, the conjunction “or”
refers to a non-exclusive “or,” unless specifically stated
otherwise.

The following enumerated descriptions describe various
examples of methods, machine-readable media, and systems
(e.g., machines, devices, or other apparatus) discussed
herein.

A first example provides a method comprising:
accessing, by one or more processors of a machine, a set of
view maps that each corresponds to a diflerent surface point
on a surface of a three-dimensional (3D) object, the set of
view maps representing a surface light field of the 3D object;
for each view map 1n the set, and by one or more processors
of the machine, generating a corresponding vector of trans-
form coeftlicients by calculating a transform of the view map,
the generated vector specilying a separate transform coet-
ficient for each transform basis function among a plurality of
transform basis functions represented 1n the transform of the
VIEW map;
for each transform basis function in the plurality, and by one
or more processors of the machine:

generating a spatial representation of transform coefli-

cients specified for that transform basis function by the
generated vectors of transform coeflicients of all view
maps in the set that represents the surface light field of
the 3D object; and
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quantizing the generated spatial representation of trans-
form coeflicients for that transform basis function, the
quantized spatial representation forming part of a group
ol quantized spatial representations of transform coei-
ficients that corresponds to the accessed set of view
maps; and
providing, by one or more processors ol the machine, the
group ol quantized spatial representations of transform
coellicients. Thus, the machine 1n this example may be
considered as an encoder, compressor, or both.
A second example provides a method according to the
first example, wherein:
for each view map 1n the set, the transform calculated in the
generating of the corresponding vector of transform coetli-
cients includes a B-spline wavelet transform; and
for each view map 1n the set, the generated vector of
transform coellicients specifies a separate transform coetli-
cient for each B-spline wavelet basis function among a
plurality of B-spline wavelet basis functions represented in
the B-spline wavelet transform of the view map.
A third example provides a method according to the first
example or the second example, wherein:
for each view map in the set, the transtorm calculated 1n the
generating of the corresponding vector of transform coetl-
cients includes a Karhunen-Loeve transform (KLT); and
for each view map 1n the set, the generated vector of
transform coeflicients specifies a separate transform coetli-
cient for each Karhunen-Loeve basis function among a
plurality of Karhunen-Loeve basis functions represented in
the Karhunen-Loeve transform of the view map.
A fourth example provides a method according to any of
the first through third examples, wherein:
the accessing of the set of view maps accesses a data-
uncompressed set of view maps that represents the surface
light field of the 3D object; and
the providing of the group of quantized spatial representa-
tions of transform coefhicients provides a data-compressed
version of the set of view maps that represents the surface
light field of the 3D object.
A fifth example provides a method according to any of the
first through fourth examples, wherein:
the accessing of the set of view maps accesses spherical
images whose pixels each have spherical coordinates that
specily a corresponding azimuth and a corresponding eleva-
tion;
the method further comprises:
moditying the set of view maps by converting each of the
spherical 1mages to a corresponding cylindrical 1mage
whose corresponding pixels each have cylindrical coordi-
nates that specily the corresponding azimuth and a sine of
the corresponding elevation; and wherein:
for each view map 1n the set, the generating of the corre-
sponding vector of transform coellicients calculates the
transform of the modified view map.
A sixth example provides a method according to any of
the first through fifth examples, wherein:
for each transform basis function 1n the plurality, the gen-
crating of the spatial representation of transform coetlicients
1s based on a spatial transform of the transform coeflicients
specified for that transform basis function by the generated
vectors of transform coellicients.
A seventh example provides a method according to the
sixth example, wherein:
for each transform basis function 1n the plurality, the gen-
erating of the spatial representation of transform coetlicients
specified for that transform basis function i1s based on a
region-adaptive hierarchical transtorm (RAHT).
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An eighth example provides a method according to the
sixth example or the seventh example, wherein:
for each transform basis function 1n the plurality, the gen-
crating of the spatial representation of transform coeflicients
specified for that transform basis function i1s based on a
graph transform (GT).

A ninth example provides a method according to any of
the sixth through eighth examples, wherein:
for each transform basis function 1n the plurality, the gen-
erating of the spatial representation of transform coetlicients
specified for that transform basis function 1s based on texture
map coding (TMC).

A tenth example provides a method according to any of
the sixth through ninth examples, wherein:
for each transform basis function in the plurality, the gen-
erating of the spatial representation of transform coeflicients
specified for that transform basis function 1s based on point
cloud coding (PCC).

An eleventh example provides a method according to any
of the first through tenth examples, wherein:
the accessing of the set of view maps includes generating the
set of view maps based on multiple camera views of the 3D
model.

A twellth example provides a method according to any of
the first through eleventh examples, further comprising:
accessing multi-component view maps that each include a
corresponding multi-component spherical image whose pix-
els each specily corresponding values for multiple 1mage
components; and
extracting multiple single-component view maps ifrom each
of the multi-component view maps, each single-component
view map including a single-component spherical image
whose pixels each specily a corresponding value for a single
image component; wherein:
the accessing of the set of view maps accesses the extracted
single-component spherical images; and
for each view map 1n the set, the generating of the corre-
sponding vector of transform coeflicients calculates the
transform of a corresponding single-component spherical
image. This may have the eflect of separately processing
cach color component among multiple color components
(e.g., separate processing of each tristimulus color compo-
nent, such as red, green, and blue).

A thirteenth example provides a method according to any
of the first through twelith examples, further comprising:
for each view map in the set, subdividing the view map into
subregions that each indicate presence or absence of a
corresponding indicator of the surface light field of the 3D
object; and wherein:
for each view map 1n the set, the generating of the corre-
sponding vector of transform coeflicients calculates the
transform of the subregions that each indicate presence or
absence of the corresponding indicator of the surface light
field. In some variants of the thirteenth example, each view
map 1s subdivided into subregions of equal area.

A fourteenth example provides a method comprising:
accessing, by one or more processors ol a machine, a group
of quantized spatial representations of transform coetl-
cients, the group corresponding to a set of view maps that
cach corresponds to a diflerent surface point on a surface of
a three-dimensional (3D) object, the set of view maps
representing a surface light field of the 3D object;
for each quantized spatial representation 1n the group, and by
one or more processors of the machine, generating approxi-
mations of transform coeflicients for a corresponding trans-
form basis function among a plurality of transform basis
functions represented 1n a transform of a corresponding view
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map among the set of view maps, the generated approxi-
mations specilying transform coeflicients for that transform
basis function 1n vectors of transform coetlicients resultant
from transforms of all view maps in the set, and
generating, by one or more processors of the machine, an
approximate version of the set of view maps to represent the
surface light field of the 3D object, the approximate version
being generated based on the approximations of transform
coellicients generated for each quantized spatial representa-
tion in the group. Thus, the machine in this example may be
considered as a decoder, decompressor, or both.

A fifteenth example provides a method according to the
fourteenth example, wherein:
the transform includes a B-spline wavelet transtorm; and
for each quantized spatial representation in the group, the
generated approximations specily B-spline wavelet coetli-
cients for a corresponding B-spline wavelet basis function 1n
vectors ol B-spline wavelet coellicients resultant from
B-spline wavelet transforms of all view maps 1n the set of
VIEW maps.

A sixteenth example provides a method according to the
fifteenth example or the fourteenth example, wherein:
the accessing of the group of quantized spatial representa-
tions of transform coetlicients accesses a data-compressed
version of the set of view maps that represents the surface
light field of the 3D object; and
the generating of the approximate version of the set of view
maps generates a data-uncompressed version ol the set of
view maps that represents the surface light field of the 3D
object.

A seventeenth example provides a machine-readable
medium (e.g., a non-transitory machine-readable storage
medium) comprising instructions that, when executed by
one or more processors ol a machine, cause the machine to
perform operations comprising:
accessing a set ol view maps that each corresponds to a
different surface point on a surface of a three-dimensional
(3D) object, the set of view maps representing a surface light
field of the 3D object;
for each view map 1n the set, generating a corresponding
vector of transform coeflicients by calculating a transform of
the view map, the generated vector specilying a separate
transform coetlicient for each transform basis function
among a plurality of transform basis functions represented 1n
the transform of the view map;
for each transform basis function in the plurality:

generating a spatial representation of transform coetli-

cients specified for that transform basis function by the
generated vectors of transform coellicients of all view
maps 1n the set that represents the surface light field of
the 3D object; and

quantizing the generated spatial representation of trans-

form coeflicients for that transform basis function, the
quantized spatial representation forming part of a group
ol quantized spatial representations of transform coet-
ficients that corresponds to the accessed set of view
maps; and
providing the group of quantized spatial representations of
transform coeflicients. Thus, the machine 1n this example
may be considered as an encoder, compressor, or both.

An eighteenth example provides a machine-readable
medium (e.g., a non-transitory machine-readable storage
medium) comprising instructions that, when executed by
one or more processors ol a machine, cause the machine to
perform operations comprising:
accessing a group ol quantized spatial representations of
transform coeflicients, the group corresponding to a set of

10

15

20

25

30

35

40

45

50

55

60

65

22

view maps that each corresponds to a different surface point
on a surface of a three-dimensional (3D) object, the set of
view maps representing a surface light field of the 3D object;
for each quantized spatial representation 1n the group, gen-
crating approximations of transform coeflicients for a cor-
responding transform basis function among a plurality of
transform basis functions represented in a transform of a
corresponding view map among the set of view maps, the
generated approximations speciiying transform coetlicients
for that transform basis function in vectors of transform
coellicients resultant from transforms of all view maps 1n the
set; and
generating an approximate version of the set of view maps
to represent the surface light field of the 3D object, the
approximate version being generated based on the approxi-
mations of transform coetlicients generated for each quan-
tized spatial representation 1n the group. Thus, the machine
in this example may be considered as a decoder, decom-
pressor, or both.
A nineteenth example provides a system (e.g., a computer
system) comprising:
one or more processors; and
a memory storing instructions that, when executed by at
least one processor among the one or more processors, cause
the system to perform operations comprising:
accessing a set of view maps that each corresponds to a
different surface point on a surface of a three-dimensional
(3D) object, the set of view maps representing a surface light
field of the 3D object;
for each view map in the set, generating a corresponding
vector of transform coeflicients by calculating a transform of
the view map, the generated vector specilying a separate
transform coeflicient for each transform basis function
among a plurality of transform basis fTunctions represented 1n
the transform of the view map;
for each transform basis function in the plurality:
generating a spatial representation of transform coefli-
cients specified for that transform basis function by the
generated vectors of transform coeflicients of all view
maps 1n the set that represents the surface light field of
the 3D object; and
quantizing the generated spatial representation of trans-
form coeflicients for that transform basis function, the
quantized spatial representation forming part of a group
of quantized spatial representations of transform coet-
ficients that corresponds to the accessed set of view
maps; and
providing the group of quantized spatial representations of
transiorm coethicients. Thus, the system in this example may
be considered as an encoder, compressor, or both.
A twentieth example provides a system (e.g., a computer
system) comprising:
one or more processors; and
a memory storing instructions that, when executed by at
least one processor among the one or more processors, cause
the system to perform operations comprising;:
accessing a group ol quantized spatial representations of
transform coellicients, the group corresponding to a set of
view maps that each corresponds to a diflerent surface point
on a surface of a three-dimensional (3D) object, the set of
view maps representing a surface light field of the 3D object;
for each quantized spatial representation 1n the group, gen-
crating approximations of transform coeflicients for a cor-
responding transform basis function among a plurality of
transform basis functions represented in a transform of a
corresponding view map among the set of view maps, the
generated approximations speciiying transform coetlicients
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for that transtorm basis function in vectors of transtorm

coefhicients resultant from
set; and

transforms of all view maps 1n the

generating an approximate version of the set of view maps
to represent the surface light field of the 3D object, the
approximate version being generated based on the approxi-

mations of transform coe:

hicients generated for each quan-

tized spatial representation in the group. Thus, the system in

this example may be consi
or both.
A twenty-first example

dered as a decoder, decompressor,

provides a carrier medium carry-

ing machine-readable 1nstructions for controlling a machine
to carry out the operations (e.g., method operations) per-

formed 1n any one of the

What 1s claimed 1s:

previously described examples.

1. A method comprising:
accessing, by one or more processors of a machine, a set

of view maps that

cach corresponds to a diflerent

surface point on a surface of a three-dimensional (3D)
object, the set of view maps representing a surface light
field of the 3D object;
for each view map in the set, and by one or more
processors of the machine, generating a corresponding
vector of transform coeflicients by calculating a trans-
form of the view map, the generated vector specifying
a separate transform coeflicient for each transform
basis function among a plurality of transform basis
functions represented 1n the transform of the view map;
for each transform basis function 1n the plurality, and by
one or more processors of the machine:
generating a spatial representation of transform coet-
ficients specified for that transform basis function by
the generated vectors of transform coeflicients of all
view maps 1n the set that represents the surface light
field of the 3D object; and
quantizing the generated spatial representation of trans-
form coeflicients for that transform basis function,
the quantized spatial representation forming part of a
group ol quantized spatial representations of trans-
form coethicients that corresponds to the accessed set
of view maps; and
providing, by one or more processors of the machine, the
group ol quantized spatial representations of transform

coethcients.

2. The method of claim 1, wherein:

for each view map in the set, the transform calculated in
the generating of the corresponding vector of transform
coellicients includes a B-spline wavelet transform; and

for each view map 1n the set, the generated vector of

transform coellicients specifies a separate transform

coethicient tfor each

B-spline wavelet basis function

among a plurality of B-spline wavelet basis functions
represented 1n the B-spline wavelet transform of the

view map.

3. The method of claim 1, wherein:

for each view map 1n the set, the transform calculated in
the generating of the corresponding vector of transform
coeflicients includes a Karhunen-Loeve transform

(KLT); and

for each view map 1n the set, the generated vector of

transform coellicients specifies a separate transiorm

cocthcient for each

Karhunen-L.oeve basis function

among a plurality of Karhunen-Loeve basis functions
represented in the Karhunen-Loeve transform of the

view map.
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4. The method of claim 1, wherein:

the accessing of the set of view maps accesses a data-
uncompressed set of view maps that represents the
surface light field of the 3D object; and

the providing of the group of quantized spatial represen-
tations of transform coetlicients provides a data-com-
pressed version of the set of view maps that represents
the surface light field of the 3D object.

5. The method of claim 1, wherein:

the accessing of the set of view maps accesses spherical
images whose pixels each have spherical coordinates
that specily a corresponding azimuth and a correspond-
ing elevation;

the method further comprises:

modifying the set of view maps by converting each of the
spherical 1mages to a corresponding cylindrical image
whose corresponding pixels each have cylindrical coor-
dinates that specily the corresponding azimuth and a
sine of the corresponding elevation; and wherein:

for each view map 1in the set, the generating of the
corresponding vector of transform coeflicients calcu-
lates the transform of the modified view map.

6. The method of claim 1, wherein:

for each transform basis function in the plurality, the
generating of the spatial representation of transform
coellicients 1s based on a spatial transform of the
transtform coeflicients specified for that transform basis
function by the generated vectors of transform coefli-
cients.

7. The method of claim 1, wherein:

for each transform basis function in the plurality, the
generating of the spatial representation of transform
coellicients specified for that transform basis function
1s based on a region-adaptive hierarchical transform
(RAHT).

8. The method of claim 1, wherein:

for each transform basis function in the plurality, the
generating of the spatial representation of transform
coellicients specified for that transform basis function
1s based on a graph transtorm (GT).

9. The method of claim 1, wherein:

for each transform basis function in the plurality, the
generating of the spatial representation of transform
coellicients specified for that transform basis function
1s based on texture map coding (TMC).

10. The method of claim 1, wherein:

for each transform basis function in the plurality, the
generating of the spatial representation of transform
coellicients specified for that transform basis function
1s based on point cloud coding (PCC).

11. The method of claim 1, wherein:

the accessing of the set of view maps includes generating
the set of view maps based on multiple camera views
of the 3D model.

12. The method of claim 1, further comprising;:

accessing multi-component view maps that each include
a corresponding multi-component spherical 1mage
whose pixels each specily corresponding values for
multiple 1image components; and

extracting multiple single-component view maps from
cach of the multi-component view maps, each single-
component view map including a single-component
spherical 1mage whose pixels each specily a corre-
sponding value for a single image component; wherein:

the accessing of the set of view maps accesses the
extracted single-component spherical images; and
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for each view map in the set, the generating of the
corresponding vector of transform coeflicients calcu-
lates the transform of a corresponding single-compo-
nent spherical 1image.

26

basis function among a plurality of transform basis

functions represented 1n the transform of the view map;
for each transform basis function in the plurality:

generating a spatial representation of transform coed-

13. The method of claim 1, further comprising;: 5 ficients specified for that transform basis function by
for each view map 1n the set, subdividing the view map the generated vectors of transform coeflicients of all
into subregions that each indicate presence or absence view maps 1n the set that represents the surface light
ol a corresponding indicator of the surface light field of field of the 3D object; and
the 3D object; and wherein: quantizing the generated spatial representation of trans-
for each view map 1in the set, the generating of the 10 form coeflicients for that transform basis function,
corresponding vector of transform coeflicients calcu- the quantized spatial representation forming part of a
lates the transtorm of the subregions that each indicate group ol quantized spatial representations of trans-
presence or absence of the corresponding indicator of form coeflicients that corresponds to the accessed set
the surface light field. of view maps; and
14. A method comprising;: 15 providing the group of quantized spatial representations
accessing, by one or more processors of a machine, a of transform coeflicients.
group ol quantized spatial representations of transform 18. A non-transitory machine-readable storage medium
coellicients, the group corresponding to a set of view comprising instructions that, when executed by one or more
maps that each corresponds to a different surface point processors of a machine, cause the machine to perform
on a surface of a three-dimensional (3D) object, the set 20 operations comprising:
of view maps representing a surface light field of the accessing a group of quantized spatial representations of
3D object; transiorm coetlicients, the group corresponding to a set
for each quantized spatial representation in the group, and of view maps that each corresponds to a different
by one or more processors of the machine, generating surface point on a surface of a three-dimensional (3D)
approximations of transform coeflicients for a corre- 25 object, the set of view maps representing a surface light
sponding transform basis function among a plurality of field of the 3D object;
transform basis functions represented in a transform of for each quantized spatial representation in the group,
a corresponding view map among the set of view maps, generating approximations of transform coethicients for
the generated approximations speciiying transiorm a corresponding transform basis function among a
coellicients for that transform basis function 1n vectors 30 plurality of transform basis functions represented 1n a
of transform coeflicients resultant from transforms of transform of a corresponding view map among the set
all view maps 1n the set; and of view maps, the generated approximations speciiying
generating, by one or more processors of the machine, an transiform coellicients for that transform basis function
approximate version of the set of view maps to repre- 1in vectors of transform coeflicients resultant from trans-
sent the surface light field of the 3D object, the approxi- 35 forms of all view maps 1n the set; and
mate version being generated based on the approxima- generating an approximate version of the set of view maps
tions of transform coellicients generated for each to represent the surface light field of the 3D object, the
quantized spatial representation in the group. approximate version being generated based on the
15. The method of claim 14, wherein: approximations of transform coeflicients generated for
the transform includes a B-spline wavelet transform; and 40 cach quantized spatial representation in the group.
for each quantized spatial representation in the group, the 19. A system comprising:
generated approximations specily B-spline wavelet one or more processors; and
coellicients for a corresponding B-spline wavelet basis a memory storing instructions that, when executed by at
function 1n vectors of B-spline wavelet coeflicients least one processor among the one or more processors,
resultant from B-spline wavelet transforms of all view 45 cause the system to perform operations comprising:
maps 1n the set of view maps. accessing a set of view maps that each corresponds to a
16. The method of claim 14, wherein: different surface point on a surface of a three-dimen-
the accessing of the group of quantized spatial represen- stonal (3D) object, the set of view maps representing a
tations of transform coeflicients accesses a data-com- surface light field of the 3D object;
pressed version of the set of view maps that represents 50  for each view map 1n the set, generating a corresponding,
the surface light field of the 3D object; and vector of transiorm coethlicients by calculating a trans-
the generating of the approximate version of the set of form of the view map, the generated vector specitying
view maps generates a data-uncompressed version of a separate transform coeflicient for each transform
the set of view maps that represents the surface light basis function among a plurality of transform basis
field of the 3D object. 55 functions represented in the transform of the view map;

17. A non-transitory machine-readable storage medium

for each transform basis function in the plurality:

generating a spatial representation of transform coed-
ficients specified for that transform basis function by
the generated vectors of transform coetlicients of all
view maps 1n the set that represents the surface light
field of the 3D object; and

quantizing the generated spatial representation of trans-
form coeflicients for that transtform basis function,
the quantized spatial representation forming part of a
group ol quantized spatial representations of trans-
form coeflicients that corresponds to the accessed set
of view maps; and

comprising nstructions that, when executed by one or more
processors of a machine, cause the machine to perform
operations comprising;:
accessing a set of view maps that each corresponds to a 60
different surface point on a surface of a three-dimen-
stonal (3D) object, the set of view maps representing a
surface light field of the 3D object;
for each view map 1n the set, generating a corresponding,
vector of transform coeflicients by calculating a trans- 65
form of the view map, the generated vector speciiying
a separate transform coeflicient for each transform
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providing the group of quantized spatial representations
of transform coeflicients.

20. A system comprising;:

one or more processors; and

a memory storing instructions that, when executed by at 5
least one processor among the one or more processors,
cause the system to perform operations comprising:

accessing a group ol quantized spatial representations of
transform coeflicients, the group corresponding to a set
of view maps that each corresponds to a different 10
surface point on a surface of a three-dimensional (3D)
object, the set of view maps representing a surface light
field of the 3D object;

for each quantized spatial representation in the group,
generating approximations of transform coeflicients for 15
a corresponding transform basis function among a
plurality of transform basis functions represented 1n a
transform of a corresponding view map among the set
of view maps, the generated approximations speciiying
transform coellicients for that transform basis function 20
in vectors of transform coethlicients resultant from trans-
forms of all view maps 1n the set; and

generating an approximate version of the set of view maps
to represent the surface light field of the 3D object, the
approximate version being generated based on the 25
approximations of transform coeflicients generated for
cach quantized spatial representation in the group.
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--Efficiency-- therefor

On page 2, in Column 2, item (56) under “Other Publications”, Line 67, delete “Tansform”,” and
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