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(57) ABSTRACT

Embodiments of the present invention provide a data storage
method and system. The data storage method 1s applied to a
data storage system, the data storage system includes a
packet processing device, a processor, an oil-chip memory,
and a first counter corresponding to the off-chip memory, the
ofl-chip memory 1s configured to store a count value of the
first counter corresponding to the oil-chip memory, and the
packet processing device 1s configured to receive and pro-
cess a service packet, count the service packet by using the
first counter, and maintain an original address at which the
count value of the first counter 1s stored in the ofl-chip
memory. The method includes: scrambling, by the proces-
sor, the original address to obtain a scrambled address; and
storing, by the processor, the count value of the first counter
in a storage space corresponding to the scrambled address 1n
the off-chip memory.
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1
DATA STORAGE METHOD AND SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to Chinese Patent Appli-
cation No. 201511027341.9, filed on Dec. 31, 2015, which
1s hereby incorporated by reference in its entirety.

TECHNICAL FIELD

Embodiments of the present invention relate to data
storage technologies, and 1n particular, to a data storage
method and system.

BACKGROUND

When a processor 1s 1n a starting phase, because a quantity
of users 1s relatively small and service types are relatively
simple, a statistical packet result obtained by a counter,
namely, a count value, 1s directly stored i an on-chip
memory. The on-chip memory 1s a memory 1n a chip in
which the processor 1s located, and generally may be a static
random access memory (SRAM). An SRAM may have quite
high performance.

As a network speed and a quantity of users keep increas-
ing, packet processing performance and capacities of each
generation ol processors keep increasing rapidly, and a
quantity of count values also keeps increasing. Therefore, to
meet an 1ncreasing capacity requirement, some count values
ol a same service need to be stored in an on-chip memory,
and some other count values need to be stored 1n an off-chip
memory. Generally, an off-chip memory may be a dynamic
random access memory (DRAM), and each DRAM 1ncludes
multiple DRAM banks. The DRAM bank may be under-
stood as a storage space in a DRAM. As being limited by
timing parameters such as a time of row cycling (tRC) and
a four act win time (tFAW), maximum performance of a
DRAM bank can reach only approximately 20 Mops. Cur-
rently, 1n a data storage process, data 1s generally stored in
an order of DRAM banks. When a DRAM bank 1s full, data
1s stored 1n a next DRAM bank. By means of this storage
manner, performance of a whole DRAM can reach only
approximately 20 Mops.

Therefore, a problem 1n the prior art 1s that data storage
1s slow and ineflicient.

SUMMARY

Embodiments of the present invention provide a data
storage method and system, so as to improve efliciency of
data storage.

According to a first aspect, an embodiment of the present
invention provides a data storage method, where the data
storage method 1s applied to a data storage system, the data
storage system includes a packet processing device, a pro-
cessor, an off-chip memory, and a first counter Correspond-
ing to the off-chip memory, the ofl-chip memory is config-
ured to store a count value of the first counter corresponding
to the ofl-chip memory, and the packet processing device 1s
configured to recerve and process a service packet, count the
service packet by using the first counter, and maintain an
original address at which the count value of the first counter
1s stored in the ofl-chip memory, the method including:

scrambling, by the processor, the original address to
obtain a scrambled address; and
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2

storing, by the processor, the count value of the first
counter 1n a storage space corresponding to the scrambled
address 1n the ofl

-chip memory.

Count values of the first counter can be evenly stored 1n
storage spaces in the ofl-chip memory by scrambling the
foregoing original address, so as to improve a speed and
clliciency of data storage.

The storing, by the processor, the count value of the first
counter 1n a storage space corresponding to the scrambled
address 1n the ofl

-chip memory includes:

recerving, by the processor, data that 1s sent by the packet
processing device and that 1s obtained after the count value
1s randomly decomposed; and

storing, 1n different subspaces in the storage space by the
processor, the data that 1s obtained after the count value 1s
randomly decomposed.

Count values are hashed into different subspaces, so as to
avold a problem of a slow speed and low etliciency of
storage because the count values are all stored in a same
subspace.

Further, the data storage system further includes an on-
chip memory and a second counter corresponding to the
on-chip memory, the method further including:

11 the processor determines that the second counter 1s not
updated within a preset time period;

deleting, by the processor, a correspondence between the
second counter and any on-chip memory, and establishing a
correspondence between the second counter and any ofl-
chip memory, so as to use the second counter as the first
counter and store a new obtained count value in the any
ofl-chip memory.

Further, the data storage system further includes a third
counter corresponding to the on-chip memory, and data
update frequency of the third counter 1s higher than that of
the second counter, the method further including:

establishing a correspondence between the any on-chip
memory and the third counter, so as to store a count value
of the third counter in the any on-chip memory.

Generally, performance of an on-chip memory 1s higher
than that of an off-chip memory, so that a counter having a
large amount of computation can correspond to an on-chip
memory by using this manner. For example, the foregoing
third counter corresponds to an on-chip memory. Finally, a
bit width of a counter corresponding to an on-chip memory
can be reduced.

The following describes a data storage system provided in
an embodiment of the present invention. A system part
corresponds to the foregoing method, corresponding content
has a same technical eflect, and details are not described
herein again.

According to a second aspect, an embodiment of the
present invention provides a data storage system, including;:
a packet processing device, a processor, an off-chip memory,
and a first counter corresponding to the off-chip memory,
where

the off-chip memory 1s configured to store a count value
of the first counter corresponding to the off-chip memory;

the packet processing device 1s conﬁgured to recerve and
process a service packet, count the service packet by using
the first counter, and maintain an orlgmal address at which
the count value of the first counter 1s stored in the ofl-chip
memory; and

the processor 1s configured to scramble the original
address to obtain a scrambled address, and store the count
value of the first counter 1n a storage space corresponding to
the scrambled address 1n the off-chip memory.
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Optionally, the packet processing device 1s further con-
figured to randomly decompose the count value; and the
processor 1s further configured to recerve data that i1s sent by
the packet processing device and that 1s obtained after the
count value 1s randomly decomposed, and store, in different
subspaces 1n the storage space, the data that 1s obtained after
the count value 1s randomly decomposed.

Optionally, the data storage system further includes an
on-chip memory and a second counter corresponding to the
on-chip memory, and the processor 1s further configured to:
if the processor determines that the second counter 1s not
updated within a preset time period, delete a correspondence
between the second counter and any on-chip memory, and
establish a correspondence between the second counter and
any oil-chip memory, so as to use the second counter as the
first counter and store a new obtained count value 1n the any
ofl-chip memory.

Optionally, the data storage system further includes a third
counter corresponding to the on-chip memory, and data
update frequency of the third counter 1s higher than that of
the second counter; and

the processor 1s further configured to establish a corre-
spondence between the any on-chip memory and the third
counter, so as to store a count value of the third counter in
the any on-chip memory.

The embodiments of the present invention provide the
data storage method and system. The data storage method 1s
applied to a data storage system, the data storage system
includes a packet processing device, a processor, an ofl-chip
memory, and a first counter corresponding to the ofi-chip
memory. The off-chip memory 1s configured to store a count
value of the first counter corresponding to the ofl-chip
memory. The packet processing device 1s configured to
receive and process a service packet, count the service
packet by using the first counter, and maintain an original
address at which the count value of the first counter 1s stored
in the off-chip memory. The method includes: scrambling,
by the processor, the original address to obtain a scrambled
address; and storing, by the processor, the count value of the
first counter 1 a storage space corresponding to the
scrambled address 1n the ofl-chip memory. Count values of
a first counter can be evenly stored 1n storage spaces in an
ofl-chip memory by scrambling an original address at which
a count value of the first counter 1s stored in the ofl-chip
memory, so as to improve a speed and efliciency of data
storage.

BRIEF DESCRIPTION OF THE DRAWINGS

To describe the technical solutions in the embodiments of
the present invention or in the prior art more clearly, the
following briefly describes the accompanying drawings
required for describing the embodiments or the prior art.
Apparently, the accompanying drawings in the following
description show some embodiments of the present inven-
tion, and a person of ordinary skill in the art may still derive
other drawings from these accompanying drawings without
creative eflorts.

FIG. 1 1s an architectural diagram of a data storage system
according to an embodiment of the present invention;

FIG. 2 1s a flowchart of a data storage method according
to an embodiment of the present invention;

FIG. 3 1s a flowchart of a data storage method according,
to another embodiment of the present invention; and
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FIG. 4 1s an architectural diagram of a data storage system
according to another embodiment of the present invention.

DETAILED DESCRIPTION

To make the objectives, technical solutions, and advan-
tages ol the embodiments of the present invention clearer,
the following clearly describes the technical solutions 1n the
embodiments of the present invention with reference to the
accompanying drawings in the embodiments of the present
invention. Apparently, the described embodiments are a part
rather than all of the embodiments of the present invention.
All other embodiments obtained by a person of ordinary
skill 1n the art based on the embodiments of the present
invention without creative eflorts shall fall within the pro-
tection scope of the present invention.

In a processor chip, a counter 1s needed to count packets.
As a network speed and a quantity of users keep increasing,
packet processing performance and capacities ol each gen-
eration of processors keep increasing rapidly, and statistical
results, that 1s, count values of a counter, of packets also
keep increasing. Therefore, an on-chip memory may fail to
meet a requirement of storing a large quantity of count
values. In this case, an increasing capacity requirement can
be met only by using an off-chip memory. Generally, an
ofl-chip memory may be a DRAM, and maximum perior-
mance of each DRAM can reach only approximately 20
Mops. As being limited by performance of a DRAM bank,
a problem of a slow speed and low efliciency of storage
when all statistical packet results are stored in a same
DRAM bank. To resolve the problem in the prior art,
embodiments of the present invention provide a data storage
method and system.

FIG. 1 1s an architectural diagram of a data storage system
according to an embodiment of the present invention. The
data storage system includes: a packet processing device 11,
a processor 12, an ofl-chip memory 13, and a first counter 14
corresponding to the ofl-chip memory 13. The packet pro-
cessing device 11 includes a recerver and a central process-
ing unit (CPU), the ofl-chip memory 13 1s configured to
store a count value of the first counter corresponding to the
ofl-chip memory 13, and the packet processing device 11 1s
configured to receive and process a service packet, count the
service packet by using the first counter 14, and maintain an
original address at which the count value of the first counter
14 1s stored 1n the off-chip memory 13. This embodiment of
the present mvention i1s based on the system architecture
diagram shown 1n FIG. 1.

Before the data storage method 1s described, the present
invention first describes a concept of a DRAM bank group.
The DRAM bank group i1s a group including multiple
DRAM banks.

FIG. 2 1s a flowchart of a data storage method according
to an embodiment of the present invention. The method 1s
applicable to a scenario 1n which statistical packet results are
stored, and 1s executed by a processor. The method specifi-
cally includes:

S201: The processor scrambles an original address to
obtain a scrambled address.

S202: The processor stores a count value of a first counter
in a storage space corresponding to the scrambled address 1n
an oil-chip memory.

Specifically, once a recetver 1n a packet processing device
receives a service packet, the processor starts to scramble an
original address stored 1n the ofl-chip memory. The original
address 1s determined by a CPU 1n the packet processing
device, and the processor performs the following address
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scrambling based on the original address. The ofi-chip
memory may be a DRAM, the processor may use a cyclic
redundancy check (CRC) algorithm to scramble an address
in the ofl-chip memory, or may randomly generate a scram-
bling value. For example, the process of using the cyclic
redundancy check (CRC) algorithm to scramble an original
address stored 1n the off-chip memory 1s as follows: assum-
ing that an original address stored in the off-chip memory 1s
1011001, a corresponding polynomial is m(X)=x°+xX"+x°+1;
assuming that a generator polynomial is g(x)=x"+x"+1, a
code corresponding to g(x) 1s 11001, and a code correspond-
ing to X 'm(x)=x'"+x°+x’+x” is 10110010000. A remainder
1010 1s obtained by using polynomial division, and the
remainder 1010 1s a scrambling wvalue. Therelore, a
scrambled address 1s a sum of the original address 1011001
and the remainder 1010. When address scrambling 1s per-
formed a next time, scrambling 1s performed again on the
basis of the scrambled address or on the basis of the original
address, and a scrambling value 1s different each time.

An original address stored i an off-chip memory 1s
scrambled, and the scrambled address corresponds to a
storage space corresponding to a DRAM bank group, and
then a count value i1s stored in the storage space. Each
DRAM bank group includes multiple banks. It 1s assumed
that a DRAM bank group can store 1 M of counter entries,
namely, 1 M of count values of a counter, and 8 M of counter
entries need to be stored. In the prior art, that 1s, 1f without
scrambling, count values of a counter on continuous
addresses are received, these count values corresponding to
the counter are sent to a same DRAM bank group. If write
frequency of these count values of the counter on continuous
addresses exceeds write Irequency acceptable to a single
DRAM bank group, a loss of a count value occurs. After
address scrambling 1s added, these count values of the
counter on continuous addresses are evenly distributed into
8 (8 M/1 M) bank groups by means ol the scrambling
algorithm. Therefore, as long as the write frequency of these
count values of the counter on continuous addresses does not
exceed a sum of write frequency acceptable to the 8 DRAM
bank groups, a loss of a count value does not occur.

In addition, the first counter 1s a counter that corresponds
to an ofl-chip memory and that i1s configured to count a
quantity of packets of a service such as a voice service or a
short message service.

By means of the data storage method provided by this
embodiment of the present invention, count values of a
counter can be evenly stored 1n storage spaces 1n an ofl-chip
memory by scrambling an original address stored in the
ofl-chip memory, so as to improve a speed and etliciency of
data storage.

Further, FIG. 3 1s a flowchart of a data storage method
according to another embodiment of the present invention.
As shown 1n FIG. 3, the method includes:

S301: A processor scrambles an original address stored 1n
an oil-chip memory and obtains a scrambled address corre-
sponding to each first counter, where scrambled addresses
corresponding to first counters are different.

S301 1s the same as S201, and details are not described
herein again.

S302: The processor receives data that 1s sent by a packet
processing device and that 1s obtained after a count value 1s
randomly decomposed.

S303: The processor stores, 1 diflerent subspaces in a
storage space, the data that 1s obtained after the count value
1s randomly decomposed.

It should be noted that the subspaces herein may be

understood as DRAM banks.
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Specifically, for example, a count value of a counter 1s 12,
and 1s originally stored 1n one DRAM bank group. By means
of this embodiment of the present invention, the count value
12 may be decomposed and hashed into N DRAM banks,
where N 1s greater than or equal to 2. For example, if N 1s
equal to 6, each DRAM bank stores only a count value 2.
Due to unevenness of hashing, some DRAM banks may
store a count value 1 or 3. If performance of one DRAM
bank 1s 20 Mops, after the count value 1s hashed into 6
banks, performance 1s equivalent to 120 (6*20) Mops.

Count values are hashed into different DRAM banks, so
as to avoid a problem of a slow speed and low efliciency of
storage because the count values are all stored in a same
DRAM bank.

Further, the method further includes:

11 the processor determines that any on-chip memory does
not update a count value obtained by a second counter within
a preset time period;

deleting, by the processor, a correspondence between the
second counter and the any on-chip memory, and establish-
ing a correspondence between the second counter and any
ofl-chip memory, so as to use the second counter as the first
counter and store a new obtained count value in the any
ofl-chip memory, where

the any on-chip memory 1s any memory in a chip in which
the processor 1s located; and

the second counter 1s any counter that corresponds to the
any on-chip memory and that i1s configured to count a
quantity ol packets of a service.

Specifically, assuming that a counter A 1s configured to
count packet data of a short message service, when the
processor determines that an on-chip memory B has not
updated a count value obtained by the counter A within a
preset time period, the counter A may be associated with a
particular ofl-chip memory C, that 1s, a count value of the
counter A 1s stored in the ofl-chip memory C, thereby
lowering memory waste 1n the on-chip memory.

Further, after the deleting, by the processor, a correspon-
dence between the second counter and the any on-chip
memory, the method further includes:

establishing, by the processor, a correspondence between
the any on-chip memory and a third counter, so as to store
a count value of the third counter 1n the any on-chip memory,
where

the third counter 1s any counter that corresponds to the any
on-chip memory and that 1s configured to count a quantity of
packets of a service, and data update frequency of the third
counter 1s higher than that of the second counter.

Generally, performance of an on-chip memory 1s higher
than that of an off-chip memory, so that a counter having a
large amount of computation can correspond to an on-chip
memory by using this manner. For example, the foregoing
third counter corresponds to an on-chip memory. Finally, a
bit width of a counter corresponding to an on-chip memory
can be reduced.

Optionally, the method further includes: determining, by
the processor, whether an on-chip memory stores a quantity
of packets of a particular service; and 1f yes, acquiring, by
the processor, that a total quantity of packets of the service
1s a sum of a quantity of packets of the service that 1s stored
in the on-chip memory and a quantity of packets of the
service that i1s stored in the ofl-chip memory.

Specifically, an on-chip memory 1s generally an SRAM.
The processor first determines whether the on-chip memory
stores a quantity ol packets of the foregoing service, for
example, whether the on-chip memory stores a quantity of
packets of a short message service or whether the on-chip
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memory stores a quantity of packets of a voice service. If the
on-chip memory stores the quantity of packets, for example,
a quantity of packets of a short message service that is stored
in an on-chip memory 1s 10000, and a quantity of packets of
a short message service that 1s stored 1n an off-chip memory
1s 10000, then a total quantity of packets 1s 20000.

An embodiment of the present invention further provides
a data storage system. As shown 1n FIG. 1, the data storage
system 1ncludes: a packet processing device 11, a processor
12, an off-chip memory 13, and a first counter 14 corre-
sponding to the off-chip memory 13. The packet processing
device 11 includes a receiver and a CPU, the ofl-chip
memory 13 1s configured to store a count value of the first
counter 14 corresponding to the off-chip memory 13, and the
packet processing device 11 1s configured to receive and
process a service packet, count the service packet by using
the first counter 14, and maintain an original address at
which the count value of the first counter 14 1s stored 1n the
ofl-chip memory 13.

Specifically, the packet processing device 11 1s further
configured to randomly decompose the count value; and the
processor 12 1s further configured to receive data that 1s sent
by the packet processing device and that 1s obtained atter the
count value 1s randomly decomposed, and store, in different
subspaces 1n a storage space, the data that 1s obtained after
the count value 1s randomly decomposed.

Further, FIG. 4 1s an architectural diagram of a data
storage system according to another embodiment of the
present invention. Based on the data storage system shown
in F1G. 1, the data storage system further includes an on-chip
memory 15 and a second counter 16 corresponding to the
on-chip memory 135. The processor 12 1s further configured
to: 1f the processor 12 determines that the second counter 16
1s not updated within a preset time period, delete, a corre-
spondence between the second counter 16 and any on-chip
memory 15, and establish a correspondence between the
second counter 16 and any ofl-chip memory 13, so as to use
the second counter 16 as the first counter 14 and store a new
obtained count value in the any off-chip memory 13.

Further, the data storage system further includes a third
counter corresponding to the on-chip memory 15, and data
update frequency of the third counter 1s higher than that of
the second counter. The processor 12 1s further configured to
establish a correspondence between the any on-chip memory
15 and the third counter, so as to store a count value of the
third counter 1n the any on-chip memory 15.

The data storage system of this embodiment can be used
to execute the foregoing data storage method, and has
similar implementation principles and technical effects, and
details are not described herein again.

Persons of ordinary skill in the art may understand that all
or some of the steps of the method embodiments may be
implemented by a program instructing relevant hardware.
The program may be stored 1n a computer-readable storage
medium. When the program runs, the steps of the method
embodiments are performed. The foregoing storage medium
includes: any medium that can storage program code, such
as a ROM, a RAM, a magnetic disk, or an optical disc.

Finally, it should be noted that the foregoing embodiments
are merely mtended for describing the technical solutions of
the present invention, but not for limiting the present inven-
tion. Although the present invention 1s described 1n detail
with reference to the foregoing embodiments, persons of
ordinary skill 1n the art should understand that they may still
make modifications to the technical solutions described in
the foregoing embodiments or make equivalent replace-
ments to some or all technical features thereof, without

5

10

15

20

25

30

35

40

45

50

55

60

65

8

departing from the scope of the technical solutions of the
embodiments of the present invention.

What 15 claimed 1s:

1. A data storage method, wherein the data storage method
1s applied to a data storage system, the data storage system
comprises a packet processing device, a processor, an oil-
chip memory, and a first counter corresponding to the
ofl-chip memory, the off-chip memory 1s configured to store
a count value of the first counter corresponding to the
ofl-chip memory, and the packet processing device 1s con-
figured to receive and process a service packet, count the
service packet by using the first counter, and maintain an
original address at which the count value of the first counter
1s stored 1n the ofl-chip memory, the method comprising:

generating a scrambling value for each count value to be

stored:

scrambling, by the processor, the original address to

obtain a scrambled address, wherein the scrambled
address comprises the sum of the original address and
the scrambling value;

storing, by the processor, the count value of the first

counter in a storage space corresponding to the
scrambled address 1n the off-chip memory;
wherein the storage space comprises a plurality of DRAM
bank groups, wherein each DRAM bank group com-
prises multiple DRAM banks and each respective
DRAM bank group of the plurality of DRAM bank
groups corresponds to a different scrambling value; and

wherein storing, by the processor, the count value of the
first counter in the storage space corresponding to the
scrambled address in the off-chip memory further com-
Prises:

storing the count value 1n a respective DRAM bank group

corresponding to the generated scrambling value.

2. The method according to claim 1, wherein the storing,
by the processor, the count value of the first counter 1n a
storage space corresponding to the scrambled address in the
ofl-chip memory comprises:

receiving, by the processor, data that 1s sent by the packet

processing device and that 1s obtained after the count
value 1s randomly decomposed;

storing, 1n different subspaces in the storage space by the

processor, the data that 1s obtained after the count value
1s randomly decomposed; and

wherein the different subspaces in the storage space

comprise different DRAM banks within the respective
DRAM bank group corresponding to the generated
scrambling value.

3. The method according to claim 1, wherein the data
storage system further comprises an on-chip memory and a
second counter corresponding to the on-chip memory, the
method further comprising:

when the processor determines that the second counter 1s

not updated within a preset time period, deleting, by the
processor, a correspondence between the second coun-
ter and the on-chip memory, and establishing a corre-
spondence between the second counter and any off-chip
memory, so as to use the second counter as the first
counter and store a new obtained count value in the any
ofl-chip memory.
4. The method according to claim 3, wherein:
the data storage system further comprises a third counter
corresponding to the on-chip memory, and data update
frequency of the third counter 1s higher than that of the
second counter; and
the method further comprises:
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establishing a correspondence between the on-chip
memory and the third counter, so as to store a count
value of the third counter 1n the on-chip memory.

5. The method according to claim 1, wherein generating,
a scrambling value comprises:

generating the scrambling value using a cyclic redun-

dancy check (CRC) algorithm, comprising,

generating a first polynomial code based on the original
address:

generating a second polynomial code based on a gen-
crator polynomuial;

using polynomial division to divide the first polynomual
code by the second polynomial code to obtain a
remainder; and

using the remainder as the scrambling value.

6. The method according to claim 1, wherein the scram-
bling value 1s randomly generated based on the previous
scrambled address.

7. A data storage system, comprising: a packet processing,
device, a processor, an oil-chip memory, and a first counter
corresponding to the off-chip memory, wherein:

the off-chip memory is configured to store a count value

of the first counter corresponding to the ofl-chip
memory;

the packet processing device 1s configured to recerve and

process a service packet, count the service packet by
using the first counter, and maintain an original address
at which the count value of the first counter is stored 1n
the off-chip memory;

the processor 1s configured to generate a scrambling

value, for each count value to be stored, scramble the
original address to obtain a scrambled address, wherein
the scrambled address comprises the sum of the origi-
nal address and the scrambling value, and store the
count value of the first counter in a storage space
corresponding to the scrambled address in the off-chip
memory;

wherein the storage space comprises a plurality of DRAM

bank groups, wherein each DRAM bank group com-
prises multiple DRAM banks and each respective
DRAM bank group of the plurality of DRAM bank
groups corresponds to a different scrambling value; and
to store the count value of the first counter in the storage
space corresponding to the scrambled address in the
ofl-chip memory, the processor 1s further configured to:
store the count value 1n a respective DRAM bank group
corresponding to the generated scrambling value.

8. The system according to claim 7, wherein:

the packet processing device 1s further configured to

randomly decompose the count value; and
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the processor 1s further configured to receive data that 1s
sent by the packet processing device and that 1s
obtained after the count value i1s randomly decom-
posed, and store, 1n diflerent subspaces 1n the storage
space, the data that 1s obtained after the count value 1s
randomly decomposed; and

the different subspaces in the storage space comprise

different DRAM banks within the respective DRAM
bank group corresponding to the generated scrambling
value.

9. The system according to claim 7, wherein:

the data storage system further comprises an on-chip

memory and a second counter corresponding to the
on-chip memory; and

the processor 1s further configured to:

when the processor determines that the second counter
1s not updated within a preset time period, deleted a
correspondence between the second counter and the
on-chip memory, and establish a correspondence
between the second counter and any ofl-chip
memory, so as to use the second counter as the first
counter and store a new obtained count value 1n the
any off-chip memory.

10. The system according to claim 9, wherein:

the data storage system further comprises a third counter

corresponding to the on-chip memory, and data update
frequency of the third counter 1s higher than that of the
second counter; and

the processor 1s further configured to establish a corre-

spondence between the on-chip memory and the third
counter, so as to store a count value of the third counter
in the on-chip memory.

11. The system according to claim 7, wherein the proces-
sor 1s configured to:

generate the scrambling value using a cyclic redundancy

check (CRC) algorithm.

12. The system according to claim 11, wherein to generate
the scrambling value using a cyclic redundancy check
(CRC) algorithm, the processor 1s configured to: generate
the scrambling value using a cyclic redundancy check
(CRC) algonthm; generate a first polynomial code based on
the original address; generate a second polynomial code
based on a generator polynomial; use polynomial division to
divide the first polynomial code by the second polynomial
code to obtain a remainder; and use the remainder as the
scrambling value.

13. The system according to claim 7, wherein the pro-
cessor 1s configured to randomly generate the scrambling
value on the basis of the previous scrambled address.
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