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COMPUTER SYSTEM AND METHOD FOR
CLASSIFYING TEMPORAL PATTERNS OF
CHANGE IN IMAGES OF AN AREA

BACKGROUND

As time passes, a geographical area or the like may
experience various types ol changes, such as man-made
changes and/or naturally occurring changes. Examples of a
man-made change may include construction of structure
(e.g., a building, a road, a natural gas pad, etc.), digging of
pits, trenches, etc., and/or destruction of previously-existing
features of the area (e.g., razing a structure, deforestation of
land for farming, etc.). Examples of a naturally occurring
change may include formation of a landiform (e.g., a vol-
cano, a clift

, a nver, etc.), growth ol vegetation, and/or
erosion of land.

For various reasons, these changes may be of interest to
a user and/or a system. For istance, depending on the types
of changes occurring 1n an area, such changes may be
indicative of an area that 1s experiencing economic devel-
opment, corporate development, military development, and/
or climate change of interest, as possibilities.

OVERVIEW

In order to detect changes 1n a given area, a system may
be configured to obtain two or more successive images of the
given area that were captured at different times and then
perform an analysis to detect any changes between the
successive 1mages, which may be indicative of the changes
in the given area. However, existing processes for image
change detection often do not lead to an accurate indication
of the changes that have actually occurred 1n the given area,
because these processes are unable to distinguish between
different temporal patterns of change that may appear 1n the
1mages.

For instance, certain changes that are detected between
successive 1mages of the given area may be changes in
temporary items that come and go in such images, like
clouds, vehicles, people, etc., as opposed to a more perma-
nent change that has taken place at the given area itself (such
as the man-made or natural changes described above). The
existing processes for image change detection are generally
unable to distinguish between a temporary change caused by
a change in cloud cover, vehicles, people, etc. (which may
be referred to herein as “transient” or “reverting” changes)
and a more permanent change to the given area 1tself that 1s
caused by a man-made or naturally-occurring change to the
landscape of a geographic area.

Moreover, with respect to more permanent changes to the
given area 1tself, existing processes for image change detec-
tion are also generally unable to determine what state that
change 1s 1. For example, existing processes for image
change detection are unable to determine whether a change
between successive 1mages ol the given area reflects the
final state of a change to the given area that has since
remained substantially the same over some meaningiul
period ol time (which may be referred to herein as a
“persistent change™) or whether 1t represent some interme-
diate state of a change that 1s 1n process and evolving (which
may be referred to herein as an “ongoing change™).

Thus, there 1s a need for a more accurate process for
detecting changes between successive images ol a given
area that 1s able to 1dentily temporal patterns of change that
may appear in the images, such as persistent changes,
ongoing changes, and/or reverting changes.
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2

Disclosed herein are improved methods for identifying a
temporal pattern of change (or generally a particular type of
change) 1n an area (e.g., persistent changes vs. non-persis-
tent changes) by analyzing successive images of the area of
interest that are captured at diflerent times. In practice, the
disclosed methods for identifying such changes may be
carried out 1 a network arrangement that may include an
image data source, an 1image data analysis platform, and a
client station that are communicatively coupled via a com-
munication network. However, the disclosed methods may
be carried out in other systems and/or by other devices as
well.

The 1mage data source may maintain images ol various
areas. These areas may take many diflerent various forms,
examples of which may include vacant land, a miming site,
a construction site, a manufacturing plant, an airport, an oil
field, a gas field, a city, town, neighborhood, etc. The images
may be captured via a camera which 1n some instances may
be mounted on a satellite or drone, as examples. Further, the
images may be overhead imagery of the areas or may take
some other form such as non-overhead images or even
video. In accordance with the present disclosure, the 1image
data source may maintain, for each given area, a set of at
least three successive images captured at different points 1n
time for a given area. The time interval between any two
successive 1images of the given area may vary depending on
the implementation, and 1n practice, this time interval could
be on the order of days, weeks, months, or even years, as
examples. However, 1t should also be understood that the
time interval between successive images for a given area can
impact whether a change 1s persistent or non-persistent, as
described in further detail below.

Each image maintained by the image data source may
comprise a respective set of 1mage data, which may take
various forms. For instance, a respective set of image data
for a given 1image may include an ordered array of pixels,
such as a one dimensional or multi-dimensional array of
pixels, where each pixel may be associated with a spatial
location and a set of one or more intensity values and/or
color values. The intensity may be indicative of the amount
of electromagnetic radiation within a particular band of
frequencies for that pixel in the image. In another example,
the intensity value may be a numerical value indicative of a
gray level of the pixel. For example, pixels associated with
rocks and trees may have an intensity value close to the
minimum value and pixels associated with clouds may have
an intensity value close to the maximum value. The color
value may be represented as a set ol numerical values
indicative of an amount of red, green, or blue content 1n a
pixel. The intensities can also correspond to frequency bands
outside the visible light spectrum, such as infrared or ultra-
violet radiation, or to physical quantities other than radiation
such as elevation levels. Other vanations are also possible.

In practice, the pixels in each respective set of 1image data
for a given area may be divided mto respective subsets of
pixels, where each subset of pixels forms a given type of
shape such as a polygon (e.g., a rectangle) or a curved shape
(e.g., a circle). In this disclosure, regardless of shape, these
respective subsets of pixels may be referred to as “pixel
blocks.” As one representative example, the pixels in a set of
image data may be divided into N xN,, rectangular pixel
blocks, where N 1s the number of pixels in the vertical
dimension included in each pixel block and N, is the
number of pixels in the horizontal dimension included in
cach pixel block. Image data organized 1n this manner may
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then enable the disclosed system to perform its analysis of
the 1image data based on groups of pixels 1n addition to or
instead of individual pixels.

In each respective set of image data for a given area, the
respective pixels and pixel blocks represent respective sub-
areas of the given area. For example, each individual pixel
in the set of image data represents a very small sub-area of
the given area, while each pixel block in the set of 1image
data represents a relatively larger sub-area of the given area.
A system configured according to the disclosed method may
evaluate the 1mages for changes on a pixel-by-pixel level, a
pixel block-by-block level, or based on some other subdi-
vision ol the area. For example, instead of dividing up and
analyzing image data based on pixels, a system may divide
up and analyze image data based on distinct objects 1denti-
fied 1n the image. Other examples are possible as well. In
this disclosure, the term “sector” may be used to refer any
discrete sub-area of a given area that 1s analyzed by a system
configured according to the disclosed method, examples of
which may include a pixel-sized sub-area, pixel-block-sized
sub-area, a sub-area 1n which a discrete object 1s located (or
not located), and/or a sub-area that i1s defined in some other
mannet.

Further, each respective set of image data for a given area
may include or be associated with an indication of the time
at which the image was captured. This indication may take
various forms. As one possible example, the indication of
the capture time may include a representation of the par-
ticular date when the 1mage was captured (e.g., month, day,
year) and perhaps also a representation of the particular time
of day (e.g., hour, minute, and second) when the 1image was
captured. The indication of capture time may take many
other forms as well.

Further yet, each respective set of image data for a given
area may include or be associated with location data for the
given area. For example, the location data included 1n a
respective set of 1image data for a given area may 1nclude a
set of geographic coordinates that identifies a location of the
given area, such as latitude and/or longitude, Cartesian
coordinates, and/or GPS coordinates. For example, the loca-
tion data may include a set of geographic coordinates that
defines a boundary of the given area. As another example,
the location data included in a respective set of 1mage data
for a given area may include an array of geographic coor-
dinates that corresponds to the array of pixels for the given
area. In this respect, the array of geographic coordinates may
take various forms, examples of which may include a set of
coordinates that each correspond to a respective pixel, a set
of coordinates that each correspond to respective pixel
block, or some other set of coordinates that bears a rela-
tionship to the image’s array of pixels. In addition, each
respective set ol 1image data for a given area may also
include or be associated with a geocode or the like, which
the 1image data source may use to look up and access the set
of 1mage data.

The image data analysis platiorm, in turn, may generally
be configured to obtain a set of successive 1images for a given
arca ifrom the image data source and then analyze the
successive 1images to 1dentily one or more temporal patterns
of change 1n the given areca. The image data analysis
platform may carry out these functions 1n various manners.

For instance, the image data analysis platform may first
identify the given area that 1s to be analyzed for persistent
changes. The 1image data analysis platform may perform this
identification in various manners.

As one possibility, the 1image data analysis platform may
be configured to 1dentity the given area to analyze for one or
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4

more temporal patterns of change based on data received
from the client station via the commumnication network. For
instance, the client station may display a user interface
(which may be controlled by the image data analysis plat-
form) that enables a user to select a given area that 1s to be
analyzed for persistent changes. This user interface may take
various forms, examples ol which may include an interac-
tive map that enables the user to select the given area
graphically and/or a set of text entry fields that enable the
user to select the given area by mputting text that identifies
the given area (e.g., a geocode, a set of geographic coordi-
nates, etc.).

As another possibility, the 1image data analysis platform
may be configured to 1dentify the given area to analyze for
one or more temporal patterns of change based on data
indicating potential areas of interest. For example, the image
data analysis server may maintain and/or otherwise have
access to a list of areas that should be periodically analyzed
for persistent changes (which may be generated by the
platform 1tself or received from an external system), and the
image data analysis platform may i1dentily the given area to
analyze based on this list.

As vyet another possibility, the 1image data analysis plat-
form may then be configured to identily the given area to
analyze for one or more temporal patterns of change based
on a notification. The notification may come from the image
data source which 1s configured to notily the image data
analysis platform when new 1mage data becomes available
for a given area.

The 1mage data analysis platform may be configured to
identify the given area to analyze for one or more temporal
patterns of change in other manners as well.

After identilying the given area to analyze for one or more
temporal patterns ol change, the 1image data analysis plat-
form may obtain a set of successive 1mages for the given
area Irom the image data source. For example, the image
data analysis platform may send a request to the 1mage data
server that includes an 1dentification of the given area (e.g.,
a geocode, a set of geographic coordinates, etc.), and as a
result of this request, the 1image data analysis platform then
receive a set of successive 1mages for the given area. As
another example, the image data source may be configured
to automatically send (or “push™) an updated set of succes-
s1ve 1mages of a given area captured at different times to the
image data analysis platform after a new 1image for the given
area becomes available to the 1image data source. The image
data analysis platform may obtain a set of successive images
for the given area from the image data source in other
manners as well.

After recerving the set of successive images for the given
area, the 1mage data analysis platform may then analyze the
successive 1mages to 1dentify one or more temporal patterns
of change in the given area, such as persistent changes,
ongoing changes, and/or transient changes. In accordance
with the present disclosure, the image data analysis platform
may perform this analysis 1n various manners.

According to one example embodiment, the 1image data
analysis platform may be configured to identify one or more
temporal patterns of change 1n a given area based on a set of
three successive 1mages of the given area, where the first
image 1n time may be referred to as the “reference” 1mage,
the second 1mage 1n time may be referred to as the “target”
image, and the third image in time may be referred to as the
“target-plus-one” 1mage. In this embodiment, the disclosed
process for analyzing the successive images to identify
persistent changes may generally mnvolve (1) comparing the
reference 1mage to the target image to detect any changes
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between those two 1mages of the given area, (2) comparing,
the reference 1image to the target-plus-one image to detect
any changes between those two 1mages of the given area,
and (3) comparing the target image to the target-plus-one
image to detect the absence of any changes between those
two 1mages of the given area.

The 1mage data analysis platform may then evaluate the
results of these three comparisons to identily a temporal
pattern of change in the given area. For example, the image
data analysis platform may evaluate the results of these three
comparisons to 1dentily any sub-area of the given area that
exhibits a change from reference to target, a change from
reference and target-plus-one, and an absence of change
from target to target-plus-one, which 1s then deemed to be a
persistent change (1.e., a change to the sub-area that has
occurred and then remained substantially the same over
some meaningful time interval). As another example, the
image data analysis platform may evaluate the results of
these three comparisons to 1dentily any sub-area of the given
area that exhibits a change from reference to target, a change
from reference to target-plus-one, and a change from target
to target-plus-one, which 1s then deemed to be an ongoing,
change (1.e., a change to the sub-area that 1s 1n-process and
evolving). As yet another example, the image data analysis
platform may evaluate the results of these three comparisons
to 1dentily any sub-area of the given area that exhibits a
change from reference to target, a change from target to
target-plus-one, and an absence of change from reference to
target-plus-one, and which 1s then deemed to be a reverting
change (1.¢., a temporary change to the sub-area followed by
a reversion back to the sub-area’s initial state). This example
embodiment will now be described 1n further detail.

In the first step of this example embodiment, the platform
may compare the reference image to the target image to
detect any changes between those two 1mages. In practice,
the platform may evaluate the 1mages at a pixel level, a pixel
block level, or based on some other subdivision of the area.
For instance, 1f the evaluation 1s being performed at a pixel
block level, the platform may compare each pixel block in
the reference 1image to 1ts complementary pixel block in the
target 1image (1.e., the pixel blocks representing the same
sector of the given area) and thereby determine a first
likelihood of change between each pair of complementary
pixel blocks at the different instances of time. In one
example, the first likelithood of change may be represented
as a probability value ranging from a minimum value of 0%
to a maximum value of 100%, where a probability value
closer to 0% indicates that there 1s a low likelihood of there
being a change between the pair of complementary pixel
blocks 1n the reference and target images and a probability
value that 1s closer to 100% 1indicates that there 1s a high
likelithood of there being a change between the pair of
complementary pixel blocks in the reference and target
images. Thus, as a result of this comparison, the platiorm
may generate an array of probability values that indicate a
first likelithood of change between the reference and target
images for each respective sector of the given area.

Turning to the second step of this example embodiment,
the 1mage data analysis platform may compare the reference
image to the target-plus-one image to detect any changes
between those two i1mages. As above, the platform may
perform this evaluation at a pixel level, a pixel block level,
or based on some other subdivision of the area. For instance,
if the evaluation 1s being performed at a pixel block level,
the platform may compare each pixel block 1n the reference
image to its complementary pixel block 1n the target-plus-
one 1mage (1.e., the pixel blocks representing the same sector
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of the given area) and thereby determine a second likelihood
of change (e.g., a probability value) between the reference
and target-plus-one 1mages for each respective sector of the
grven area.

In the third step of this example embodiment, the 1mage
data analysis platform may compare the target image to the
target-plus-one 1mage to detect a likelihood of change
between those two i1mages. As above, the platform may
perform this evaluation at a pixel level, a pixel block level,
or based on some other subdivision of the area. For instance,
if the evaluation 1s being performed at a pixel block level,
the platform may compare each pixel block 1n the target
image to its complementary pixel block 1n the target-plus-
one 1mage (1.e., the pixel blocks representing the same sector
of the given area) and thereby determine a third likelihood
of change (e.g., a probability value) between the target and
target-plus-one i1mages for each respective sector of the
grven area.

The platform may use any technique now known or later
developed to detect changes during these pairwise compari-
sons of the 1mages, one example of which may take the form
of an 1teratively reweighted multivariate alteration detection
(IR-MAD) technique.

After carrying out the three pairwise comparisons
described above for each sector of the image, the image data
analysis platform may then evaluate the results of the three
pairwise comparisons to i1dentify a temporal pattern of

change 1n the given area. This evaluation may take various
forms.

In one implementation, the image data analysis platform
may be configured to compare the respective likelihood of
change values output by each of the three pairwise com-
parisons to a respective threshold value, and then identify
whether any sub-area of the given area exhibits the temporal
pattern of change based on the results of these three thresh-
old comparisons.

For instance, the platform may compare the first likeli-
hood of change value for each respective sector of the given
area to a first threshold level to determine whether there has
been a meaningiul change between the between the refer-
ence and target 1images 1n each sector. Based on this com-
parison, the 1mage data analysis platform may determine
that there has been a change between the reference and target
images 1 a given sector 1f the first likelihood of change
value for the given sector exceeds the first threshold level.
On the other hand, the image data analysis platform may
determine that there has been no change between the refer-
ence and target 1mages 1n a given sector (or at least that it 1s
inconclusive as to whether there has been a change in the
given sector) 1f the first likelithood of change value for the
given sector does not exceed the first threshold level.

Next, the platform may compare the second likelithood of
change value for each respective sector of the given area to
a second threshold level (which might be the same or
different from the first threshold level) to determine whether
there has been a meaningtul change between the between the
reference and target-plus-one 1mages 1n each sector. Based
on this comparison, the image data analysis platform may
determine that there has been a change between the refer-
ence and target-plus-one 1mages 1 a given sector 1f the
second likelthood of change value for the given sector
exceeds the second threshold level. On the other hand, the
image data analysis platform may determine that there has
been no change between the reference and target-plus-one
images 1n a given sector (or at least that 1t 1s inconclusive as
to whether there has been a change in the given sector) if the
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second likelithood of change value for the given sector does
not exceed the second threshold level.

Lastly, the platform may compare the third likelihood of
change value for each respective sector of the given area to
a third threshold level (which may be the same or different
from the first and/or second threshold levels) to determine
whether there has been a meaningiul change between the
between the target and target-plus-one 1mages 1n the given
sector. Based on this comparison, the image data analysis
plattorm may determine that there has been a change
between the target and target-plus-one 1images in a given
sector 1f the third likelihood of change value for the given
sector exceeds the third threshold level. On the other hand,
the 1image data analysis platform may determine that there
has been no change (1.e., that there 1s an absence of change)
between the target and target-plus-one 1images in the given
sector 1f the third likelihood of change value for the given
sector does not exceed the third threshold level.

In turn, the 1mage data platform may evaluate the results
of these threshold comparisons to 1dentily a temporal pattern
of change 1n the given area. For example, the platform may
identily persistent changes 1n the given area by 1dentifying
any sector of the given area (e.g., any set of complementary
pixel blocks) that has (1) a first likelihood of change value
between the reference and target images that exceeds the
first threshold value (which indicates a change between the
first and second 1nstances of time), (2) a second likelihood
of change value between the reference and target-plus-one
images that exceeds the second threshold value (which
indicates a change between the first and third instances of
time), and (3) a third likelihood of change value between the
target and target-plus-one 1mages that falls below the third
threshold value (which indicates the absence of a change
between the second and third instances of time). Such a
combination demonstrates that a change occurred in the
sector of the given area between the first and second
instances of time and that the same change persisted
between the second and third instances of time, thereby
indicating a persistent change.

As another example, the platform may i1dentily ongoing
changes in the given area by identifying any sector of the
given area (e.g., any set of complementary pixel blocks) that
has (1) a first likelihood of change value between the
reference and target images that exceeds the first threshold
value (which indicates a change between the first and second
instances of time), (2) a second likelihood of change value
between the reference and target-plus-one 1mages that
exceeds the second threshold value (which indicates a
change between the first and third instances of time), and (3)
a third likelihood of change value between the target and
target-plus-one 1images that exceeds the third threshold value
(which indicates a change between the second and third
instances of time). Such a combination demonstrates that
there was a change in the sector of the given area between
the first and second instances of time and then another
change 1n the sector between the second and third 1nstances
of time, thereby indicating an ongoing change.

As yet another example, the platform may 1dentily revert-
ing changes 1n the given area by 1dentifying any sector of the
given area (e.g., any set of complementary pixel blocks) that
has (1) a first likelihood of change value between the
reference and target images that exceeds the first threshold
value (which indicates a change between the first and second
instances of time), (2) a second likelihood of change value
between the reference and target-plus-one 1mages that falls
below the second threshold value (which indicates an
absence of change between the first and third instances of
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time), and (3) a third likelihood of change value between the
target and target-plus-one i1mages that exceeds the third
threshold value (which indicates a change between the
second and third instances of time). Such a combination
demonstrates that there was a change in the sector of the
given area between the first and second 1nstances of time but
that the sector reverted back to 1ts 1nitial state between the
second and third instances of time, thereby indicating a
reverting change.

Other implementations for evaluating the results of the
three pairwise comparisons to identily a temporal pattern of
change in the given area exist as well. For instance, instead
of comparing the respective outputs of the pairwise com-
parison to respective thresholds and then identifying a
temporal pattern of change based on the results of those
threshold comparisons, the platform may be configured to
aggregate the respective outputs of the pairwise comparisons
together 1nto an aggregated value (e.g., by multiplying the
outputs together) and then comparing the aggregated value
to a single threshold value. In this respect, the manner in
which the respective outputs of the pairwise comparisons are
agoregated together 1s dictated by the temporal pattern of
change that the platform i1s attempting to identify. For
example, 11 the platform 1s attempting to 1dentify a persistent
change, the platform may multiply the first likelihood value,
the second likelihood value, and the complement of the third
likelihood value (such that the value 1s represented 1n terms
ol absence of change). As another example, 1t the platform
1s attempting to identily an ongoing change, the platiorm
may multiply the first likelithood value, the second likeli-
hood value, and the third likelihood value. As yet another
example, 11 the platform 1s attempting to identify a reverting
change, the platform may multiply the first likelihood value,
the complement of the second likelihood value (such that the
value 1s represented in terms of absence of change), and the
third likelihood value. Other implementations are possible
as well.

After analyzing the successive images of the given area,
the plattorm may then generate output data indicating where
one or more temporal patterns of change have been 1denti-
fied 1n the given area. This output data may take various
forms.

In one implementation, the output data may take the form
of an array of indicators, where each indicator in the array
corresponds to a respective sector of the given area and
indicates whether a temporal pattern change (e.g., a persis-
tent change) has been 1dentified 1n that sector. The indicators
themselves might take various forms. As one example, the
indicator corresponding to each respective sector may take
the form of a binary one or zero value, where a one value
indicates a presence of a temporal pattern of change 1n the
respective sector and a zero value indicates an absence of a
temporal pattern of change 1n the respective sector (or vice
versa).

As another example, the indicator corresponding to each
respective sector may take the form of a probability value
(which may also be referred to herein as a “confidence
level”) ranging from 0 to 100%, where a value closer to 0%
indicates that a temporal pattern of change is less likely to
have occurred at the given sector and a value closer to 100%
indicates that the temporal pattern of change 1s more likely
to have occurred at the given sector. In practice, this con-
fidence level may be determined based on the probability
values discussed above. For instance, 1f a given sector
exhibits a likelithood of change between the reference and
target 1mages that comfortably exceeds the first threshold, a
likelihood of change between the reference and target-plus-
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one 1mages that comfortably exceeds the second threshold,
and a likelihood of change between the target and target-
plus-one 1mages that comiortably falls below the third
threshold, the image data analysis platform may have a
higher confidence level 1n 1ts determination that the given
sector exhibits a persistent change. On the other hand, 1f a
given sector exhibits a likelihood of change between the
reference and target images that barely exceeds the first
threshold, a likelithood of change between the reference and
target-plus-one 1mages that barely exceeds the second
threshold, and a likelihood of change between the target and
target-plus-one 1mages that barely falls below the third
threshold, the image data analysis platform may have a
lower confidence level 1n 1ts determination that the given
sector exhibits a persistent change.

In another implementation, the output data indicating
where one or more temporal patterns of change have been
identified 1 the given area may include location data for
cach sub-area of the given area that exhibits a temporal
pattern change, where the sub-area may be an individual
sector or a broader region that encompasses multiple sectors.
In this respect, the platform may perform a further analysis
of the data identifying the sectors in which a temporal
pattern of change has been identified to identily broader
regions 1n the given area where there are “clusters” of such
sectors. For example, the platform may look at a set of
sectors 1n a broader region of the given area (e.g., sectors
within a given distance of one another) to determine the
extent ol sectors within that region that exhibit a temporal
pattern of change. If the determined extent exceeds a thresh-
old (e.g., a threshold percentage, threshold total number,
etc.), the platform may determine that the broader region
exhibits the temporal pattern of change and then generate
location data for that broader region, which may be included
in the output data for the given area.

The output data indicating where one or more temporal
patterns of change have been 1dentified 1n the given area may
take other forms as well.

After identifying one or more regions 1n the given area
that exhibit a temporal pattern of change, the image data
analysis platform may take various actions.

In one example, the 1mage data analysis platform may
cause the client station 1n the network arrangement to
display a visual representation of the one or more sectors (or
regions) in the given area that exhibit the temporal pattern of
change. For example, the visual representation may the form
of a map of the given area that includes indicators of the one
or more sectors (or regions) that exhibit the temporal pattern
of change. In addition to the indicators of the one or more
regions that exhibit the temporal pattern of change, the map
could also optionally include indicators of other sectors (or
regions) that exhibit other temporal patterns of change as
well. In this respect, different colors may be used to identify
the different types of changes on the map. To illustrate,
pixels associated with persistent changes may be shown as
one color, while pixels associated with other temporal
patterns of change (e.g., reverting and/or ongoing changes)
may be shown as other colors. In some examples, the visual
representation may also include an indication of the image
data analysis platform’s confidence level 1n its 1dentification
of each sector (or region) that exhibits a temporal pattern of
change. For example, if the visual representation takes the
form of a map as described above, the size, color, and/or
transparency level of the indicator for a given sector (or
region) may retlect the image data analysis platform’s
confidence level 1n its determination that the given sector (or
region) exhibits the temporal pattern of change.
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In a second example, the 1image data analysis platform
may provide a notification instead of or 1n addition to the
described visual representation. The notification may take
the form of a message such as an email or text message or
audible i1ndication that the temporal pattern of change has
been detected 1n a sector (or region).

As discussed above, the examples provided herein are
related to a method and a corresponding system for identi-
tying a particular temporal pattern of change (e.g., persistent
change) 1n an area of interest by analyzing successive
images ol the area of interest that are captured at different
times.

In one aspect, a first method 1s disclosed. According to the
first method, a set of successive 1mages 1s receirved for a
given area from an 1image data source via a communication
network, wherein the set of successive images comprises a
first image captured at a first time, a second 1image captured
at a second time, and third 1image captured at a third time,
and wherein the given area comprises a plurality of sectors.
A determination 1s made for each respective sector of the
grven area of (1) a first likelihood of change between the first
image captured at the first time and the second image
captured at the second time, (11) a second likelthood of
change between the first image captured at the first time and
the third 1mage captured at the third time, and (111) a third
likelihood of change between second 1mage captured at the
second time and the third image captured at the third time.
The first, second, and third likelihood of change for each
respective sector of the given area 1s evaluated to i1dentify
any sector of the given area that exhibits a given type of
change. Data 1s output to a client station via the communi-
cation network indicating that the given type of change has
occurred at each identified sector of the given area.

In another aspect, a second method 1s disclosed. Accord-
ing to the second method, a set of successive 1mages 1s
received for a given area from an image data source via a
communication network, wherein the set of successive
images comprises a first image captured at a {first time, a
second 1mage captured at a second time, and third 1image
captured at a third time. A first comparison 1s performed
between the first image captured at the first time and the
second 1mage captured at the second time to detect any
change between the first and second images. A second
comparison 1s performed between the first image captured at
the first time and the third image captured at the third time
to detect any change between the first and third 1mages. A
third comparison 1s performed between the second image
captured at the second time and the third 1image captured at
the third time to detect an absence of any change between
the second and third images. Based on the first, second, and
third comparisons, at least one sub-area of the given area 1s
identified that exhibits a change between the first and second
images, a change between the second and third images, and
an absence of change between the second and third images.
Data 1s output to a client station via the communication
network indicating that a persistent change has occurred at
the at least one sub-area of the given area.

In yet another aspect, a computer system 1s disclosed. This
computer system includes a network interface that 1s con-
figured to commumnicatively couple the computing system to
(a) at least one 1mage data source and (b) at least one client
station; at least one processor; a non-transitory computer-
readable medium; and program instructions stored on the
non-transitory computer-readable medium that are execut-
able by at least one processor to cause the computing system
receive a set of successive images for a given area from an
image data source via the network interface, wherein the set
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ol successive 1mages comprises a first image captured at a
first time, a second 1mage captured at a second time, and
third 1mage captured at a third time, and wherein the given
areca comprises a plurality of sectors; determine, for each

respective sector of the given area, (1) a first likelithood of >

change between the first image captured at the first time and
the second 1image captured at the second time, (1) a second
likelihood of change between the first image captured at the
first time and the third image captured at the third time, and
(11) a thurd likelihood of change between second image
captured at the second time and the third 1mage captured at
the third time; evaluate the first, second, and third likelihood
of change for each respective sector of the given area to
identily any sector of the given area that exhibits a given
type of change; and output, to a client station via the network
interface, data indicating that the given type of change has
occurred at each identified sector of the given area.

In a fourth aspect, a computing system comprises: a
network interface configured to communicatively couple the
computing system to (a) at least one 1mage data source and
(b) at least one client station; at least one processor; a
non-transitory computer-readable medium; and program
instructions stored on the non-transitory computer-readable
medium that are executable by the at least one processor to
cause the computing system to: receive a set ol successive
images for a given area from an 1mage data source via the
network interface, wherein the set ol successive 1mages
comprises a first image captured at a first time, a second
image captured at a second time, and third image captured
at a third time; perform a first comparison between the first
image captured at the first time and the second image
captured at the second time to detect any change between the
first and second 1mages; perform a second comparison
between the first image captured at the first time and the
third 1mage captured at the third time to detect any change
between the first and third images; perform a third compari-
son between the second 1image captured at the second time
and the third image captured at the third time to detect an
absence of any change between the second and third images;
based on the first, second, and third comparisons, identify at
least one sub-area of the given area that exhibits a change
between the first and second 1mages, a change between the
second and third images, and an absence of change between
the second and third 1mages; and output, to a client station
via the network interface, data indicating that a persistent
change has occurred at the at least one sub-area of the given
area.

One of ordinary skill 1n the art will appreciate these as

well as numerous other aspects 1n reading the following
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts an example network configuration 1n which
example embodiments may be implemented.

FIG. 2 1s a functional block diagram of an example image
data analysis platform.

FIG. 3 1s a flow diagram of example functions associated
with detecting one or more temporal patterns of change in
images ol an area.

FIG. 4 shows an example of image data in the form of a
two-dimensional array.

FIG. 5 shows an example of successive images that are
captured at different times and used to detect one or more
temporal patterns of change 1n an area.

10

15

20

25

30

35

40

45

50

55

60

65

12

FIG. 6 shows an example set of images including a
reference 1mage, target image, and target-plus-one image
having pixel blocks.

FIG. 7 shows an example map for an area of interest.

FIG. 8 illustrates use of a sliding window to facilitate
monitoring of a temporal patterns of change.

The drawings are for purpose of illustrating example
embodiments, but it 1s understood that the inventions are not
limited to the arrangements and instrumentality shown in the
drawings.

DETAILED DESCRIPTION

The following disclosure refers to the accompanying
figures and several exemplary scenarios. One of ordinary
skill 1n the art will understand that such references are for the
purpose of explanation only and are therefore not meant to
be limiting. Part or all of the disclosed systems, devices, and
methods may be rearranged, combined, added to, and/or
removed 1n a variety of manners, each of which 1s contem-
plated herein.

I. Example Network Configuration

Turning now to the figures, FIG. 1 depicts an example
network configuration 100 1n which example embodiments
may be implemented. At its core, the network configuration
100 may include an 1image data analysis platform 102 which
1s configured to communicate via a communication network
104 with one or more 1image data sources such as represen-
tative 1mage data source 106 and one or more output
systems, such as representative client station 108. It should
be understood that the network configuration 100 may
include various other systems as well.

Broadly speaking, the image data analysis platform 102
may be configured to receive, process, and/or analyze
images of an area to determine persistent changes in the
area. For instance, the image data analysis platform 102 may
include one or more servers (or the like) having hardware
components and software components that are configured to
carry out one or more of the functions disclosed herein for
receiving, processing, and/or analyzing the images. Addi-
tionally, the image data analysis platform 102 may include
one or more user interface components that enable an 1mage
data analysis platiorm user to interface with the one or more
servers. In practice, the image data analysis platform 102
may be located 1n a single physical location or distributed
amongst a plurality of locations, and may be communica-
tively linked via a system bus, a communication network
(e.g., a private network), or some other connection mecha-
nism.

As shown 1n FIG. 1, the image data analysis platform 102
may be configured to communicate, via the communication
network 104, with the one or more 1image data sources and
one or more output systems in the network configuration
100. For example, the image data analysis platform 102 may
receive for a given area via the communication network 104
successive 1mages captured at diflerent times from the 1mage
data source 106. The set of 1mages may take the form of
successive 1mages of natural and artificial features of a given
area, among other examples, captured at different times for
the given area. As another example, the 1mage data analysis
platform 102 may transmit output data based on processing,
and/or analyzing the images, via the communication net-
work 104, for receipt by an output system, such as the client
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station 108. The image data analysis platform 102 may
engage 1n other types of communication via the communi-
cation network 104 as well.

In general, the communication network 104 may include
one or more computing systems and network infrastructure
configured to facilitate transferring data between the com-
puting system and the one or more sources, and/or output
systems 1n the network configuration 100. The communica-
tion network 104 may be or may include one or more
Wide-Area Networks (WANs) and/or Local-Area Networks
(LANSs), which may be wired and/or wireless and may
support secure communication. In some examples, the com-
munication network 104 may include one or more cellular
networks and/or the Internet, among other networks. The
communication network 104 may operate according to one
or more communication protocols, such as LTE, CDMA,
GSM, LPWAN, WiFi1, Bluetooth, Ethernet, HTTP/S, TCP,
CoAP/DTLS and the like. Although the communication
network 104 1s shown as a single network, 1t should be
understood that the communication network 104 may
include multiple, distinct networks that are themselves com-
municatively linked. Further, 1n example cases, the commu-
nication network 104 may facilitate secure communications
between network components (e.g., via encryption or other
security measures). The communication network 104 could
take other forms as well.

Further, although not shown, the communication path
between the image data analysis platform 102 and the one or
more 1mage data sources and/or output systems may include
one or more intermediate systems. For example, the one or
more 1image data sources may send 1mages to one or more
intermediary systems, such as a gateway, and the computing
system may then be configured to receive the images from
the one or more intermediary systems. As another example,
the image data analysis platform 102 may communicate with
an output system via one or more mtermediary systems, such
as a host server (not shown). Many other configurations are
also possible.

In general, the image data source 106 may be configured
to maintain, e.g., collect, store, and/or provide, sets of
images captured by a satellite, camera, drone, and/or other
remote-sensor images relevant to the functions performed by
the 1mage data analysis platform 102. The image data source
106 could take the form of an image server which has
hardware, e.g., storage, and software to maintain the sets of
images. Further, the image server may include a plurality of
different 1image data servers where 1mages for certain areas
and/or 1mages captured at certain times are maintained by
certain servers. The image server may also maintain image
data associated with the images. The image data may include
an ordered array of pixels for a given image, a time indicator
indicating a time when the given image was captured,
location data which indicates a location of a given area
associated with the given image, among other types of image
data as described 1n further detail below.

The image data analysis platform 102 may receive images
from the image data source 106 1n various manners. For
example, the 1image data analysis platform 102 may be
configured to periodically request and receive images from
the 1mage data source 106. In another example, the 1image
data analysis platform 102 may receive images from the
image data source 106 by ““subscribing” to a service pro-
vided by the image data source 106. The 1mage data analysis
plattorm 102 may receive images from the image data
source 106 1n other manners as well.

The client station 108 may take the form of a system or
device configured to access and enable a user to interact with
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the 1mage data analysis platiorm 102. To facilitate this, the
client station 108 may include hardware components such as

a user interface, a network interface, a processor, and data
storage, among other components. Additionally, the client
station 108 may be configured with software components
that enable interaction with the 1mage data analysis platform
102, such as a web browser that 1s capable of accessing a
web application provided by the image data analysis plat-
form 102 or a native client application associated with the
computing system, among other examples. Representative
examples of client stations 108 may include a desktop
computer, a laptop, a netbook, a tablet, a smartphone, a
personal digital assistant (PDA), or any other such device
now known or later developed.

11.

Example Image Data Analysis Platform

FIG. 2 1s a simplified block diagram illustrating some
components that may be included 1n an example 1mage data
analysis platform 200 from a structural perspective. In line
with the discussion above, the image data analysis platform
200 may generally comprise one or more computer systems
(e.g., one or more servers), and these one or more computer
systems may collectively include at least a processor 202,
data storage 204, network interface 206, and perhaps also a
user interface 210, all of which may be communicatively
linked by a communication link 208 such as a system bus,
network, or other connection mechanism.

The processor 202 may include one or more processors
and/or controllers, which may take the form of a general or
special-purpose processor or controller. In particular, 1n
example implementations, the processing unit 202 may
include microprocessors, microcontrollers, application-spe-
cific mtegrated circuits, digital signal processors, and the
like.

In turn, data storage 204 may comprise one or more
non-transitory  computer-readable  storage  mediums,
examples of which may include volatile storage mediums
such as random access memory, registers, cache, etc. and
non-volatile storage mediums such as read-only memory, a
hard-disk drive, a solid-state drive, flash memory, an optical-
storage device, efc.

As shown in FIG. 2, the data storage 204 may be
provisioned with software components that enable the image
data analysis platform 200 to carry out the functions dis-
closed herein. These software components may generally
take the form of program instructions that are executable by
the processor 202, and may be arranged together into
applications, software development Kkits, toolsets, or the like.
In addition, the data storage 204 may also be provisioned
with one or more databases that are arranged to store data
related to the functions carried out by the image data
analysis plattorm 200, examples of which include time-
series databases, document databases, relational databases
(e.g., MySQL), key-value databases, and graph databases,
among others. The one or more databases may also provide
for polyglot storage.

The network interface 206 may be configured to facilitate
wireless and/or wired communication between the image
data analysis platform 200 and various network components
via the communication network, such as 1mage data sources
and client stations. As such, network interface 206 may take
any suitable form for carrying out these functions, examples
of which may include an Ethernet interface, a serial bus
interface (e.g., Firewire, USB 2.0, etc.), a chipset and
antenna adapted to facilitate wireless communication, and/or
any other interface that provides for wired and/or wireless
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communication. Network interface 206 may also include
multiple network interfaces that support various diflerent

types of network connections, some examples of which may
include Hadoop, FTP, relational databases, high frequency
data such as OSI PI, batch data such as WL, and Base64.
Other configurations are possible as well.

The example 1image data analysis platform 200 may also
support a user mterface 210 that 1s configured to facilitate
user interaction with the platform 200. Additionally, the user
interface 210 may be used to cause the image data analysis
platiorm 200 to perform an operation. This user interface
210 may include or provide connectivity to various 1nput
components, examples of which include touch-sensitive
interfaces, mechanical interfaces (e.g., levers, buttons,
wheels, dials, keyboards, etc.), and other mput interfaces
(e.g., microphones). Additionally, the user interface 210 may
include or provide connectivity to various output compo-
nents, examples of which may include display screens,
speakers, headphone jacks, and the like. Other configura-
tions are possible as well, including the possibility that the
user interface 210 1s embodied within a client station that 1s
communicatively coupled to the example platform.

III. Example Operations

Example operations of the example network configuration
100 depicted in FIG. 1 will now be discussed 1n further detail
below. To help describe some of these operations, flow
diagrams may be referenced to describe combinations of
operations that may be performed. In some cases, each block
may represent a module or portion of program code that
includes instructions that are executable by a processor to
implement specific logical functions or steps 1n a process.
The program code may be stored on any type of computer-
readable medium, such as non-transitory computer-readable
media. In other cases, each block may represent circuitry
that 1s wired to perform specific logical functions or steps in
a process. Moreover, the blocks shown 1n the flow diagrams
may be rearranged into different orders, combined into fewer
blocks, separated into additional blocks, and/or removed
based upon the particular embodiment.

As noted above, disclosed herein are improved methods
(and corresponding systems and devices) for identifying
temporal patterns of change 1n an area (or generally par-
ticular types of changes 1n the area) by analyzing successive
images ol the area that are captured at different times. The
arca may take different forms, examples of which may
include a localized area such as vacant land, a mining site,
a construction site, a manufacturing plant, an airport, oil
field, a gas field etc. or a larger area such as a city, town,
neighborhood etc. However, the described embodiments are
not limited by the size, location, or nature of the area.

The temporal patterns of change identified by the dis-
closed method may take the form of persistent changes,
ongoing changes, and/or reverting changes. A persistent
change may generally reflect the final state of a change to a
given area that has since remained substantially same over
some meaningful time interval. Examples of persistent
changes may include man-made changes that are at or near
completion, such as the end result of a structure being built,
a pit, trench, etc. being dug, and/or a previously-existing
feature of being destroyed, as well as naturally occurring
changes that are at or near completion, such as the end result
of a landform being formed, vegetation being grown, and/or
land being eroded.

An ongoing change may generally reflect an intermediate
state of a change that 1s 1n process and evolving. An ongoing
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change may be a persistent change that has not yet been
completed, or the result of one change process that is
followed by another change process. Thus, examples of
ongoing changes may also include man-made changes that
are 1n progress, such as the in-progress building of a
structure, the in-progress digging of a pit, trench, etc., and
the m-progress destruction of a previously-existing feature
of an area such as a building, as well as naturally occurring
changes that are 1n progress, such as the i-progress forma-
tion of a landiorm, the mn-progress growth of vegetation,
and/or the in-progress erosion of land.

A reverting (or transient) change may generally retlect a
more temporary change to a given area that 1s followed by
the given area reverting back to its previous state, which
may be caused by transient items such as clouds, snow, rain,
vehicles, people, etc. that may temporarily appear 1n 1images
of the given area.

Further, a time interval between any two successive
images of the area of interest that are captured may vary
depending on the implementation, and 1n practice, this time
interval could be on the order of days, weeks, months, or
cven years. As one possible example, a satellite which
circles the earth every 24 hours might capture the 1image of
an area every 24 hours whenever 1t reaches a same point
over the Earth, in which case the time interval between
images may be 24 hours. As another possible example, a
camera located at a fixed location might capture an 1mage of
the area every year, in which case the time interval may be
1 year. Of course, numerous other examples of time 1ntervals
are possible as well. For example, 1t 1s possible that a set of
successive 1mages having smaller time intervals may be
aggregated together into a single, aggregated 1mage that 1s
representative of the set of images, which may then be
treated as a single 1image by the image data platform. As
another example, it 1s possible that the image data platform
may use successive 1images for a given area having a larger
time 1nterval even where 1mages for the given area having
smaller time intervals are also available (e.g., the platform
may choose to use monthly or even yearly images even if
weekly 1mages are available). As yet another example, 1t 1s
possible that the time iterval between different pairs of

successive 1mages may differ from one another.

It should also be understood that the time interval between
successive 1mages of the area of interest can aflect whether
the change 1n the area 1s a persistent change, ongoing
change, or reverting change. For example, 1f 1t takes one
year to build a building 1n an area and a usetul lifetime of a
building 1s 15 years, then capturing three successive 1images
of the area every 10 years starting when the building 1s built
might show the building being built, completed, and then
torn down 1n the 30-year period. The first image and last
image might look the same 1f the area 1s returned to an
original state of before when the building was built. As a
result, there may be a reverting change 1n the area. In another
example, 1f three successive images of the area are captured
every 5 years starting when the building 1s built, the 1mages
may show no building for a first image and a completed
building 1n the other 1mages. In this case, the area within a
15-year period might show a persistent change. In yet
another example, 11 three successive images of the area are
captured every 30 days starting when the building is built,
the 1mages may show no building for a first image and
images ol a partially completed building at progressing
stages of construction 1n the 1images captured at 60 days and
90 days. In this case, the area within a 90 day period might




US 10,255,526 B2

17

show an ongoing change. There may be many other
examples of persistent changes, ongoing changes, and/or
reverting changes in an area.

FIG. 3 1s a flow diagram of example functions 300
associated with one embodiment of the disclosed process for
detecting one or more temporal patterns of change 1n an
given area, such as persistent changes, ongoing changes,
and/or reverting changes. Briefly, at block 302, images may
be obtamned for a given area. The images may include
successive 1mages ol the given area captured at different
times, where a first image may be a reference image, a
second 1mage may be a target image, and a third image may
be a target-plus-one 1mage. At block 304, the reference
image and the target 1mage may be compared to determine
a likelihood of change in the images. The likelithood of
change may be represented as a probability value. At block
306, the reference 1mage and the target-plus-one 1mage may
be compared to determine a likelihood of change in the
images. At block 308, the target image and the target-plus-
one 1mage may be compared to determine a likelihood of
change 1n the images. At block 310, the respective outputs
of these three pairwise comparisons may be evaluated to
identiy one or more temporal patterns of change i1n the
given area. At block 312, an indication may be output
indicative of the one or more temporal patterns of change
identified in the given area. As described below, the func-
tions 300 at blocks 302-312 may be performed by the image
data analysis platform. However, 1n some cases, one or more
of the 1image data source, client station, or some other
network device may perform these functions instead of or in
addition to the image data analysis platform.

Referring back to FIG. 3, at block 302, the image data
analysis platform may obtain 1mages of a given area, e.g.,
from the data source. The images may be a set of 1images
which, in some instances, may take the form of successive
images ol the given area captured at different times for
which persistent change 1s to be determined. Each image
may comprise a respective set ol image data which may take
various forms.

FIG. 4 shows an example of the image data in the form of
an ordered array of pixels 400. The ordered array of pixels
400 shown 1n FIG. 4 1s a two-dimensional array composed
ol pixels 402 organized i a horizontal dimension 404 and
a vertical dimension 406. In the horizontal dimension 404,
the example ordered array of pixels 400 may have 4 pixels
and 1n the vertical dimension 406 the ordered array of pixels
400 may have 6 pixels such that the ordered array 400 has
24 pixels 1n total. In practice, however, the ordered array of
pixels 400 associated with an image could have thousands of
pixels 1n each dimension and 1n total. Further, the ordered
array ol pixels may take the form of a one dimensional
instead of a two-dimensional array, or generally a multi-
dimensional array of pixels. The ordered array of pixels 400
could be organized 1n as a polygon (e.g., rectangle) as shown
in FIG. 4 or a curved shape (e.g., circle), among other
organizations.

Each pixel may be associated with a spatial location and
a set of one or more ntensity values. The intensity may be
indicative of the amount of electromagnetic radiation within
a particular band of frequencies for that pixel 1n the 1mage.
In another example, the intensity value may be a numerical
value indicative of a gray level of the pixel. For example,
pixels associated with rocks and trees may have an intensity
value close to the minmimum value and pixels associated with
clouds may have an intensity value close to the maximum
value. The color value may be represented as a set of
numerical values indicative of an amount of red, green, or
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blue content 1n a pixel e.g., water may be represented by a
high amount of blue content while grass may be represented
by higher amounts of green content. The intensities can also
correspond to Ifrequency bands outside the wvisible light
spectrum, such as infrared or ultraviolet radiation, or to
physical quantities other than radiation such as elevation
levels. Other vanations are also possible.

The successive images that are captured for the given area
may have a same resolution, e.g., a same number of pixels
in each image. In the event that, for example, the 1mages
provided by the image data source do not have the same
resolution, the 1mage data analysis platform may adjust a
number of pixels in one or more of the 1images so that they
have a same resolution. For example, the image data analy-
s1s platform may apply one or more filters to downsample or
upsample the pixels 1n one or more of the 1images so that the
images have a same resolution. In other arrangements, the
image data analysis platform may account for the different
resolutions during the disclosed processing.

In practice, the individual pixels i each respective set of
a respective set of 1mage data for a given areca may be
divided 1nto respective subsets of pixels, where each subset
of pixels forms a given type of shape such as a polygon (e.g.,
a rectangle) or a curved shape (e.g., a circle). In this
disclosure, regardless of shape, these respective subsets of
pixels may be referred to as “pixel blocks.” As one repre-
sentative example, the 1 pixels 1n a set of 1mage data may be
divided into N xN,, rectangular pixel blocks 408, where N,
1s the number of pixels in the vertical dimension included 1n
cach pixel block and N, 1s the number of pixels in the
horizontal dimension included 1n each pixel block. In the
example pixel block 408, N =3 and N,=2. Image data
organized in this manner may then enable the disclosed
system to perform 1ts analysis of the image data based on
groups ol pixels, rather than or 1n addition to the individual
pixels.

In each respective set of image data for the area, the
respective pixels and pixel blocks represent respective sub-
areas ol the area. For example, each individual pixel 1n the
set of 1mage data represents a very small sub-area of the
given area, while each pixel block 1n the set of 1mage data
represents a relatively larger sub-area of the area. A system
configured according to the disclosed method may evaluate
the 1images for changes on a pixel-by-pixel level, a pixel
block-by-block level, or based on some other subdivision of
the area. For example, instead of dividing up and analyzing
image data based on pixels, a system may divide up and
analyze image data based on distinct objects 1dentified 1n the
image. Other examples are possible as well. In this disclo-
sure, the term “sector” may be used to refer to any discrete
a sub-area of a given area that 1s analyzed by a system
configured according to the disclosed method, examples of
which may include a pixel-sized sub-area, pixel-block-sized
sub-area, a sub-area 1n which a discrete object 1s located (or
not located), and/or a sub-area that 1s defined 1n some other
manner. Further, each respective set of 1mage data for the
area may 1nclude or be associated with an indication of the
time at which the image was captured. This indication may
take various forms. As one possible example, the indication
of the capture time may include a representation of the
particular date when the 1mage was captured (e.g., month,
day, year) and perhaps also a representation of the particular
time of day (e.g., hour, minute, and second) when the image
was captured. The indication of capture time may take many
other forms as well.
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Further yet, each respective set of image data for the given
area may include or be associated with location data. This
location data may take various forms.

In one embodiment, the location data included 1n a
respective set of 1image data for a given area may include a
set o geographic coordinates that identifies a location of the
given area, such as latitude and/or longitude, Cartesian
coordinates, and/or GPS coordinates. For example, the loca-
tion data may include a set of geographic coordinates that
defines a boundary of the area. As another example, the
location data included in a respective set of 1mage data for
the area may include an array of geographic coordinates that
corresponds to the array of pixels for the area. In this respect,
the array of geographic coordinates may take various forms,
examples of which may include a set of coordinates that
cach correspond to a respective pixel, a set of coordinates
that each correspond to respective pixel block, or some other
set o coordinates that bears a relationship to the image’s

ordered array of pixels.

In another embodiment, the location data included 1n a
respective set of 1image data for a given area may include a
single geographic coordinate (e.g., the centroid) and an array
of oflset values that corresponds to the array of pixels for the
given area on a pixel-by-pixel basis, a block-by-block basis,
or the like. In this respect, the geographic coordinate for the
arca may be represented as an (X,y) value and the offset
values corresponding to the pixels may each be represented
as a respective (a,b) value, such that the geographic coor-
dinate of an individual pixel or pixel block may have a value
of (x+a, y+b).

In yet another embodiment, the location data included in
a respective set of 1image data for a given area may 1nclude
a single geographic coordinate (e.g., the centroid) and at
least one resolution value that indicates a relationship
between number of pixels and distance in the image. For
example, a resolution value may indicate how many pixels
are included 1n the 1image data per unit of distance measure-
ment (e.g., foot, yard, mile, etc.). The disclosed system may
then use the geographic coordinate and the resolution value
to determine the location of particular pixels, pixel blocks,
or the like within the image data.

In addition to the more detailed location data described
above, each respective set of 1image data for the area may
also include or be associated with a geocode or the like,
which the image data source may use to look up and access
the set of 1mage data. Each respective set of image data for
a given area (including the location data) may take various
other forms as well.

The image data analysis platform may be configured to
identily an area of interest (e.g., given area) to analyze for
one or more temporal patterns of change 1n a variety of
ways.

As one possibility, the image data analysis platform may
be configured to 1dentily the given area to analyze for one or
more temporal patterns of change based on data received
from the client station via the commumnication network. For
instance, the client station may display a user interface
(which may be driven by the image data analysis platform)
that enables a user to select a given area that 1s to be
analyzed for persistent changes. This user interface may take
various forms, examples of which may include an interac-
tive map that enables the user to select the given area
graphically and/or a set of text entry fields that enable the
user to select the given area by 1putting text that identifies
the given area (e.g., a geocode, a set of geographic coordi-
nates, etc.).
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As another possibility, the 1image data analysis platform
may be configured to identify the given area to analyze for
one or more temporal patterns of change based on data
indicating potential areas of interest. For example, the image
data analysis server may maintain and/or otherwise have
access to a list of areas that should be periodically analyzed
for persistent changes (which may be generated by the
platiorm 1tself or recerved from an external system), and the
image data analysis platform may i1dentify the area to
analyze based on this list.

As yet another possibility, the image data source may be
configured to notily the image data analysis platform when
new i1mage data becomes available for a given area. The
notification may be a message sent to the image data analysis
platform via the communication network which identifies
the given area, e.g., by providing location data. The image
data analysis platform may then be configured to 1dentify the
given area to analyze for one or more temporal patterns of
change based on this notification.

The 1mage data analysis platform may be configured to
identify the given area to analyze for one or more temporal
patterns of change in other manners as well.

After identitying the given area to analyze for one or more
temporal patterns of change, the 1image data analysis plat-
form may obtain a set of successive 1mages for the given
arca from the image data source. For example, the image
data analysis platform may send a request to the 1image data
server that includes an identification of the given area (e.g.,
a geocode, a set of geographic coordinates, etc.), and as a
result of this request, the image data analysis platform then
receive a set of successive 1mages for the given area. As
another example, the image data source may be configured
to automatically send (or “push™) an updated set of succes-
sive 1mages for a given area to the image data analysis
plattorm after a new 1mage for the given area becomes
available to the image data source. The 1image data analysis
plattorm may then determine based on the image data
associated with the images whether the given area 1s asso-
cliated with an area of interest. The image data analysis
platform may obtain a set of successive images for the given
area from the image data source in other manners as well.

FIG. 5 shows an example of three successive images 500
of a given area captured at different times. The three
successive 1mages 300 may have been received from the
image data source. The first image 502 of the three succes-
sive 1mages 500 may be an earliest captured image of the
three 1mages captured. The second 1mage 504 of the three
successive 1mages 3500 may be an image captured after the
first 1mage 502 in time. The third image 506 of the three
successive 1images 500 may be image captured aifter the first
image 502 and the second image 504 1n time. In the three
successive 1mages 500, the first image 502 1n time may be
characterized as a “reference 1mage”, the second 1mage 1n
time 504 may be characterized as a “target image™, and the
third 1image 1n time 506 may be characterized as a “target-
plus-one” 1mage.

In some examples, each 1image of the three successive
images 500 may be captured at a particular time t1, t2, {3
where t1<t2<t3. Further, time interval 510, referenced as T,
may separate when one 1mage was captured and when a next
image 1n time was captured in the plurality of images. The
time interval between 1images may span, for example, days,
weeks, months, or years. While the time interval 510 1s
shown as being the same between the different pairs of
images, 1t would be understood that this time interval may
be different between different pairs of 1mages.
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Further, the time intervals between the different pairs of
images may ailect the temporal pattern of change associated
with the three successive images. For example, i1 the three
successive 1mages are ol a construction site for a building,
and the time interval 1s a month, then the three successive
images captured of the construction site may change sig-
nificantly over each time interval as the building i1s being
built and the area might not be deemed to have any persistent
changes but rather an ongoing change. On the other hand, 1f
the time 1nterval 1s longer period of time such as years, then
a change may be more likely to be identified as a persistent
change. Taking the example of construction of a building
again, three successive 1images of the construction site may
not change much 1t the time interval 1s over years after the
building 1s built. The area might indicate a persistent change.

In this regard, the time interval T may also be a variable
indicative of finding presence or absence of a given temporal
pattern of change 1n i1mages. In one example, the time
interval may be predefined and the image data analysis
platform may request the images from the 1image data source
based on this predefined time interval. In turn, the 1mage
data source may provide successive 1mages where the time
interval separates the capture of one 1image from another. In
another example, a user may 1dentity the time interval. The
user may provide this identification via the user interface of
the client station. In turn, the client station may provide this
indication of the time interval to the image data analysis
platform and the 1mage data analysis platform may include
the time 1nterval 1n the request for images sent to the 1image
data source. The image data source may then provide
successive 1mages where the specified time interval sepa-
rates the capture of one 1image from another.

The time interval specified by the user may be based on
the time interval at which 1mages are captured. In some
examples, the time interval specified by the user must be
greater than or equal to the time interval at which images are
captured. In other examples, the time interval can be less
than the time interval at which images are captured 11 an
image captured at the specified time interval 1s estimated. To
illustrate, an 1mage captured at day 10 and day 20 may be
estimated by averaging images captured at day 5 and day 15,
and day 15 and day 20, respectively. This way i1mages
captured at certain times may be estimated even though the
image was not actually captured at that time.

Referring back to FIG. 3, at block 304, the image data
analysis platform may compare the reference image to the
target 1mage to detect any changes between those two
images for the area of interest. In practice, the 1image data
analysis platform may evaluate the 1mages at a pixel level,
a pixel block level, or some other subdivision of the area.
For istance, 1f the evaluation 1s being performed at the pixel
block level, then the platform may compare each pixel block
in the reference 1mage to 1ts complementary pixel block 1n
the target image (1.¢., the pixel blocks representing the same
sector of the area of interest) and thereby determine a first
likelihood of change between each pair of the complemen-
tary pixel blocks at the different times.

In one example, the first likelihood of change may be
represented as a probability value ranging from a minimum
value of 0% to a maximum value of 100%, where a
probability value closer to 0% indicates that there 1s a low
likelithood of there being a change between the pair of
complementary pixel blocks in the reference and target
images and a probability value that 1s closer to 100%
indicates that there 1s a high likelihood of there being a
change between the pair of complementary pixel blocks 1n
the reference and target images. Based on this comparison,
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the platiorm may generate an array of probability values that
indicate a likelihood of change between the reference and
target 1mages for each respective sector of the given area.

Turning to block 306, the 1mage data analysis platform
may compare the reference image to the target-plus-one
image to detect any changes between those two 1mages. As
above, the platform may perform this evaluation at a pixel
level, a pixel block level, or based on some other subdivision
of the area. For instance, 1f the evaluation 1s being performed
at a pixel block level, the platform may compare each pixel
block 1n the reference image to its complementary pixel
block 1n the target-plus-one image (1.e., the pixel blocks
representing the same sector of the area) and thereby deter-
mine a second likelthood of change (e.g., a probability
value) between the reference and target-plus-one 1mages for
cach respective sector of the area. Then at block 308, the
image data analysis platform may compare the target image
to the target-plus-one 1image to detect a likelihood of change
between those two i1mages. As above, the platform may
perform this evaluation at a pixel level, a pixel block level,
or based on some other subdivision of the area. For instance,
if the evaluation 1s being performed at a pixel block level,
the platform may compare each pixel block in the target
image to its complementary pixel block 1n the target-plus-
one 1mage (1.€., the pixel blocks representing the same sector
of the given area) and thereby determine a third likelihood
of change (e.g., a probability value) between the target and
target-plus-one 1mages for each respective sector of the
grven area.

Various statistical techmques may be used to perform
these patrwise comparisons between images to detect
changes, one example of which 1s an 1teratively reweighted
multivariate alteration detection process (IR-MAD). IR-
MAD is an example change detection process which outputs
an indication of whether a change exists or no change exists
for a sector. The image data analysis platform may use other
statistical techniques.

At block 310, after carrying out the three steps described
above for each sector of the image, the image data analysis
plattorm may then evaluate the results to of the three
pairwise comparisons to identify one or more temporal
patterns of change in the given area. This evaluation may
take various forms.

In one implementation, the image data analysis platform
may be configured to compare the respective likelihood of
change values output by each of the three pairwise com-
parisons to a respective threshold value, and then identify
whether any sub-area of the given area exhibits the temporal
pattern of change based on the results of these three thresh-
old comparisons.

For instance, the image data analysis platform may com-
pare the first likelthood of change value for each respective
sector of the given area to a first threshold level to determine
whether there has been a meaningiul change between the
between the reference and target images in each sector.
Based on this comparison, the image data analysis platiorm
may determine that there has been a change between the
reference and target images 1n a given sector 1f the likelithood
of change value for a given sector exceeds the first threshold
level. On the other hand, 1f the first likelithood of change
value for the given sector does not exceed the first threshold
level, then the image data analysis platform may determine
that there has been no change between the reference and
target 1mage in the given sector (or at least that 1t 1s
inconclusive as to whether there has been a change in the
given sector).



US 10,255,526 B2

23

The 1image data analysis platform may store the determi-
nation of change, no change for the pair of complementary
pixel blocks associated with the reference image and target
image 1n a change array which may take the form of a one
dimensional or multi-dimensional array.

Tables 1-3 below show a simplified illustration of an
example change array for example image data taking the
form of a two-dimensional array. Tables 1-2 illustrate image

data for the reference 1mage and target 1images that has been
sub-divided 1nto a plurality of pixel blocks labeled from A
to F. For example, pixel block A 1n the reference image and
target 1image may be a complementary pair of pixel blocks
which correspond to a same sector. In turn, Table 3 illus-
trates an example change array that correspond to the
respective pixel blocks illustrated in Tables 1 and 2. For
example, the pixel blocks labeled B and F associated with
the reference 1mage and the target image may be associated
with no change for the illustrated reference and target image
while the pixel blocks labeled A, C-E, and G-I may be
labeled as change. The change array may be organized in
various ways as well including storing the actual likelithood
of change value, as indicated above, 1n addition or instead of
simply an indication of change or no change.

TABLE 1

Reference Image

A B C
D E g
G H I
TABLE 2
Target Image
A B C
D E g
G H I
TABLE 3
Change Array
Change No Change Change
Change Change No Change
Change Change Change

Next, the plattorm may compare the second likelihood of
change value for each respective sector of the area to a
second threshold level (which might be the same or different
from the first threshold level) to determine whether there has
been a meaningiul change between the reference and target-
plus-one 1mages 1n each sector. Based on this comparison,
the 1image data analysis platform may determine that there
has been a change between the reference and target-plus-one
images 1n a given sector 1f the second likelihood of change
value for a given sector exceeds the second threshold level.
On the other hand, 1f the second likelihood of change value
does not exceed the second threshold level, the image data
analysis platform may determine that there has been no
change between the reference and target-plus-one 1mages 1n
the given sector (or at least that 1t 1s inconclusive as to
whether there has been a change in the given sector). The
determination of change may be stored 1n a change array
associated with the reference image and target-plus-one
image.
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Lastly, the image data analysis platform may compare the
third likelihood of change value for each respective sector of
the given area to a third threshold level (which may be the
same or different from the first and/or second threshold
levels) to determine whether there has been a meaningiul
change between the between the target and target-plus-one
images 1n the given sector. Based on this comparison, the
image data analysis platform may determine that there has

been a change between the target and target-plus-one 1images
in a given sector 1f the third likelithood of change value
exceeds the third threshold level. On the other hand, the
image data analysis platform may determine that there has
been no change (1.e., that there 1s an absence of change)
between the target and target-plus-one 1images in the given
sector 1f the third likelihood of change value for the given
sector does not exceed the third threshold level. The deter-
mination of change may be stored 1n a change array asso-
ciated with the target image and target-plus-one 1mage.

In some cases, the image data analysis platform may
determine a likelihood of absence of change value between
pixel blocks rather than a likelithood of change value. In this
case, a likelithood of absence of change value exceeding a
threshold level may be indicative of absence of change
between a pair of complementary pixel blocks, 1.e., “no
change,” and the likelihood of absence of change value
falling below the threshold level may be indicative of a
change, 1.¢., “change.” This likelihood of absence of change
determination could be applied at block 304, block 306,
and/or block 308 rather than a likelihood of change deter-
mination. Then, the likelihood of absence of change value
talling below a threshold would be indicative of a change for
the pair of complementary pixel blocks.

In turn, the 1mage data platform may evaluate the results
of these threshold comparisons to identily a particular
temporal pattern of change 1n the given area. For example,
an 1dentification of persistent changes, reverting changes,
and/or ongoing changes, among others, may be made based
on the change arrays, which indicate a change or no change
between the reference and target images, reference and
target-plus-one 1mages, and target and target-plus-one
change 1images.

Table 4 shows how the determination of change or no
change between 1images may be used to determine whether
a persistent or non-persistent change exists in the given area

associated with the images.

TABLE 4
Reference & Reference & Target &
Row Target Target + 1 Target + 1 Decision

1 Change Change No Change  Persistent
Change

2 Change No Change Change Reverting
Change

3 Change Change Change Ongoing Change

4 Change No Change No Change  Indeterminate

5 No Change Change Change Late Change

6  No Change Change No Change  Gradual Change

7 No Change No Change Change Indeterminate

8  No Change No Change No Change  Stable

For example, in row 1, the image data analysis platform
may 1dentiy a persistent change in the given area by
identifying any sector of the given area corresponding to a
pair ol complementary pixel blocks that has (1) a first
likelihood of change value between the reference and target
images that exceeds the first threshold value (which indi-
cates a change between the first and second instances of
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time), (2) a second likelihood of change value between the
reference and target-plus-one 1mages that exceeds the sec-
ond threshold value (which indicates a change between the
first and third instances of time), and (3) a third likelihood
of change value between the target and target-plus-one
images that falls below the third threshold value (which
indicates the absence of a change between the second and
third instances of time). Such a combination demonstrates
that a persistent change occurred 1n the sector of the given
area between the first and second instances of time and that
the same change persisted between the second and third
instances of time.

In another example, i row 2, the platform may i1dentify
a reverting change in the given area by 1dentifying any sector
of the given area (e.g., any set of complementary pixel
blocks) that has (1) a first likelihood of change wvalue
between the reference and target images that exceeds the
first threshold value (which indicates a change between the
first and second instances of time), (2) a second likelihood
of change value between the reference and target-plus-one
images that falls below the second threshold value (which
indicates an absence of change between the first and third
instances of time), and (3) a third likelihood of change value
between the target and target-plus-one 1mages that exceeds
the third threshold value (which indicates a change between
the second and third instances of time). Such a combination
demonstrates that there was a change 1n the sector of the
given area between the first and second 1nstances of time but
that the sector reverted back to 1ts 1nitial state between the
second and third instances of time, thereby indicating a
reverting change.

As yet another example, in row 3, the image data platform
may 1dentily an ongoing change in the given area by
identifyving any sector of the given area (e.g., any set of
complementary pixel blocks) that has (1) a first likelihood of
change value between the reference and target images that
exceeds the first threshold value (which indicates a change
between the first and second stances of time), (2) a second
likelihood of change value between the reference and target-
plus-one 1mages that exceeds the second threshold value
(which indicates a change between the first and third
instances of time), and (3) a third likelihood of change value
between the target and target-plus-one 1mages that exceeds
the third threshold value (which indicates a change between
the second and third instances of time). Such a combination
demonstrates that there was a change in the sector of the
given area between the first and second 1nstances of time and
then another change in the sector between the second and
third instances of time, thereby indicating an ongoing
change.

Rows 4 to 8 show other temporal patterns of changes that
may be usetul to identily in the given area. Row 4 demon-
strates that there was a change in the sector of the given area
between the first and second instances of time, no change in
the sector between the first and third instances of time, and
no change 1n the sector between the second and third
instances of time which indicates an indeterminate type of
change. Row 5 demonstrates that there was no change 1n the
sector of the given area between the first and second
instances of time, a change in the sector between the first and
third instances of time, and a change 1n the sector between
the second and third instances of time which indicates a
change solely between the time of the target image and the
time of the target+]1 1image. Row 6 demonstrates that there
was no change in the sector of the given area between the
first and second instances of time, a change 1n the sector
between the first and third instances of time, and no change
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in the sector between the second and third 1nstances of time
which indicates a gradual change. Row 7 demonstrates that
there was no change in the sector of the given area between
the first and second 1nstances of time, no change 1n the sector
between the first and third 1nstances of time, and a change
in the sector between the second and third instances of time
which indicates another indeterminate type of change. Row
8 demonstrates that there was no change 1n the sector of the
given area between the first and second instances of time, no
change in the sector between the first and third instances of
time, and no change in the sector between the second and
third instances of time which indicates a stable environment
(1.e., no change over the time instances). Other variations are
also possible.

Other implementations for evaluating the results of the
three pairwise comparisons to 1dentify a temporal patterns of
change 1n the given area exist as well. For instance, instead
of comparing the respective outputs of the pairwise com-
parison to respective thresholds and then identifying a
temporal patterns of change based on the results of those
threshold comparisons, the platform may be configured to
aggregate the respective outputs of the pairwise comparisons
together 1nto an aggregated value (e.g., by multiplying the
outputs together) and then comparing the aggregated value
to a single threshold value. In this respect, the manner in
which the respective outputs of the pairwise comparisons are
aggregated together 1s dictated by the temporal pattern of
change that the platform i1s attempting to identily. For
example, 11 the platform 1s attempting to 1dentity a persistent
change, the platform may multiply the first likelihood value,
the second likelihood value, and the complement of the third
likelihood value (such that the value is represented 1n terms
of absence of change). As another example, if the platform
1s attempting to i1dentily an ongoing change, the platform
may multiply the first likelithood value, the second likeli-
hood value, and the third likelihood value. As yet another
example, 11 the platform 1s attempting to identify a reverting
change, the platform may multiply the first likelihood value,
the complement of the second likelihood value (such that the
value 1s represented 1n terms of absence of change), and the
third likelihood value. Other implementations are possible
as well.

The process described above 1s just one example of how
the 1mage data analysis platform may determine the one or
more temporal patterns of change for a reference image,
target 1mage, and target-plus-one 1mage. In the described
example, the determination of change i1s performed for each
pair of complementary pixel blocks 1n the reference image
and target image, then for each pair of complementary pixel
blocks 1n the reference image and target-plus-one 1mage, and
then for each pair of complementary pixel blocks in the
target 1mage and target-plus-one image. After each pair of
complementary pixel blocks 1s processed 1n each image, one
or more temporal patterns of change are determined for the
images. However, 1n other examples, the processing may be
different.

In one example, operations associated with block 304,
block 306, and block 308 may not be necessarily performed
the described order. For instance, operations associated with
block 306 or 308 may be performed before operations
associated with block 304. Alternatively, operations associ-
ated with block 308 may be performed after operations
associated with block 304 and instead of operations associ-
ated with block 306 or in parallel.

In a second example, the determination of change can be
performed for a pair complementary pixel blocks 1n the
reference 1mage and target image for a given sector, the pair
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of complementary pixel blocks 1n the reference 1image and
target-plus-one 1mage for the same given sector, and the pair
of complementary pixel blocks 1n the target image and
target-plus-one 1mage again for the same sector. Then, the
one or more temporal patterns of change are determined for
that sector and this process may be repeated for another
sector until all sectors 1n the area are processed. This process
differs from that described 1n FIG. 3 where the determination
of change 1s performed for each pair of complementary pixel
blocks 1n the reference 1mage and target image, then the
determination of change 1s performed for each pair of
complementary pair of pixel blocks 1n the reference image
and target-plus-one i1mage, and then the determination of
change 1s performed each pair of complementary pair of
pixel blocks in the target image and target plus one 1mage.
After each pixel block 1n each image 1s processed, the one
or more temporal patterns of change may be determined for
the given area.

FIG. 6 1llustrates how changes 1n a pixel block over the
reference 1mage, target image, and target-plus-one image
can i1mpact a determination of the temporal patterns of
change in the i1mages in accordance with the described
process. A set of images 600 may include a reference image
602, target image 604, and target-plus-one 1mage 606 having
pixel blocks 608-630. In this example, pixel blocks shown in
a same location 1n each of the images may correspond to
pixel blocks 1n a same sector. For instance, pixel blocks 608
and 616 correspond to a same sector. Further, i this
example, the pixel blocks may be labeled with a letter such
that pixel blocks with the same letter may be pixel blocks
which have same 1mage data.

The disclosed process may identily a persistent change
when there 1s a change between the pair of complementary
pixel blocks corresponding to a given sector in a reference
image and target 1image changes, there 1s a change between
the pair of complementary pixel blocks corresponding to the
same given sector 1n the reference image and target-plus-one
image, and there 1s an absence of change between the pair
of complementary pixel blocks corresponding to the same
given sector 1n the target image and target-plus-one image.
The pixel blocks 1n the upper left corner of the set of 1images
600 illustrates this example. The set of images 600 show that
the pixel block 608 in the reference 1image 602 and the pixel
block 616 target image 604 are different because the pixel
blocks have different labels (i.e., A and B, respectively), the
pixel block 608 1n the reference image 602 and the pixel
block 624 target-plus-one 1image 604 are diflerent because
the pixel blocks have different labels (1.e., A and B, respec-
tively), and the pixel block 616 1n the target image 604 and
the pixel block 624 target-plus-one image 606 are the same
because the pixel blocks have the same labels (1.e., B and B,
respectively). The pixel blocks may indicate a persistent
change 1n the sector.

A real-world example of such a persistent change may be
a boundary of roadway which 1s built. The reference 1image
may describe the land before the road 1s built, the target
image may describe the land after the road 1s bult, and the
target-plus-one 1mage may describe the land several years
later after the road 1s built. The pixel blocks associated with
the road once built may not change over time, indicating a
persistent change.

As another example, the disclosed process may 1dentily a
reverting change when a pair of complementary pixel blocks
for a given sector in a reference 1mage and target image
changes and the pair of complementary pixel blocks for the
same given sector 1n the target-plus-one 1mage reverts to
what was 1n the reference image. The pixel blocks in the
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upper right corner of the images 1llustrates this example. The
set of images 600 show that the pixel block 610 1in the
reference 1mage 602 and the pixel block 618 target image
604 arc different because the pixel blocks have different
labels (1.e., C and D, respectively), the pixel block 610 1n the
reference 1mage 602 and the pixel block 626 target-plus-one
image 604 are the same because the pixel blocks have the
same labels (1.e., C and C, respectively), and the pixel block
618 1n the target image 604 1s different from the pixel block
626 1n the target-plus-one image (1.e., D and C, respec-
tively). The pixel blocks may indicate the temporal pattern
of change 1n the sector as a reversion.

A real-world example of such an area may be land where
the reference 1mage may describe the land before vegetation
1s cleared from the land, the target image may describe the
land after vegetation 1s cleared and the target-plus-one
image may describe the land several years later after the land
1s abandoned such that the vegetation grows back. Pixel
blocks associated with the area may be indicative of a
non-persistent change.

As yet another example, the disclosed process may 1den-
tify an ongoing change when the pair of complementary
pixel blocks for a given sector in the reference 1mage and
target 1mage changes and the pair of complementary pixel
blocks for the same given sector in the target image and
target-plus-one 1mage changes again. The pixel blocks 1n the
lower left corner of the images illustrates this example. The
set of images 600 show that the pixel block 612 1in the
reference 1image 602 and the pixel block 620 target image
604 are different because the pixel blocks have different
labels (1.e., E and F, respectively), the pixel block 612 1n the
reference 1mage 602 and the pixel block 628 target-plus-one
image 604 are different (1.¢., E and G, respectively), and the
pixel block 620 1n the target image 604 and the pixel block
628 target-plus-one image 604 are different (1.e., F and G,
respectively). The pixel blocks may indicate the temporal
pattern of change in the sector as an ongoing change.

A real-world example of such an area may be a parking
spot 1 a parking lot. A change may be indicated 1t the
parking spot 1s empty in the reference image, a truck 1s
parked in the parking spot in the target image, but a boat 1s
parked in the parking spot in the target image plus one
image. When the plxel block 1s associated with the parking
spot, the Change 1s not persistent because two different
vehicles were 1n the parking spot over the time when the
three 1images were captured.

In another example, the disclosed process may 1dentify no
change for a given sector when there 1s no change detected
in the comparisons of the pixel blocks for the given sector
between any of the reference image, target image, and
target-plus-one 1mage. The pixel blocks in the lower right
corner of the images 1llustrates this example. The set of
images 600 show that the pixel block 614 1n the reference
image 602 and the pixel block 622 target image 604 are the
same because the pixel blocks have the same labels (1.e., H
and H, respectively), the pixel block 612 1n the reference
image 602 and the pixel block 630 target-plus-one 1image
604 are the same (1.e., H and H, respectively), and the pixel
block 622 in the target image 604 and the pixel block 630
target-plus-one i1mage 604 are the same (1.e., H and H,
respectively). A real world example of such an area may be
a remote desert such that at any instant characteristics
remain the same.

A determination of one or more temporal patterns of
change at diflerent times may be used to determine activity
in a given area. For instance, new infrastructure such as a
building may be detected as an ongoing change as the
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building 1s built followed by a persistent change once the
building 1s complete. Other uses combining temporal pat-
terns ol change at different times in the given area to
determine activity are also possible.

The above real-world examples generally 1llustrate deter-
mination of temporal patterns of change 1 a land context.
However, the disclosed process could be used in other
contexts as well. A security context might be one example of
such a context. To illustrate, the disclosed process may be
used to identily whether objects 1n a field of view do not
move. Consider a surveillance camera which captures a
plurality of images of a train platform. A first 1image may
show no bag on the platform at 8 pm. A second 1image may
show a bag on the platform at 9 pm. A third image may show
that same bag on the platform at 11 pm. The absence and
then presence of the bag in a sector may be 1dentified as a
persistent change, and a possible security 1ssue because the
bag appears to be abandoned.

At block 312, after analyzing the successive images of the
given area to i1dentily one or more temporal patterns of
change, the platform may then generate output data indicat-
ing the patterns of change in the given area. This output data
may take various forms.

The 1image data analysis platform may generate for a set
of 1mages an array of indicators where each indicator in the
array corresponds to a respective sector of the given area and

indicates whether a particular temporal pattern of change has
been i1dentified i1n that sector. The indicators themselves
might take various forms. As one example, the indicator
corresponding to each respective sector may take the form of
a binary one or zero value, where a one value i1ndicates a
presence ol a particular temporal pattern of change 1n the
respective sector and a zero value indicates absence of that
pattern of change 1n the respective sector (or vice versa).
Table 5 1s an example of such an array for indicating
persistent changes 1n a given area, which corresponds to the
example 1mage shown in Tables 1 and 2 composed of nine
pixel blocks.

TABLE 5

A B C
Persistent Change Persistent Change Persistent Change
1 1 1

D E g
Persistent Change No Persistent Change Persistent Change
1 0 1
G H I

Persistent Change Persistent Change Persistent Change
1 1 1

Table 5 shows that the sectors A-D and F-I associated with
reference 1mage, target image, and target-plus-one 1mages
are 1dentified as persistent changes and labeled with a binary
“1.” On the other hand, the sector E may be i1dentified as
absence of persistent change and labeled with a binary “0.”
In this regard, sectors A-D, and F-I in the given area may
have a persistent change and sector E may have some other
temporal pattern of change.

As another example, the indicator corresponding to each
respective sector may take the form of a probability value
(which may also be referred to herein as a “‘confidence
level”) ranging from 0 to 100%, where a value closer to 0%
indicates that the particular temporal pattern of change is
less likely to have occurred at the given sector and a value
closer to 100% 1indicates that a persistent change 1s more
likely to have occurred at the given sector. In practice, this
confidence level may be determined based on the probability
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values discussed above. For instance, 1if a given sector
exhibits a likelihood of change between the reference and
target 1mages that comfortably exceeds the first threshold, a
likelihood of change between the reference and target-plus-
one 1mages that comifortably exceeds the second threshold,
and a likelihood of change between the target and target-
plus-one 1mages that comiortably falls below the third
threshold, the data platform may have a lhigher confidence
level 1n 1ts determination that the given sector exhibits a
persistent change. On the other hand, 11 a given sector
exhibits a likelithood of change between the reference and
target 1mages that barely exceeds the first threshold, a
likelihood of change between the reference and target-plus-
one 1mages that barely exceeds the second threshold, and a
likelihood of change between the target and target-plus-one
images that barely falls below the third threshold, the data
platform may have a lower confidence level in 1ts determi-
nation that the given sector exhibits a persistent change.

Whether the likelihood of change value “comifortably”
exceeds or “barely” exceeds” the threshold may be based on
comparing a difference, e.g., absolute value of the difler-
ence, ol the likelthood of change value and the threshold to
yet another threshold. If the difference exceeds this thresh-
old, then the likelihood of change value may comiortably
exceed the respective first, second, or third threshold. If the
difference does not exceed this threshold, then the likelihood
of change value may barely exceed the respective first,
second, or third threshold. In turn, this determination may be
used to define the confidence level.

In another implementation, the output data indicating
where the temporal patterns of change have been 1dentified
in the given area may include location data for each sub-area
of the given area that exhibits the particular pattern of
change, where the sub-area may be an individual sector or
a broader region that encompasses multiple sectors. In this
respect, the platform may perform a further analysis of the
data i1dentitying the sectors where the temporal pattern of
change has been identified to identily broader regions 1n the
given area where there 1s are “clusters” of such sectors. For
example, the platform may look at a set of sectors i a
broader region of the given area (e.g., sectors within a given
distance of one another) to determine the extent of sectors
within that region that exhibit a particular temporal pattern
of change. If the determined extent exceeds a threshold (e.g.,
a percentage ol sectors in the region exceed a threshold
percentage, a number of sectors in the region exceed a
threshold total number, etc.), the platform may determine
that the broader region exhibits that temporal pattern of
change and then generate location data for that broader
region, which may be included in the output data for the
grven area.

After identifying one or more sub-areas 1n the given area
that exhibit a temporal pattern of change, the data platform
may take various actions.

In one example, the data platiorm may cause the client
station 1n the network arrangement to display a wvisual
representation of the one or more sectors (or regions) in the
given area that exhibit the temporal pattern of change. For
example, the visual representation may take the form of a
map ol the given area that includes indicators of the one or
more sectors that exhibit a persistent change, an ongoing
change, and/or a reverting change.

FIG. 7 shows an example map 700 for the area of interest
where the pixel blocks take the form of circles rather than
rectangles as described above. The map 700 may be
arranged to indicate a temporal pattern of change. For
example, sectors associated with persistent changes 702 may
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be illustrated with a light grey level. Additionally, sectors
adjacent to each other geographically may be combined
together, e.g., clustered, to form a region 704 associated with
a persistent change. Other arrangements are also possible.

In addition to the indicators of the one or more sectors that
exhibit one temporal pattern of change (e.g., a persistent
change), the map could also optionally include indicators of
other temporal patterns of changes (e.g., reverting and/or
ongoing changes) identified by the image data analysis
plattorm. For example, sectors associated with temporal
patterns of change (e.g., reverting and/or ongoing changes)
706 may be illustrated with a dark grey level, or vice versa.
Additionally, or alternatively, different colors may be used to
identify the different types of changes on the map. To
illustrate, pixels associated with one temporal patterns of
change may be shown as one color, while pixels associated
with other changes may be shown as another color. Other
variations are also possible.

In some examples, the visual representation may also
include a retlection of the image data analysis platform’s
confidence level in 1ts identification of each sector that
exhibits a particular temporal pattern of change. For
example, 11 the visual representation takes the form of a map
as described above, the size, color, and/or transparency level
of the indicator for a given sector may reflect the image data
analysis platform’s confidence level 1n 1ts determination that
the given sector exhibits the particular temporal pattern of
change.

Additionally, or alternatively, the image data analysis
plattorm may provide a notification to the client station
when a particular temporal pattern of change 1s detected.
The notification may take the form of a message such as an
email or text message or audible indication that 1s presented
on the client station, e.g., in a web browser, to indicate that
the temporal pattern of change has been detected 1n a sector
or area. The notification may also identily a geocode or some
other indication where the persistent change was detected.

The 1image data analysis platform may also be arranged to
determine the temporal pattern of change over a period of
time that spans more than the time between when a reference
image 1s captured and when a target-plus-one image 1is
captured. In other words, 1t may be desirable to monitor
temporal patterns of change over time by monitoring change
over more than three 1images of the area of interest.

The disclosed system may use a sliding window to
facilitate this monitoring. The sliding window may define a
duration of time. The duration may be defined by a start time
and an end time. Those 1mages of the given area captured
over the duration of time which fall within the start time and
the end time of the sliding window may define a first set of
images for which persistent change is to be determined. The
particular temporal pattern of change 1s determined for this
first set. Then, the sliding window may moved so that the
start time and end time changes and a second set of 1mages
talls within the window. The second set of 1images may
include 1mages which include or do not include some 1mages
in the first set, e.g., the 1mages may overlap or not overlap
with the images 1n the first set. The temporal pattern of
change 1s determined for this second set. This process 1s
repeated over a plurality of images to determine how the
temporal patterns of change vary over the images and
corresponding area.

FI1G. 8 illustrates the use of the sliding window via sliding
windows 802 and 810. The sliding window 802 may define
a time range {rom a start time t1 to an end time t2. Images
804, 806, 808 may fall within the shiding window 802

between t1 and t2. The image data analysis platform may
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determine the temporal patterns of change in the area based
on the successive 1images 1n the shiding window 802. Then,
the sliding window 802 may then be moved to 810 so that
it defines a time range from a start time t2 to an end time 3.
Another set of three successive images 812, 814, 816 may
fall within the window 810 between t2 and t3. The 1images
in the set at t1 to t2 do not overlap with the images 1n the set
at 12 to t3 1n this example, but 1n other examples the 1images
could overlap such that sliding window 802 and 810 share
one or more 1mages. For example, a first window may have
a reference, target, and target-plus-one 1mage and in a
second window the target becomes reference, the target-
plus-one becomes target, and a new 1mage becomes target-
plus-one 1mage.

In the sliding window 810, the image data analysis
platform may determine the temporal pattern of change in
the areca based on the successive images in the sliding
window 810. The window may be slid again and this process
repeated for additional sets of images. In this regard, the
image data analysis platform may determine the temporal
pattern ol change for each set of images which fall in a
respective slhiding window. The client station might also
output a visualization illustrative of how sectors 1n the area
of interest may have or not have a persistent change at the
different time intervals, e.g., T1-T2, T2-13 etc. The visual-
ization may be in the form of one or more maps which
dynamically show how areas associated with persistent
changes may vary over time.

Application of the sliding window may involve forming a
new set of 1images by removing one or more captured 1mages
in a window and adding one or more captured images
previously not in the window to form the new set of 1images.
The 1mage removed may be an earliest captured image or
images 1n the window. However, in other embodiments,
images other than an earliest captured 1image or images may
be removed. For example, the temporal pattern of change
may be determined for a first set of 1images which comprises
a reference, target, and target-plus-one image. Then, the
temporal pattern of change may be determined for a second
set of 1mages where one or more of the reference 1image and
target 1n the first set may be the same as in the second set and
the target 1mage may be updated with a new 1mage which
was not in the first set. This process may continue by
updating the target 1mage at different time intervals. Other
variations are also possible.

Further, the disclosed process may not be necessarily
limited to determining the temporal pattern of change 1n a set
of three 1mages. The temporal pattern of change could be
determined for sets of images greater than three. For
example, various combinations of two or more 1mages 1n a
set of four or more 1mages may be analyzed to detect change
or no change in the set of four or more 1mages. The
indication of change or no change may then be used to
determine whether the associated area has a persistent
change. Alternatively, an 1mage 1n a set of 1images may
actually be a plurality of images combined together to form
a single image. For example, the plurality of images may be
combined 1nto the single image by averaging the pixels 1n
the plurality of images. Each pixel in each image might also
be further weighed depending on a difference 1 time
between when one 1mage 1s captured and another 1mage 1s
captured 1n the plurality of images. The single image may
represent one ol the reference, target, or target-plus-one
image.

In some cases, the temporal pattern of change may be
determined 1n areas where assets such as transportation
machines (e.g., locomotives, aircraits, passenger vehicles,
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semi-trailer trucks, ships, etc.), mmdustrial machines (e.g.,
mimng equipment, construction equipment, manufacturing,
equipment, processing equipment, assembly equipment,
etc.), and unmanned aerial vehicles, among other examples,
operate. The disclosed 1image data source may collect and
store data related to the assets such as a location of the asset
(“location data™) to determine the area where the assets
operate. To facilitate this process, the asset may have sensors
configured to measure physical properties such as the loca-
tion and/or movement of the asset, 1n which case the sensors
may take the form of GNSS sensors, dead-reckoning-based
sensors, accelerometers, gyroscopes, pedometers, magne-
tometers, or the like. Further, the asset may be generally
configured to facilitate determining 1ts location/position
and/or track 1ts movements via one or more positioning
technologies, such as a GNSS technology (e.g., GPS, GLO-
NASS, Galileo, BeiDou, or the like), triangulation technol-
ogy, and the like.

The asset may provide to the image data analysis platform
and/or 1image data source the location data that indicates the
position of the asset, which may take the form of GPS
coordinates, among other forms. In some implementations,
the asset may provide to the 1mage data analysis platform the
location data continuously, periodically, based on triggers,
or 1n some other manner. The 1mage data analysis platiorm
may use the location data of an asset to 1dentify where the
temporal pattern of change 1s to be determined. For example,
the client station may display on the display screen an
indication of various assets and/or its location. Each asset
and/or 1ts location may be a possible area of interest for
which the temporal pattern of change 1s to be determined.
The client station may receive an indication via a user mput
that a particular asset 1s selected. Selection of the particular
asset may cause the location data for the asset to be provided
to the image data source via the image data analysis platform
which 1n turn causes the image data source to provide
images associated with where the asset i1s located, e.g., an
areca ol interest, to the image data analysis platform. The
image data analysis platform may then use these 1images to
determine the temporal pattern of change in the area of
interest.

Further, a temporal pattern of changes (persistent change,
ongoing change, reverting change) may not only exist 1n
images. The temporal pattern of change may exist in other
contexts. For example, 1n a financial context, stock price or
asset valuations may be analyzed over instances of time to
determine how financial data changes over time. For
example, 1f the stock price or asset valuation fluctuates over
short periods of time but continues to grow 1n value over
time, then the stock price or asset valuation may have an
ongoing change indicative of this growth. But if the stock
price or asset valuation fluctuates over short periods of time
but does not grow 1n value over time, then the stock price or
asset valuation may have a reverting change. As another
example, a patterns of change analogous to the temporal
patterns of change discussed herein may be determined for
spatial data 1 or more dimensions, such as a reverting
change from desert to rain forest and back to desert along a
particular path. In general, the patterns of change may be
determined in accordance with the described process for
data 1n domains including one or more of a time domain
and/or spatial domain. Variations are also possible.

IV. Conclusion

The description above discloses, among other things,
various example systems, methods, apparatus, and articles
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of manufacture including, among other components, firm-
ware and/or software executed on hardware. It 1s understood
that such examples are merely 1llustrative and should not be
considered as limiting. For example, it 1s contemplated that
any or all of the firmware, hardware, and/or software aspects
or components can be embodied exclusively in hardware,
exclusively 1n software, exclusively 1n firmware, or 1n any
combination of hardware, software, and/or firmware.
Accordingly, the examples provided may not be the only
way(s) to implement such systems, methods, apparatus,
and/or articles of manufacture.

Additionally, references herein to “embodiment” means
that a particular feature, structure, or characteristic described
in connection with the embodiment can be included 1n at
least one example embodiment of an invention. The appear-
ances of this phrase 1n various places 1n the specification are
not necessarily all referring to the same embodiment, nor are
separate or alternative embodiments mutually exclusive of
other embodiments. As such, the embodiments described
herein, explicitly and implicitly understood by one skilled in
the art, can be combined with other embodiments.

The specification 1s presented largely 1n terms of illustra-
tive environments, systems, procedures, steps, logic blocks,
processing, and other symbolic representations that directly
or indirectly resemble the operations of data processing
devices coupled to networks. These process descriptions and
representations are typically used by those skilled 1n the art
to most eflectively convey the substance of their work to
others skilled 1n the art. Numerous specific details are set
forth to provide a thorough understanding of the present
disclosure. However, 1t 1s understood to those skilled in the
art that certain embodiments of the present disclosure can be
practiced without certain, specific details. In other instances,
well known methods, procedures, components, and circuitry
have not been described in detail to avoid unnecessarily
obscuring aspects of the embodiments. Accordingly, the
scope of the present disclosure 1s defined by the appended
claims rather than the forgoing description of embodiments.

When any of the appended claims are read to cover a
purely software and/or firmware implementation, at least
one of the eclements 1n at least one example 1s hereby
expressly defined to include a tangible, non-transitory
medium such as a memory, DVD, CD, Blu-ray, and so on,
storing the software and/or firmware.

To the extent that examples described herein nvolve
operations performed or imtiated by actors, such as
“humans,” “operators,” “users,” or other entities, this 1s for
purposes ol example and explanation only. Also, to the
extent that reference 1s made to “first time,” “second time,”
time “t1,” time “t2,” etc. and unless otherwise noted, the first
time and second time may denote a temporal order, but the
terms ‘“‘first,” “second,” “1,” 27 etc. themselves are not
otherwise intended to denote any particular order. Moreover,
the claims should not be construed as requiring action by
such actors unless explicitly recited in the claim language.

The mnvention claimed 1s:

1. A method comprising:

receiving, at a computing system configured to perform

image-data analysis, a set of successive 1mages for a
given arca from an 1mage data source via a communi-
cation network, wherein the set of successive 1mages
comprises a first image captured at a first time, a second
image captured at a second time, and third image
captured at a third time, wherein the given area com-
prises a plurality of sectors, and wherein each 1image 1n
the set of successive 1images 1s defined by a respective
set of 1image data;
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for each respective sector of the plurality of sectors of the
given area:
performing, by the computing system, a first image-
data analysis of the first and second images that
involves (1) comparing a respective portion of the
first 1image that corresponds to the respective sector
with a respective portion of the second 1image that
corresponds to the respective sector and (11) based on
the comparing, determining a first likelthood of
change between the respective portion of the first
image that corresponds to the respective sector and
the respective portion of the second image that
corresponds to the respective sector;
performing, by the computing system, a second 1mage-
data analysis of the first and third images that
involves (1) comparing the respective portion of the
first 1image that corresponds to the respective sector
with a respective portion of the third image that
corresponds to the respective sector and (11) based on
the comparing, determining a second likelihood of
change between the respective portion of the first
image that corresponds to the respective sector and
the respective portion of the third image that corre-
sponds to the respective sector;
performing, by the computing system, a third image-
data analysis of the second and third images that
involves (1) comparing the respective portion of the
second 1mage that corresponds to the respective
sector with the respective portion of the third image
that corresponds to the respective sector and (11)
based on the comparing, determining a third likel:-
hood of change between the respective portion of the
second 1mage that corresponds to the respective
sector and the respective portion of the third image
that corresponds to the respective sector; and
evaluating the first, second, and third likelithood of
change for the respective sector to classity the
respective sector as exhibiting a given one of two or
more different types of changes, wherein the evalu-
ating comprises:
comparing the first likelihood of change to a first
threshold, the second likelithood of change to a
second threshold, and the third likelihood of
change to a third threshold; and
classitying the respective sector as exhibiting a per-
sistent type of change 1f the first likelithood of
change exceeds the first threshold, the second
likelihood of change exceeds the second thresh-
old, and the third likelithood of change does not
exceed the third threshold:; and
outputting, to a client station via the communication
network, data indicating that at least one sector of the
given area has been classified as exhibiting a persistent
type ol change.
2. The method of claim 1, wherein the evaluating further
COmMprises:
classitying the respective sector as exhibiting an ongoing,
type of change 11 the first likelihood of change exceeds
the first threshold, the second likelihood of change
exceeds the second threshold, and the third likelihood
of change exceeds the third threshold.
3. The method of claim 1, wherein the evaluating further
COmprises:
classitying the respective sector as exhibiting a reverting,
type of change 11 the first likelihood of change exceeds
the first threshold, the second likelithood of change falls
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below the second threshold, and the third likelihood of
change exceeds the third threshold.

4. The method of claim 1, wherein the respective set of
image data defining each of the first image, the second
image, and the third 1image 1s organized into pixel blocks that
cach correspond to a respective sector of the given area, and
wherein for each respective sector of the given area:

performing the first image-data analysis involves com-

paring the pixel block from the first image that corre-
sponds to the respective sector to a complementary
pixel block from the second image that corresponds to
the respective sector and thereby determining the first
likelihood of change for the respective sector,
performing the second 1image-data analysis involves com-
paring the pixel block from the first image that corre-
sponds to the respective sector to a complementary
pixel block from the third image that corresponds to the
respective sector and thereby determining the second
likelihood of change for the respective sector, and
performing the third image-data analysis involves com-
paring the pixel block from the second image that
corresponds to the respective sector to the complemen-
tary pixel block from the third image that corresponds
to the respective sector and thereby determining a first
likelihood of change for the respective sector.

5. The method of claim 1, wherein the data indicating that
at least one sector of the given area has been classified as
exhibiting a persistent type of change comprises location
data for the at least one sector.

6. The method of claim 1, wherein the data indicating that
at least one sector of the given area has been classified as
exhibiting a persistent type of change 1s included as part of
an array ol indicators that each correspond to a respective
sector of the plurality of sectors of the given area, and
wherein each indicator 1n the array of indicators provides an
indication of whether the respective sector has been classi-
fied as exhibiting a persistent type of change.

7. The method of claim 1, further comprising:

instructing the client station to display a map of the given

arca that includes a visual representation of the data
indicating that at least one sector of the given area has
been classified as exhibiting a persistent type of
change.

8. The method of claim 1, further comprising:

instructing the client station to display a map of the given

area that includes a visual representation of the data
indicating that a persistent type of change has occurred
at the at least one sub-area of the given area.

9. A method comprising;

recerving, at a computing system configured to perform

image-data analysis, a set of successive 1mages for a
given area from an image data source via a communi-
cation network, wherein the set of successive 1mages
comprises a first image captured at a first time, a second
image captured at a second time, and third image
captured at a third time, wherein each 1mage 1n the set
of successive 1images 1s defined by a respective set of
image data;

performing, by the computing system, a first image-data

analysis of the first image captured at the first time and
the second image captured at the second time that
involves (1) comparing the respective set of data defin-
ing the first image to the respective set of data defining
the second image and (1) based on the comparing,
detecting any sub-area of the given area that exhibits a
change between the first and second images;
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performing, by the computing system, a second 1mage-

data analysis of the first image captured at the first time
and the third image captured at the third time that
involves (1) comparing the respective set of data defin-
ing the first image to the respective set of data defining
the third image and (11) based on the comparing,
detecting any sub-area of the given area that exhibits a
change between the first and third images;

performing, by the computing system, a third image-data

analysis of the second image captured at the second
time and the third 1mage captured at the third time that
involves (1) comparing the respective set of data defin-
ing the second image to the respective set of data
defining the third 1mage and (11) based on the compar-
ing, detecting any sub-area ol the given area that
exhibits an absence of change between the second and
third 1mages;

based on the first, second, and third 1mage-data analyses,

identifying at least one sub-area of the given area that
exhibits a change between the first and second images,
a change between the second and third images, and an
absence ol change between the second and third
1mages;

classitying the at least one sub-area of the given area as

a sub-area that exhibits a persistent type of change; and

outputting, to a client station via the communication

network, data indicating that a persistent type of change
has occurred at the at least one sub-area of the given
area.

10. The method of claim 9, further comprising;:
betfore recerving the set of successive images for the given

area from the 1image data source, (a) recerving, from the
client station, a request to 1dentily any sub-area of the
given area that exhibits a persistent type of change and
(b) 1n response to recerving the request from the client
station, transmitting, to the image data source, a request
for the set of successive 1mages for the given area.

11. The method of claim 9, wherein:
detecting any sub-area of the given area that exhibits a

change between the first and second 1mages comprises,
for each respective sub-area of a plurality of sub-areas
of the given area, (a) determining a respective first

likelihood of change between a respective portion of

the first image that corresponds to the respective sub-
area and a respective portion of the second 1mage that
corresponds to the respective sub-area and (b) deter-
mining whether the respective first likelihood of change
exceeds a first threshold;

detecting any sub-area of the given area that exhibits a

change between the first and third 1mages comprises,
for each respective sub-area of the plurality of sub-
areas of the given area, (a) determining a respective
second likelithood of change between the respective
portion of the first image that corresponds to the
respective sub-area and a respective portion of the third
image that corresponds to the respective sub-area and
(b) determining whether the respective second likeli-
hood of change exceeds a second threshold; and

detecting an absence of any change between the second
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12. The method of claim 11, wherein 1dentifying the at
least one sub-area of the given area that exhibits a change
between the first and second 1mages, a change between the
second and third images, and an absence of change between
the second and third 1images comprises 1dentifying at least
one sub-area having a respective first likelihood of change
that exceeds the first threshold, a respective second likeli-
hood of change that exceeds the second threshold, and a
respective third likelithood of change that falls below the
third threshold.

13. The method of claim 9, wherein the data indicating
that a persistent type of change has occurred at the at least
one sub-area of the given area comprises location data for
the at least one sub-area.

14. The method of claim 9, wherein the data indicating
that a persistent type of change has occurred at the at least
one sub-area of the given area 1s included as part of an array
of indicators that each correspond to a respective sub-area of
the given area, and wherein each indicator in the array of
indicators provides an indication of whether the respective
sub-area has been classified as exhibiting a persistent type of
change.

15. A computing system comprising:

a network interface configured to communicatively
couple the computing system to (a) at least one 1image
data source and (b) at least one client station;

at least one processor;

a non-transitory computer-readable medium; and

program 1nstructions stored on the non-transitory com-
puter-readable medium that are executable by the at
least one processor to cause the computing system to:
receive a set of successive images for a given area from

an 1mage data source via the network interface,

wherein the set of successive 1mages comprises a

first 1image captured at a first time, a second 1mage

captured at a second time, and third image captured

at a third time, wherein the given area comprises a

plurality of sectors, and wherein each image in the

set of successive 1mages 1s defined by a respective

set of 1mage data;

for each respective sector of the given area:

perform a first 1mage-data analysis of the first and
second i1mages that involves (1) comparing a
respective portion of the first image that corre-
sponds to the respective sector with a respective
portion of the second image that corresponds to
the respective sector and (11) based on the com-
paring, determining a first likelihood of change
between the first image that corresponds to the
respective sector and the second 1mage that cor-
responds to the respective sector;

perform a second 1image-data analysis of the first and
third 1mages that involves (1) comparing the
respective portion of the first image that corre-
sponds to the respective sector with a respective
portion of the third image that corresponds to the
respective sector and (11) based on the comparing,
determining a second likelihood of change
between the respective portion of the first image
that corresponds to the respective sector and the
respective portion of the third image that corre-
sponds to the respective sector;

perform a third image-data analysis of the second
and third 1mages that involves (1) comparing the
respective portion of the second image that cor-
responds to the respective sector with the respec-
tive portion of the third image that corresponds to
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the respective sector and (11) based on the com-
paring, determining a third likelihood of change
between the respective portion of the second
image that corresponds to the respective sector
and the respective portion of the third image that
corresponds to the respective sector;
evaluate the first, second, and third likelihood of
change for the respective sector of the given area to
classily the respective sector as exhibiting a given
one of two or more diflerent types ol changes,
wherein the evaluation comprises:
comparing the first likelihood of change to a first
threshold, the second likelithood of change to a
second threshold, and the third likelihood of
change to a third threshold; and
classitying the respective sector as exhibiting a per-
sistent type of change 1f the first likelithood of
change exceeds the first threshold, the second
likelihood of change exceeds the second thresh-
old, and the third likelithood of change does not
exceed the third threshold:; and
output, to a client station via the network interface, data
indicating that at least one sector of the given area
has been classified as exhibiting a persistent type of
change.
16. The computer system of claim 15, wherein the evalu-
ation further comprises:
classityving the respective sector as exhibiting an ongoing,
type of change 11 the first likelihood of change exceeds

the first threshold, the second likelihood of change
exceeds the second threshold, and the third likelihood
of change exceeds the third threshold.

17. The computer system of claim 135, wherein the evalu-
ation further comprises:

classitying the respective sector as exhibiting a reverting,

type of change 11 the first likelihood of change exceeds
the first threshold, the second likelithood of change falls
below the second threshold, and the third likelihood of
change exceeds the third threshold.

18. The computer system of claim 15, wherein the data
indicating that at least one sector of the given area has been
classified as exhibiting a persistent type of change 1is
included as part of an array of indicators that each corre-
spond to a respective sector of the plurality of sectors of the
given area, and wherein each indicator in the array of
indicators provides an indication of whether the respective
sector has been classified as exhibiting a persistent type of
change.

19. The computer system of claim 13, further comprising
program 1nstructions stored on the non-transitory computer-
readable medium that are executable by the at least one
processor to cause the computing system to:

instruct the client station to display a map of the given

arca that includes a visual representation of the data
indicating that at least one sector of the given area has
been classified as exhibiting a persistent type of
change.
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20. A computing system comprising:

a network interface configured to communicatively
couple the computing system to (a) at least one 1image
data source and (b) at least one client station;

at least one processor;

a non-transitory computer-readable medium; and

program 1instructions stored on the non-transitory com-
puter-readable medium that are executable by the at
least one processor to cause the computing system to:
receive a set of successive images for a given area from

an 1mage data source via the network interface,
wherein the set of successive images comprises a
first 1image captured at a first time, a second 1mage
captured at a second time, and third 1image captured
at a third time, wherein each image in the set of
successive 1mages 1s defined by a respective set of
image data;

perform a first 1mage-data analysis of the first image

captured at the first time and the second image
captured at the second time that involves (1) com-
paring the respective set of data defining the first
image to the respective set of data defining the
second 1mage and (1) based on the comparing,
detecting any sub-area of the given area that exhibits
a change between the first and second 1mages;

perform a second 1mage-data analysis of the first image

captured at the first time and the third image captured
at the third time that involves (1) comparing the
respective set of data defining the first 1image to the
respective set of data defining the third image and (11)
based on the comparing, detecting any sub-area of
the given area that exhibits a change between the first
and third 1mages;

perform a third image-data analysis of the second

image captured at the second time and the third
image captured at the third time that mvolves (1)
comparing the respective set of data defining the
second 1mage to the respective set of data defiming
the third image and (1) based on the comparing,
detecting any sub-area of the given area that exhibits
an absence of change between the second and third
1mages;

based on the first, second, and third 1mage-data analy-

ses, 1dentily at least one sub-area of the given area
that exhibits a change between the first and second
images, a change between the second and third
images, and an absence ol change between the
second and third 1mages;

classily the at least one sub-area of the given area as a

sub-area that exhibits a persistent type of change;
and

output, to a client station via the network interface, data

indicating that a persistent type of change has
occurred at the at least one sub-area of the given
area.
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