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DETECTION OF IMPROPER VIEWING
POSTURE

BACKGROUND OF THE INVENTION

The present invention relates generally to the field of data
processing and analysis, and more particularly to detecting
improper posture while viewing a device screen and noti-
tying the user of the improper posture, 1n order to continu-
ously protect the eyesight of the user.

Mobile electronic devices are becoming more and more
common. Mobile electronic devices may be, for example,
smart phones, tablet computers, PSPs, and any device 1n
which an electronic screen 1s eminent. As these mobile
clectronic devices are not fixed, users may place the devices
in any viewing position they choose. Users of these mobile
clectronic devices may include adults, students, teenagers,
and children. Time spent by users of all ages viewing content
on mobile electronic devices 1s 1ncreasing.

While mobile electronic devices are beneficial and con-
venient for searching and/or viewing content, excessive time
spent viewing the electronic screen may be harmiul to the
eyesight of a user, particularly children (i.e., under 18 vears
of age), as their eyesight may be less developed than an
adult’s eyesight, and they may not apply the proper viewing
postures as consciously as an adult. Some postures, such as
lying down (i.e., improper angle of viewing the device) or
holding the device screen closely to the user’s face, may be
more harmiul to a user’s eyesight, leading to, for example,
eye Tatigue and/or shortsightedness.

Regulating a user’s posture while viewing an electronic
device 1s often not feasible all of the time, especially for an
adult supervising the viewing posture of a child. There 1s a
need for automatically regulating the viewing posture of a
device user, which includes momitoring both the distance
from the screen of a device, as well as, the viewing angle of
a user viewing a device screen.

SUMMARY

According to an embodiment of the present invention, a
method for regulating the viewing posture 1s provided. The
method comprises 1dentifying, by a front-facing camera, the
eye of a device user, based on a set of eye attributes and
calculating a distance between the eye of the device user and
the screen of a device. The method further comprises
determining whether the distance between the eye of the
device user and the screen of the device 1s below a threshold,
in which the threshold 1s a predetermined distance, based on
the type of the device 1n use. The method further comprises
sending an alert to the device user, responsive to determining
that the distance between the eye of the device user and the
screen of the device 1s below the threshold.

According to another embodiment of the present inven-
tion, a method for regulating the viewing posture 1s pro-
vided. The method comprises receiving, from an embedded
sensor of the device, information detailing an angle of the
device relative to a vantage point. The method further
comprises determiming whether the angle of the device
relative to the vantage point 1s greater than zero degrees and
less than 90 degrees and responsive to determining that the
angle of the device relative to the vantage point 1s greater
than or equal to zero degrees and less than 90 degrees,
sending an indication to the device user.

Another embodiment of the present invention provides a
computer program product for regulating viewing posture,
based on the method described above.
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Another embodiment of the present invention provides a
computer system for regulating viewing posture, based on
the method described above.

This may have the advantage that a user need not be
constantly conscious of their viewing posture when viewing
a device. As the device 1s constantly monitoring the distance
of the device from the eye of the user, as well as the angle
of the device against the horizon, a user may be notified 1n
real-time when they are implementing a potentially harmiul
viewing posture. Embodiments of the present invention may
additionally have the advantage that additional components
are not needed to regulate the viewing posture of a user, as
embodiments of the invention utilize embedded components
of computing devices to monitor and calculate a user’s
viewing posture. Embodiments of the present invention may
further have the advantage that the potentially less devel-
oped eyesight of a chuld using the device 1s better protected,
and supervision eflorts of a parent of the child may be
lessened, as embodiments of the invention provide the
teedback as to the posture of the device user, and an
indication as to how to adjust an improper viewing posture.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a block diagram illustrating a computing,
device, 1n accordance with an embodiment of the present
invention;

FIG. 2A depicts a flowchart 1llustrating operational steps
for detecting that a user 1s viewing a display too closely, 1n
accordance with an embodiment of the present invention;

FIG. 2B depicts a flowchart 1llustrating operational steps
for detecting that a user 1s viewing a display while lying
down, 1n accordance with an embodiment of the present
invention;

FIG. 3 depicts a tflowchart illustrating operational steps
for providing feedback to adjust the viewing posture of a
user, 1n accordance with an embodiment of the present
invention;

FIG. 4A depicts an example of a user viewing a device for
calculating the distance between a user’s eye and the device
camera, 1n accordance with an embodiment of the present
invention;

FIG. 4B depicts an example of the sensor coordinates
used to determine a user’s viewing angle, 1n accordance with
an embodiment of the present invention;

FIGS. 5A and 5B depict examples of diflerent user
viewing angles, 1 accordance with an embodiment of the
present invention;

FIGS. 6A and 6B depict an example of a reminder
displayed to a user when viewing the device using an
improper viewing posture, in accordance with an embodi-
ment of the present invention; and

FIG. 7 depicts a block diagram of components of a
computing device, in accordance with an 1illustrative
embodiment of the present invention.

DETAILED DESCRIPTION

Embodiments of the present invention provide systems
and methods to momtor data related to a user’s viewing
posture 1n real-time. Embodiments of the present invention
provide systems and methods to detect a user’s viewing
posture, including the distance of viewing and the angle of
viewing a mobile electronic device screen, and prompt users
on how to adjust their viewing posture to a less harmiul
posture, when the user 1s 1n a potentially harmful viewing
posture. As mobile electronic devices are not fixed, a user



US 10,254,828 B2

3

may place the device 1n any viewing position, and it may be
difficult for the user to be continuously conscious of whether
they are viewing the device using a proper posture.

Embodiments of the mvention may have the advantage
that users do not need to monitor their own viewing posture, 53
as the viewing posture of the user 1s constantly monitored,
and the user 1s automatically notified when they have taken
an 1mproper viewing posture, thus aiding 1n avoiding view-
ing postures which may harm the eyesight of adults (e.g.,
eye fatigue or shortsightedness), as well as juveniles (1.e., 10
users under 18 years of age, whose eyesight may still be
developing). Embodiments of the invention leverage exist-
ing, embedded electronic device technologies, such as an
embedded front-facing camera and embedded sensors, and
additionally, leverage the computing capacity of the mobile 15
clectronic device on which the invention 1s operating. A
more accurate calculation (1.e., error value 1s less than 5 mm)
of the viewing distance 1s obtained using the embedded
front-facing camera, which can emit infrared rays, and
measures the distance between the device camera and the 20
user’s eye, rather than an interpupillary distance (i.e., the
distance between the center of the pupils of the two eyes)
which can vary in distance value between different users,
leading to less accuracy.

Embodiments of the invention may additionally have the 25
advantage of saving the supervision eflorts of parents in
regulating the posture of their children, while the children
are using and viewing device screens, as the system can
automatically detect an improper viewing posture of the
child, and send a notification on how to adjust their viewing 30
posture to a less harmitul posture (e.g., by moving the device
screen further from the eyes of the user, or adjusting the
angle of the user viewing the device). Children may not
apply the proper viewing postures as consciously as an adult,
and thus embodiments of the mvention aid i1n supervision 35
cellorts of adults 1n regulating the posture of their children
while viewing device screens.

The present invention will now be described 1n detail with
reference to the Figures. FIG. 1 depicts a block diagram
illustrating a computing device, generally designated 100, 1n 40
accordance with an embodiment of the present invention.
Modifications to computing device 100 may be made by
those skilled in the art without departing from the scope of
the invention as recited by the claims. In an exemplary
embodiment, computing device 100 includes user interface 45
(UI) 102, feedback module 104, posture detection program
106, camera 108, and sensors 110.

In various embodiments of the present invention, com-
puting device 100 can be a laptop computer, a tablet com-
puter, a netbook computer, a personal computer (PC), a 50
desktop computer, a personal digital assistant (PDA), a
smart phone, a thin client, a wearable device, or any pro-
grammable mobile electronic device capable of executing
computer readable program instructions. Computing device
100 may include internal and external hardware compo- 55
nents, as depicted and described in further detail with respect
to FIG. 7.

UI 102 may be, for example, a graphical user interface
(GUI) or a web user mterface (WUI) and can display text,
documents, web browser windows, user options, notifica- 60
tions, application interfaces, and 1nstructions for operation,
and includes the mmformation (such as graphic, text, and
sound) a program presents to a user and the control
sequences the user employs to control the program. UI 102
1s capable of receiving data, user commands, and data input 65
modifications from a user. Ul 102 1s also capable of com-
municating with posture detection program 106, feedback

4

module 104, camera 108, and sensors 110, and displaying
notifications based on data obtained from posture detection
program 106, feedback module 104, camera 108, and/or
sensors 110. In some embodiments, UI 102 can be integrated
with feedback module 104 and/or posture detection program
106.

Feedback module 104 1s a component which generates
teedback to a user, 1n response to data gathered by posture
detection program 106, detecting an improper viewing pos-
ture of a user. In this exemplary embodiment, feedback
module 104 sends feedback to UI 102 in the form of a
written message. In other embodiments, feedback module
104 may generate any type of feedback in response to the
detection of an improper viewing posture of a user, including
haptic feedback, visual feedback, and audio feedback. In
some embodiments, feedback module 104 1s integrated with
UI 102.

In this exemplary embodiment, posture detection program
106 can communicate with camera 108 and sensors 110 to
receive data about the angle, distance, and/or movement of
computing device 100. Posture detection program 106 can
determine, based on the gathered data, whether a user 1s 1n
a correct viewing posture (1.e., predetermined safe distance
and viewing angle), and 1 a user 1s not 1n a correct viewing
posture, posture detection program 106 can send a notifica-
tion to the user, via feedback module 104.

Camera 108 can be any computing device camera tech-
nology known in the art. In this exemplary embodiment,
camera 108 1s embedded within computing device 100 and
can emit inirared rays. In other embodiments, camera 108
can be a separate component from computing device 100,
and can communicate with computing device 100 through a
wired or wireless connection. Camera 108 can i1dentity the
eyes ol a user, based on predetermined eye characteristics,
and can communicate a distance between the eyes of the user
and the camera to posture detection program 106.

In this exemplary embodiment, sensor(s) 110 can be any
sensor, or combination of sensors, icluding, for example,
gravity sensors, orientation sensors, accelerometers, and
geomagnetic field sensors. Sensor(s) 110 can gather data,
such as computing device 100 orientation and/or position
information, and send the gathered information to posture
detection program 106.

FIG. 2A depicts flowchart 200 illustrating operational
steps of posture detection program 106 for detecting that a
user 1s viewing a device screen too closely, 1n accordance
with an embodiment of the present invention.

In step 202, posture detection program 106 receives a
viewing distance threshold. In this exemplary embodiment,
a manufacturer of computing device 100 sends a viewing
distance threshold for a specific computing device, which 1s
determined from scientific study results. In other embodi-
ments, a threshold distance may be included with computing
device 100. In some embodiments, the viewing distance
threshold may be different depending on the computing
device (1.e., one threshold distance for a particular smart-
phone, and a different threshold distance for a particular
tablet device).

In step 204, a camera, such as camera 108, of computing
device 100 identifies the eyes of a user. In this exemplary
embodiment, when computing device 100 1s turned on, an
embedded, front-facing, camera 108 identifies the eyes of a
user, based on a set of predetermined eye attributes. For
example, attributes to define the eyes of a user may be: for
a single eye, the outline 1s olivary, and there 1s a circle 1n the
middle, which takes up about 30% to 50% of the area; eyes
are always 1n axisymmetric pairs because the face of a user
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1s usually parallel to the screen while they are viewing a
device; and the centric part of each eye 1s colorful, such as
black, brown, green, blue, or amber, and the rest of the eye
1s white. In other embodiments, a user’s eyes may be defined
using any set of attributes, including a specific eye color or
eye size (1.e., the eyes of a child may be a smaller size than
the eyes of an adult).

In step 206, posture detection program 106 calculates the
viewing distance between the identified eyes of a user and
the device screen. In this exemplary embodiment, camera
108 can emit an 1nfrared ray, which 1s used in measuring the
distance between the eyes of a user and the device screen
(1.e., the viewing distance). By calculating the endpoint of
the viewing distance as the user’s eye, the error value 1s less
than 5 mm. In order to calculate the viewing distance, the
distance from camera 108 and the central horizontal line 1s
obtained (a constant value that the manufacturer of the
device can set) and the distance between the user’s eye and
camera 108 1s obtained. The distance between the user’s eye
and the screen (1.e., the viewing distance) can then be
calculated using the above two obtained values (described 1n
turther detail with respect to FIG. 4A).

In step 208, posture detection program 106 determines
whether the viewing distance 1s below the received viewing,
threshold. Posture detection program 106 continuously
receives and monitors the viewing distance of the user. In
this exemplary embodiment, the viewing distance 1s below
a received viewing threshold when posture detection pro-
gram 106 determines that the measured distance between the
eyes of the user and the device screen 1s less than the
viewing distance threshold, received from the manufacturer
(1.e., a user 1s too close to the device screen).

If, 1n step 208, posture detection program 106 determines
that the viewing distance 1s below the received viewing
threshold, indicating that the user 1s too close to the device
screen, then, 1n step 210, posture detection program 106
activates feedback module 104 (described 1n FIG. 3).

If, 1n step 208, posture detection program 106 determines
that the viewing distance 1s not below the recerved viewing
threshold, then posture detection program 106 continues to
calculate and monitor the distance of the device from the
eyes of the user (1.e., step 206).

FIG. 2B depicts flowchart 220 illustrating operational
steps of posture detection program 106 for detecting that a
user 1s viewing a display while lying down, 1n accordance
with an embodiment of the present invention.

In step 222, posture detection program 106 receives angle
data from sensors 110. In this exemplary embodiment, when
the screen 1s on, an embedded sensor(s) 110 continuously
measures the angle of computing device 100 against the
horizon. In some embodiments, APP developers can use the
application program interfaces (APIs) provided by the oper-
ating system (OS) providers to detect the motions of the
device, enabling the APPs to be motion controlled. For
example, APP developers can design motion controlled
APPs for various brands and products.

In step 224, posture detection program 106 determines
whether the angle of computing device 100 against the
horizon 1s acute. The angle against the horizon 1s acute i1 the
angle 1s less than 90 degrees (1.e., less than a rlgh‘[ angle). In
this exemplary embodiment, an angle that 1s less than 90
degrees 1s an indication that the user i1s lying down while
viewing computing device 100. In other embodiments, any
angle which may be predetermined to be an unsate viewing
angle may be used as the threshold angle against the horizon
of computing device 100.
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I1, 1n step 224, posture detection program 106 determines
that the angle of computing device 100 against the horizon
1s acute, then, i step 226, posture detection program 106
activates feedback module 104 (described 1n FIG. 3).

If, 1n step 224, posture detection program determines that
the angle of computing device 100 against the horizon 1s not
acute (1.e., the angle 1s greater than 90 degrees), then posture
detection program 106 continues to monitor the angle degree
by analyzing received angle data from sensors 110. In this
exemplary embodiment, an angle that 1s not acute 1s an
indication that the user 1s viewing computing device 100 at
a safe viewing angle.

FIG. 3 depicts a flowchart 300 illustrating operational
steps for providing feedback to adjust the viewing posture of
a user, 1n accordance with an embodiment of the present
ivention.

In step 302, posture detection program 106 detects an

indication that feedback module 104 1s activated (i.e., from
step 210 of FIG. 2A or step 226 of FIG. 2B).

In step 304, feedback module 104 displays a reminder
over the screen content. In this exemplary embodiment, the
operating system (OS) of computing device 100 pauses the
applications and content running on the device, and the
content on the device screen becomes fuzzy when a
reminder 1s displayed on the device screen. A reminder
indicating the improper posture, and how to fix the improper
posture may appear on the screen, such as “You are too close
to the screen; please move the screen further from you” or
“It detects you are watching lying down; please sit up to
protect your eyes.” In other embodiments, there 1s a ‘time-
out’ period 1n which the operating system may pause the
device content for a predetermined period of time, until the
user changes their viewing position.

In step 306, posture detection program 106 detects a user
adjustment to the computing device 100. In this exemplary
embodiment, a user may adjust their posture after receiving
the reminder displayed on the screen. For example, a user
may sit up rather than lying down 1f posture detection
program 106 indicates an acute angle, or increase the
viewing distance 1f posture detection program 106 indicates
the user 1s too close to the device. After a user adjustment
has been detected, the OS of computing device 100 resumes
the prior operations (e.g., 1f a video was playing prior to the
reminder display, the video resumes playing). In other
embodiments, the OS resumes the prior operations respon-
sive 1o a user gesture. For example, the OS may resume
operations responsive to a user gesture dismissing the
reminder, such as a tap on the screen of a touch device.

FIG. 4A depicts an example of a user viewing a device for
calculating the distance between a user’s eye and the embed-
ded device camera, 1n accordance with an embodiment of
the present invention.

To calculate the viewing distance 408, the length 410 1s
needed (1.e., the distance from the embedded front-facing
camera 108 and the central horizontal line, which 1s the
center of the device). The length 410 1s a constant value,
which may be obtained or set by the manufacturer of the
particular computing device. The distance 406 between the
eye of the user 402 and the camera 108 of computing device
404 1s also needed. This value may be obtained by the
embedded front-facing camera 108, which focuses on the
identified eye of the user. In this exemplary embodiment, the
embedded front-facing camera 108 can emit infrared rays,
which are used to measure the viewing distance 408 of a
user. Infrared rays are used to measure the distance from the
focused object (e.g., the eye of the user) to the camera 1n an




US 10,254,828 B2

7

‘auto-focus’ mode. This 1s derived from the optical principle
of the Gaussian formula recited in Equation 1:

1 1 1

i V

(Equation 1)

1
|
+
|

|

In this Equation 1, 1 1s the focus length, u is the distance
from the lens to the object, and v 1s the distance from the lens
to the image. After obtaining the values for 1 and u, by
applying Equation 1, camera 108 can determine what the
distance from the lens to the image (v) should be, and can
make the adjustment accordingly in order to generate a
high-quality 1image.

The viewing distance 408 between the eye of the user 402
and the computing device 404 screen may be obtained using
the Pythagorean theorem recited in Equation 2:

JDS:\/DCQ—L2 (Equation 2)

In this Equation 2, Ds represents the viewing distance
408, Dc represents the distance 406 between the eye of the
user 402 and the camera 108, and L represents the length
410. This principle can be applied to obtain a viewing
distance 408 (i.e., the distance between the camera and the
eye ol a user 402), by using components already integrated
with computing device 404 (e.g., an embedded front-facing
camera) and known optical principles, (i.e., Equations 1 and
2, as described above).

FIG. 4B depicts an example of the sensor coordinates
used to determine a user’s viewing angle, 1n accordance with
an embodiment of the present invention.

In order to determine a user’s viewing position (1.e., if the
user 1s lying down), APIs provided by the embedded sensors
are used. In the depicted example, device 452 contains an
orientation sensor (not shown) which 1s software-based, and
derives 1ts data from an accelerometer and a geomagnetic
field sensor. The orientation sensor can be used to monitor
the position of a device relative to the Earth’s frame of
reference (1.e., magnetic north). Further, certain commands
(e.g., getOnientation( ) on an Android platform) can compute
the orientation of device 452, based on the rotation matrix.
When it returns, the array values may be filled with, for
example, the following results: values[0]: azimuth, degrees
of rotation around the z axis; values[1]: pitch, degrees of
rotation around the x axis; and values[2]: roll, degrees of
rotation around the vy axis, where the reference coordinate
system 15 as follows: Xd (i.e., x-axis 456) 1s defined as the
vector product y.z (it 1s tangential to the ground at the
device’s current location and roughly points West); Yd (1.e.,
y-axis 454) 1s tangential to the ground at the device’s current
location and points towards the magnetic North Pole; and Zd
(1.e., z-axis 458) points towards the center of the Earth and
1s perpendicular to the ground.

In this example, the rotations around the x-axis 456 or the
y-axis 454 are relevant, as the x-y plane 1s parallel to the
ground (1.¢., the horizon). A rotation around the z-axis 458
1s not relevant in this calculation, as movement 1n this plane
does not change the angle of the device against the ground.
For example, 11 device 452 1s lying on a flat surface, with the
screen facing upwards, x-axis 456 equals —-x, y-axis 454
equals vy, and z-axis 458 equals —z. The degree values of
device 452 against the x-axis and the y-axis are all zero 1n
this example. When device 452 begins to rotate around the
x-ax1s 456 with the z-axis 458 1n the y direction, the rotation
degree 1s positive. When device 452 begins to rotate around
the x-axis 456 with z-axis 458 i1n the -y direction, the
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rotation degree 1s negative. If the rotation degree 1s found to
be 1n the range of (-180° to -90°) and (90° to 180°), the
screen 1s 1n a downward facing direction, which means that
the angle against the ground 1s acute (less than 90°). This
same range can be obtained for the rotation around the y-axis
454, 1n which case the screen 1s also downward and the angle
against the ground 1s acute (depicted further in FIGS. SA and
5B).

In other embodiments, the device may use 10S, 1n which
case Core Motion Framework 1s provided, according to
which an instance of CMDeviceMotion encapsulates mea-
surements of the attitude of a device. An instance of the
CMAttitude class represents a measurement of the device’s
attitude at a point 1n time. A device’s attitude refers to the
orientation of a body relative to a given frame of reference
(1.e., the device’s orientation relative to a point of reference,
such as the horizon or the ground). Similar algorithms as
those described above can be used to obtain the angle of the
device relative to the ground.

FIGS. 5A and 5B depict examples of diflerent user
viewing angles, 1n accordance with an embodiment of the
present 1nvention.

FIG. 5A depicts a user 5302 viewing device 504 at an acute
angle 508 relative to ground 506. In this example, posture
detection program 106, using the methods described with
respect to FIGS. 2B and 4B, can detect that a user 502 1s
viewing device 504 at an angle that 1s less than 90° (i.e.,
downward displaying screen), and thus 1s viewing the device
lying down, which 1s considered an improper/unsaie view-
ing posture.

FIG. 5B depicts the user 502 viewing device 504 at an
obtuse (1.e., greater than 90°) angle 510 relative to ground
506. In this example, posture detection program 106, using
the methods described with respect to FIGS. 2B and 4B, can
detect that a user 502 1s viewing device 504 at an angle that
1s greater than 90°, and thus 1s viewing the device using a
proper viewing posture.

FIGS. 6A and 6B depict an example of a reminder
displayed to a user when viewing the device using an
improper viewing posture, in accordance with an embodi-
ment of the present mnvention.

FIG. 6A depicts an example of device 602, displaying
applications 604, in normal use by a user. FIG. 6B depicts
an example of device 602, after posture detection program
106 detects an improper viewing posture of the user (e.g.,
viewing too close to the device or viewing while lying
down). In this exemplary embodiment, the device operating
system causes applications 604 to ‘pause’ (1.e., become
temporarily disabled) and a reminder 606 1s shown on the
screen of device 602. Reminder 606 may contain a more
specific message, such as “You are too close to the screen;
please move the screen further away from you™ or “It detects
you are watching lying down; please sit up to protect your
eyes” depending on the detected improper viewing posture
of the user. Device 602 displays both an indication to the
user that they are using an improper viewing posture, and an
indication as to how the user can adjust their viewing posture
to a safer one (e.g., move device further from eyes, or sit up
so not watching the device lying down). In this exemplary
embodiment, the user can proceed to view the content on the
device alter posture detection program 106 detects the user
has adjusted their posture. In other embodiments, the user
may ‘tap’ the reminder, or perform another gesture which
indicates they have seen the reminder, and have adjusted
their position. In yet another embodiment, the reminder may
display for a certain period of time (e.g., 10 seconds), and
then disappear, allowing the OS to resume the operations.
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FIG. 7 1s a block diagram of internal and external com-
ponents ol a computing device, generally designated 700,
which 1s representative of the computing devices of FIG. 1,
in accordance with an embodiment of the present invention.
It should be appreciated that FIG. 7 provides only an
illustration of one implementation and does not imply any
limitations with regard to the environments 1n which difler-
ent embodiments may be implemented. Many modifications
to the depicted environment may be made.

Computing device 700 includes communications fabric
708, which provides communications between computer
processor(s) 702, memory 704, cache 706, persistent storage
710, communications unit 714, and input/output (I/O) inter-
tace(s) 712. Communications fabric 708 can be imple-
mented with any architecture designed for passing data
and/or control information between processors (such as
microprocessors, communications and network processors,
etc.), system memory, peripheral devices, and any other
hardware components within a system. For example, com-
munications fabric 708 can be implemented with one or
more buses.

Memory 704 and persistent storage 710 are computer-
readable storage media. In this embodiment, memory 704
includes random access memory (RAM). In general,
memory 704 can include any suitable volatile or non-volatile
computer readable storage media. Cache 706 1s a fast
memory that enhances the performance of processors 702 by
holding recently accessed data, and data near recently
accessed data, from memory 704.

Program 1instructions and data used to practice embodi-
ments of the present invention may be stored in persistent
storage 710 and 1n memory 704 for execution by one or
more of the respective processors 702 via cache 706. In an
embodiment, persistent storage 710 includes a magnetic
hard disk drive. Alternatively, or 1n addition to a magnetic
hard disk drive, persistent storage 710 can include a solid
state hard drive, a semiconductor storage device, read-only
memory (ROM), erasable programmable read-only memory
(EPROM), flash memory, or any other computer readable
storage media that 1s capable of storing program instructions
or digital information.

The media used by persistent storage 710 may also be
removable. For example, a removable hard drive may be
used for persistent storage 710. Other examples include
optical and magnetic disks, thumb drives, and smart cards
that are inserted into a drive for transier onto another
computer readable storage medium that 1s also part of
persistent storage 710.

Communications unit 714, in these examples, provides
for communications with other data processing systems or
devices, including resources of a network. In these
examples, communications unit 714 includes one or more
network interface cards. Communications unit 714 may
provide communications through the use of either or both
physical and wireless communications links. Program
instructions and data used to practice embodiments of the
present invention may be downloaded to persistent storage
710 through communications unit 714.

I/O mterface(s) 712 allows for mput and output of data
with other devices that may be connected to computing
device 700. For example, I/O imterface 712 may provide a
connection to external devices 716 such as a keyboard,
keypad, a touch screen, and/or some other suitable input
device. External devices 716 can also include portable
computer-readable storage media such as, for example,
thumb drives, portable optical or magnetic disks, and
memory cards. Software and data used to practice embodi-
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ments of the present invention (e.g., software and data) can
be stored on such portable computer-readable storage media
and can be loaded onto persistent storage 710 via I/O
interface(s) 712. I/O interface(s) 712 also connect to a
display 718.

Display 718 provides a mechanism to display data to a
user and may be, for example, a computer monitor, or a
television screen.

The present mnvention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present mvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
istruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface i each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
istructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
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remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
arca network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1n order to perform aspects of the
present mvention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
tfunctions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks i1n the block dia-
grams and/or flowchart i1llustration, can be implemented by
special purpose hardware-based systems that perform the
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specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1in the
art without departing from the scope and spirit of the
invention. The terminology used herein was chosen to best
explain the principles of the embodiment, the practical
application or technical improvement over technologies
found in the marketplace, or to enable others of ordinary
skill 1n the art to understand the embodiments disclosed
herein.

What 1s claimed 1s:

1. A method for regulating viewing posture, the method
comprising;

identifying, by a front-facing camera, a single eye of a

user of a device, based on a set of attributes of the
single eye;

calculating, by one or more processors, a distance

between the single eye of the user of the device and a
screen of the device;
determining, by the one or more processors, the distance
between the single eye of the user of the device and the
screen of the device, based on the distance between the
front-facing camera and the single eye of the user of the
device and the distance between the front-facing cam-
era and a center of the device;
determining, by the one or more processors, whether the
distance between the single eye of the user of the device
and the screen of the device 1s below a threshold,
wherein the threshold 1s a predetermined distance,
based on a type of the device 1n use; and
responsive to determining that the distance between the
single eye of the user of the device and the screen of the
device 1s below the threshold, sending, by the one or
more processors, feedback to the user of the device;

responsive to determining that the user 1s positioned close
to the screen of the device based on determining that
the distance between the single eye of the user of the
device and the screen of the device i1s below the
threshold, disabling, by the one or more processors, a
plurality of applications 1n use, as contained within the
screen of the device, while simultaneously sending the
feedback to the user of the device, wherein the feed-
back 1s a respective message associated with detecting
an 1mproper viewing posture-type;

detecting, by the one or more processors, the improper

viewing posture-type, wherein the improper viewing
posture-type comprises: the user positioned 1s close to
the screen of the device based on the distance between
the single eye of the user of the device and the screen
of the device and the orientation of the user relative to
the screen of the device; and

responsive to determining that the user of the device has

adjusted the improper viewing posture-type and pro-
vided mput to the device dismissing the respective
message, enabling, by the one or more processors, the
plurality of applications for use on the device.

2. The method of claim 1, wherein detecting the improper
viewing posture-type, comprise:

recerving, from an embedded sensor, information detail-

ing an angle of the device relative to a vantage point;
determining, by the one or more processors, whether the
angle of the device relative to the vantage point is
greater than zero degrees and less than 90 degrees; and
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responsive to determining that the angle of the device
relative to the vantage point 1s greater than or equal to
zero degrees and less than 90 degrees, sending, by the
one or more processors, an indication to the user of the
device.

3. The method of claim 2, wherein the improper posture-
type comprises one of: viewing the device below a distance
threshold and viewing the device 1n a lying down position.

4. The method of claim 2, wherein determining, by the
one or more processors, whether the angle of the device
relative to the vantage point 1s greater than or equal to zero
degrees and less than 90 degrees comprises:

gathering data, from an orientation sensor of the device,

relative to the vantage point; and

computing, by the one or more processors, an orientation

of the device relative to the vantage point, based on a
rotation matrix, wherein the rotation matrix comprises
a number of degrees of rotation around an x-axis, a
y-axis, and a z-axis.

10

15

14

5. The method of claim 1, wherein calculating the distance
between the single eye of the user of the device and the
screen of the device comprises:

emitting, by the front-facing camera, an infrared ray,

wherein the emitted infrared ray ends at the single eye
of the user of the device;

determining, by the one or more processors, a distance
between the front-facing camera and the center of the
device; and

calculating, by the one or more processors, the distance

between the front-facing camera and the single eye of
the user of the device, using a distance obtained from
information associated with the emitted infrared ray
and the distance between the front-facing camera and
the center of the device.

6. The method of claim 1, wherein the device simultane-
ously calculates the distance between the single eye of the
user of the device and the screen of the device and calculates
an angle of the device relative to a vantage point.
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