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ADAPTATION OF IMAGE DATA SETS TO AN
UPDATED ATLAS-BASED REFERENCE
SYSTEM

The present invention 1s directed to a computer-imple-
mented medical data processing method for determinming a
mapping of medical image content 1into a reference system,
a non-transitory computer-readable program storage
medium storing such a program, a computer running that
program or comprising that program storage medium, and a
system comprising that computer.

In order to aggregate spatial information across patients
from patient-specific medical image data, each 1mage con-
taining such information (e.g. segmented objects, land-
marks, trajectories) needs to be mapped onto a comparison,
for example a common space—usually an, for example a
brain atlas such as the Universal Atlas supplied by Brainlab
AG. At the same time, applying knowledge gathered 1n said
common space to an individual patient requires the transfer
and deformation/adaptation of contents from the common
space (e.g. segmentations) mto the individual patient image.
Utilization of the known spatial relationship between a
common space and an individual patient image (henceforth
also referred to as the “registration” or a transformation
between reference systems) 1n a bidirectional manner (1ndi-
vidual to common space and back) lies at the heart of such
information gather and re-application.

However, with changing versions of atlases (the common
space), registration methods (applied to the patient-specific
medical 1mages and the common space to establish the
spatial relationship of the patient-specific medical images to
the common space the common space to generate their
registration) and access rights to said information, 1t 1s very
challenging to keep the flow of information valid and
comparable (and small footprint in terms of data storage
space) 1n a decentralized data environment which cannot be
synchronised regularly. An example of such an environment
1s the platform universe of devices supplied by Brainlab AG
which can be connected to the internet directly (e.g. a
workstation with a Quentry® 1nstallation), to a hospital
network and picture archiving and communication System
(PACS—such as one running on e.g. a Buzz®) or not
connected to any other device directly at all (such as an
image-guided surgery system, e.g. a CURVE® receiving
data only via USB stick transfer) or only imntermittently (such
as the same CURVE® being connected to the local network
from time to time).

The 1ssues to be discussed can be further explained as
follows:

A single 1mage can contain “content”, which 1s informa-
tion (usually spatially located in one location of said
patient’s body) that i1s generated or recognizable in the
medical images of the patient directly. Example could be the
segmentation of a tumour object, the orientation of a tra-
jectory depicting the orientation of a lead or screw 1mplant,
the 1dentification of a point 1n space as a landmark (such as
¢.g. the anterior commissure). Irrespective of the presence of
content, patient 1mages are usually automatically registered
to produce the registration 1n order to establish a mapping of
the patients anatomy onto a common space and vice versa.
This relationship 1s at the core of any automatic segmenta-
tion of anatomy 1in the patient images.

As soon as the Registration 1s established, content origi-
nating from (and associated with) the patient-specific medi-
cal image (hereinforth also abbreviated as Content_Pat) can
be transferred via the Registration into a common or com-
parison space (hereinforth also abbreviated as Content_
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Com). Such a common space 1s usually one version of a
brain atlas but could as well be one individual dataset
regarded as a default patient etc. As each version of an atlas
produces one Common Space for comparison and each
Content_Pat has to pass through a Registration manuiac-
tured by one particular version of a registration engine
(theoretically registration method and atlas can develop
independently of one another, however in practice they are
often versioned in parallel), each entity of Content_Com
should have the attributes: version of Common Space,
version of registration engine applied and (since theoreti-
cally probabilistic methods can yield multiple result of a
Registration upon re-run) a unique version of the Registra-
tion.

Aggregations of such content can occur on a local, group
or central level. For example a system can be installed on
one local (unconnected) platform that produces registrations
for all patient 1images on that system, creates the respective
Content_Com from the Content Pat and aggregates the
information locally into e.g. an average (an example of a
result). That result (e.g. the average location of the spleens
of all patients on that system) 1s unique for the number of
Content_Com (e.g. segmented spleens mapped into the
common space via the respective registrations) processed by
one act ol aggregation. Such aggregations are governed by
semantic rules to avoid comparing apples with oranges, such
as 1n this example “If there 1s a segmentation of a spleen,
take all that can be found and average them 1n atlas space”.
However one single entity or group of identical Content-
_Com can be utilized by multiple aggregations following
different semantics (e.g. “average all spleens” or “look at
spleens segmented in the same patient over time and com-
pare their volume with the progression of treatment™).

The atorementioned result can now be applied to an
individual patient by transierring the result (e.g. an average
segmentation volume of spleens) back via the registration
into the individual patient image—creating Content_Res
(located 1n patient space) as the result of processing Con-
tent_Com (Content_Rest can thus be embodied by a statis-
tical map of certain targets). The result can be compared
with the Content_Pat 1n that patient and the comparison can
have diagnostic value and/or provide clinical division sup-
port (e.g. “that individual patient’s spleen has a lower/higher
volume than the average of all I’ve treated on this system™).
Examples of Content_Res are segmentation objects (best
average location of the spleen), (statistical) maps (a colour
depiction of a spatial summation of all known locations of
screws placed), trajectornies (the average trajectory used to
target the subthalamic nucleus in deep brain stimulation
surgery ), landmarks (the best practice first incision point on
the skin) or similar. While on a local level this works well,
on a group or central level (the connection of multiple local
data sources) there has to be agreement on which version of
the Common Space and registration engine to use, so that
multiple entities Content_Pat orniginating out of multiple
local data sources/systems can be compared 1n one 1dentical
group-level Common Space. Since it 1s operationally not
teasible and unrealistic to have forced top-down updates of
local versions of Common Space and registration engines
across all local systems (especially since they are decentral-

ized 1n the sense that there 1s currently no central synchro-
nising mechanism) strategies have to be 1n place to deal with
an aggregation of Contents on a group or central level, with
Contents originating from a heterogenic data environment.
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For the sake of completeness, one should understand that
the system that applies a registration can be versioned as
well and constitute an aspect of the (bidirectional) registra-
tion engine.

An object of the mmvention therefore 1s to provide a
method for adapting the registration 1f 1t becomes nvalid,
the for example 1n case the atlas version changes, thereby
spatial providing a changed common space having e.g.
changed positions of anatomical structures.

Aspects of the present invention, examples and exemplary
steps and their embodiments are disclosed 1n the following.
Different advantageous features can be combined 1n accor-
dance with the mnvention wherever technically expedient and
feasible.

EXEMPLARY SHORT DESCRIPTION OF THE
PRESENT INVENTION

In the following, a short description of the specific fea-
tures of the present invention 1s given which shall not be
understood to limit the mvention only to the features or a
combination of the features described in this section.

The present invention relates for example to a method of
mapping a digital medical image into a different reference
system (a different coordinate system) to keep 1t comparable
to other digital medical images 11 all digital medical 1images
are defined 1n a common reference system such as an atlas,
in case the common reference system (the atlas) 1s updated.
In order to do so, a transformation 1s applied to map the
digital medical image ito the updated reference system.

GENERAL DESCRIPTION OF THE PRESENT
INVENTION

In this section, a description of the general features of the
present 1nvention 1s given for example by referring to
possible embodiments of the invention.

In one aspect, the mvention 1s directed to a computer-
implemented medical data processing method for determin-
ing a mapping of medical image content into a reference
system.

The method comprises the following exemplary steps
which are (all) constituted to be executed by a computer (for
example, a specific module such as a software module can
be provided which contains code which, when executed on
the electronic processor of the computer, provides the data
processing functionality of the respective method step). The
method steps are executed for example by the processor of
such a computer, for example by acquiring data sets at the
processor and determining data sets by the processor.

For example, medical image data 1s acquired which
describes (for example defines or represents) a digital medi-
cal image of an anatomical structure of a patient’s body. The
medical image data may have been generated by applying
any kind of medical imaging modality (e.g. x-ray, computed
Xx-ray tomography, magnetic resonance tomography, ultra-
sound 1maging) to the anatomical structure. The anatomical
structure can be any kind of anatomical structure, e.g. 1t can
comprise at least one of hard (bony or cartilage) and soft
(brain, skin or internal organ) tissue.

For example, image attribute data i1s acquired which
describes (for example defines or represents) attribute infor-
mation associated with the medical image data. The image
attribute data can be embodied by metadata associated with
the medical image data. The attribute information includes at
least an indication of an initial reference system in which
spatial relationships of the digital medical image are defined.
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For example, positions i the digital medical image are
defined 1in coordinates defined by the 1nitial reference sys-
tem. The indication of the mitial reference system may be
¢.g. a version definition (version number) of the mitial
reference system or version definition (version number) of
software used for generation (calculation) of the initial
reference system. The attribute information 1n one example
additionally describes at least one of generic descriptions of
anatomy in the image, 1dentifiers of content, or descriptors
ol pathological factors.

For example, reference system transformation data 1s
acquired which describes (for example defines or represents)
a spatial relationship between the initial reference system
and a second reference system which 1s different from (i.e.
not identical to) the initial reference system. The spatial
relationship between the inmitial reference system and a
second reference system can be defined by a transformation.
Within the framework of this disclosure, a transformation
can be embodied by a mapping such as a linear coordinate
mapping, which can be represented by a transformation
matrix (which 1n consequence can also be called mapping
matrix) belonging to a for example linear mapping function.
The transformation may have been determined (as part of
the disclosed method or previously, before execution of the
disclosed method i1s iitiated) by execution of an image
fusion algorithm (for example, an elastic fusion algorithm)
to a positionally defined data set defining the initial refer-
ence system and a positionally defined data set defining the
second reference system. Specifically, the reference system
transformation data contains an indication between which
individual reference systems the transformation establishes
a mapping, for example the indication describes that the
transformation maps between a specific first and another
specific second version of an atlas. This allows determining
the proper transformation among a potentially available
plurality of transformation so that the correct mapping
between the reference systems (atlas versions to be consid-
ered) can be selected and applied. Thereby, failure of the
mapping algorithm (crashing the corresponding computer
program) and/or wrong results can be avoided.

For example, transformed 1image data 1s determined based
on (specifically, from) the medical image data and the
reference system {transformation data. The transformed
image data describes (for example defines or represents) a
representation of the digital medical image 1n the second
reference system. Specifically, the transformed 1mage data 1s
determined by applying the transformation to the medical
image data, thereby giving a definition of spatial relation-
ships (such as positions) 1n the digital medical 1image 1n
coordinates defined by the second reference system.

In a first example, the mitial reference system and the
second reference system are each defined by the coordinates
of specific anatomical structures in the body of a first
reference patient. In a second example, the mitial reference
system defines or 1s defined by the spatial relationships
(specifically, absolute or relative positions, such as the
positions of anatomical structures) 1n a first atlas.

Likewise, the second reference system can be defined by
the spatial relationships (specifically, absolute or relative
positions, such as the positions of anatomical structures) in
a second atlas (irrespective of how the initial reference
system 15 defined, 1.e. wrrespective of whether the initial
reference system defines or 1s defined by the first reference
patient or the first atlas), which second atlas i1s anyhow
different from the first atlas. Alternatively, the second ret-
erence system may defined by the body of a second refer-
ence patient (irrespective of how the mnitial reference system
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1s defined, 1.e. 1rrespective of whether the 1itial reference
system 1s defined by the first reference patient or the first
atlas), which second reference patient 1s anyhow different
from the first reference patient.

The second atlas may be a later version of the first atlas
or a modification of the first atlas that describes a subvariant,
for example an anatomical subvariant (e.g. the transforma-
tion ol an atlas resulting from the image averaging of a
young population data sample which 1s transformed to
represent a suitable atlas for an older population by e.g.
creating a subvariant with enlarged ventricles). The first
atlas and the second atlas may differ 1n regard of at least one
ol patient population used for generating the atlas, spatial
resolution, 1maging modality used for generating the atlas,
anatomical features included 1n the atlas, and pathological
teatures 1included 1n the atlas.

The method disclosed method 1n one further example
comprises optional steps relating to the generation of the
reference system transformation data (specifically, of the
spatial relationship spatial relationship between the initial
reference system and a second reference system), which
steps 1nclude:

acquiring, based on (specifically, via) the image attribute

data, i1mtial reference system data describing (for
example, defining or representing) the geometry (spe-
cifically, positions or an algebraic basis) of the initial
reference system (the 1nitial reference system data may
be stored separately and be found and loaded by the
disclosed method using the information contained 1in
the 1mage attribute data as a pointer for finding the
initial reference system data);

acquiring second reference system data describing (for

example, defining or representing) the geometry (spe-
cifically, positions or an algebraic basis) of the second
reference system different from the initial reference
system;

determining, by the processor and based on the initial

reference system data and the second reference system
data, the reference system transformation data. The
reference system transformation data 1s for example
determined in the manner described above, such as by
applying an image fusion algorithm to the imtial ref-
erence system data and the second reference system
data.

In a further example, at least part of the attribute infor-
mation 1s defined 1n the 1nitial reference system, for example
spatial information contained in the attribute information
such as a position of a specific body structure (e.g. a
pathological structure such as an 1mnjury or a tumour) in the
digital medical image. Them transformed attribute data may
be determined based on (specifically, from) the 1image attri-
bute data and the reference system transformation data,
transformed attribute data describing a representation of
attribute information associated with the medical image data
in the second reference system. Spatial information describ-
ing e.g. the position of the specific body structure in the
digital medical image may thereby be transformed 1nto the
second reference system.

Determining the transformed image data can have the
ellect of (and therefore comprise) compressing a plurality of
image data sets (namely, multiple digital medical 1images
belonging to different patients) mnto one medical image data
set by generating a concise data set comprising the infor-
mation about the spatial relationship between each patient-
specific anatomical feature and the second reference system.
Such compressing results in a data compression, for
example a lossy data compression (1.e. a data compression
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which involves a loss of information of the compressed data
compared to the mput data/the data to be compressed). In

any case, the data compression can be inverted to at least
partially re-generate the image data based on the reference
system transformation data, for example by applying the
inverse of the above-described transformation.

In another aspect, the invention 1s directed to a computer
program which, when runming on a computer or when
loaded onto a computer, causes the computer to perform the
above-described method.

In a further aspect, the invention 1s directed to a non-
transitory computer-readable program storage medium on
which the aforementioned program 1s stored.

In an even further aspect, the invention 1s directed to a
computer, for example a cloud computer, comprising a
processor and a memory, wherein the aforementioned pro-
gram 1S running on the processor or 1s loaded into the
memory, or wherein the computer comprises the atoremen-
tioned program storage medium. The computer 1s for
example an electronic data processing unit which 1s specifi-
cally configured to execute the atlorementioned program, for
example the electronic data processing unit of a medical
navigation system or a medical procedure planning system
(suitable for use e.g. 1n surgery or radiotherapy/radiosurgery
or infusion therapy, for example for treating a brain tumour).

In an even further aspect, the mvention relates to a
(physical, for example electrical, for example technically
generated) signal wave, for example a digital signal wave,
carrying information which represents the aforementioned
program, which comprises code means which are adapted to
perform any or all of the method steps described herein.

It 1s within the scope of the present invention to combine
one or more features of one or more embodiments or aspects
of the invention 1n order to form a new embodiment wher-
ever this 1s technically expedient and/or feasible. Specifi-
cally, a feature of one embodiment which has the same or a
similar function to another feature of another embodiment
can be exchanged with said other feature, and a feature of
one embodiment which adds an additional function to
another embodiment can for example be added to said other
embodiment.

DEFINITIONS

In this section, definitions for specific terminology used 1n
this disclosure are offered which also form part of the
present disclosure.

Within the framework of the invention, computer program
clements can be embodied by hardware and/or software (this
includes firmware, resident software, micro-code, efc.).
Within the framework of the mnvention, computer program
clements can take the form of a computer program product
which can be embodied by a computer-usable, for example
computer-readable data storage medium comprising com-
puter-usable, for example computer-readable program
instructions, “code” or a “computer program” embodied 1n
said data storage medium for use on or 1n connection with
the instruction-executing system. Such a system can be a
computer; a computer can be a data processing device
comprising means for executing the computer program
clements and/or the program in accordance with the inven-
tion, for example a data processing device comprising a
digital processor (central processing unit or CPU) which
executes the computer program elements, and optionally a
volatile memory (for example a random access memory or
RAM) for storing data used for and/or produced by execut-
ing the computer program elements. Within the framework
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of the present invention, a computer-usable, for example
computer-readable data storage medium can be any data
storage medium which can include, store, communicate,
propagate or transport the program for use on or 1 connec-
tion with the instruction-executing system, apparatus or
device. The computer-usable, for example computer-read-
able data storage medium can for example be, but i1s not
limited to, an electronic, magnetic, optical, electromagnetic,
infrared or semiconductor system, apparatus or device or a
medium of propagation such as for example the Internet.
The computer-usable or computer-readable data storage
medium could even for example be paper or another suitable
medium onto which the program 1s printed, since the pro-
gram could be electronically captured, for example by
optically scanning the paper or other suitable medium, and
then compiled, interpreted or otherwise processed in a
suitable manner. The data storage medium 1s preferably a
non-volatile data storage medium. The computer program
product and any software and/or hardware described here
form the various means for performing the functions of the
invention in the example embodiments. The computer and/
or data processing device can for example include a guid-
ance mformation device which includes means for output-
ting guidance information. The guidance information can be
outputted, for example to a user, visually by a wvisual
indicating means (for example, a monitor and/or a lamp)
and/or acoustically by an acoustic indicating means (for
example, a loudspeaker and/or a digital speech output
device) and/or tactilely by a tactile indicating means (for
example, a vibrating element or a vibration element incor-
porated into an instrument). For the purpose of this docu-
ment, a computer 1s a technical computer which for example
comprises technical, for example tangible components, for
example mechanical and/or electronic components. Any
device mentioned as such 1n this document 1s a technical and
for example tangible device.

The method in accordance with the invention 1s for
example a data processing method. The data processing
method 1s preferably performed using technical means, for
example a computer. The data processing method 1s prefer-
ably constituted to be executed by or on a computer and for
example 1s executed by or on the computer. For example, all
the steps or merely some of the steps (i.e. less than the total
number of steps) of the method in accordance with the
invention can be executed by a computer. The computer for
example comprises a processor and a memory i order to
process the data, for example electronically and/or optically.
The calculating steps described are for example performed
by a computer. Determining steps or calculating steps are for
example steps of determining data within the framework of
the technical data processing method, for example within the
framework of a program. A computer 1s for example any
kind of data processing device, for example electronic data
processing device. A computer can be a device which 1s
generally thought of as such, for example desktop PCs,
notebooks, netbooks, etc., but can also be any programmable
apparatus, such as for example a mobile phone or an
embedded processor. A computer can for example comprise
a system (network) of “sub-computers”, wherein each sub-
computer represents a computer in its own right. The term
“computer” includes a cloud computer, for example a cloud
server. The term “cloud computer” includes a cloud com-
puter system which for example comprises a system of at
least one cloud computer and for example a plurality of
operatively interconnected cloud computers such as a server
tarm. Such a cloud computer 1s preferably connected to a
wide area network such as the world wide web (WW W) and
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located 1n a so-called cloud of computers which are all
connected to the world wide web. Such an infrastructure 1s
used for “cloud computing”, which describes computation,
soltware, data access and storage services which do not
require the end user to know the physical location and/or
configuration of the computer delivering a specific service.
For example, the term “cloud” 1s used 1n this respect as a
metaphor for the Internet (world wide web). For example,
the cloud provides computing infrastructure as a service
(IaaS). The cloud computer can function as a virtual host for
an operating system and/or data processing application
which 1s used to execute the method of the invention. The
cloud computer 1s for example an elastic compute cloud
(EC2) as provided by Amazon Web Services™. A computer
for example comprises interfaces in order to receive or
output data and/or perform an analogue-to-digital conver-
sion. The data are for example data which represent physical
properties and/or which are generated from technical sig-
nals. The techmical signals are for example generated by
means o (technical) detection devices (such as for example
devices for detecting marker devices) and/or (technical)
analytical devices (such as for example devices for perform-
ing 1maging methods), wherein the technical signals are for
example electrical or optical signals. The technical signals
for example represent the data received or outputted by the
computer. The computer 1s preferably operatively coupled to
a display device which allows information outputted by the
computer to be displayed, for example to a user. One
example of a display device 1s an augmented reality device
(also referred to as augmented reality glasses) which can be
used as “goggles” for navigating. A specific example of such
augmented reality glasses 1s Google Glass (a trademark of
Google, Inc.). An augmented reality device can be used both
to mput information mto the computer by user interaction
and to display information outputted by the computer.
Another example of a display device would be a standard
computer momtor comprising for example a liquid crystal
display operatively coupled to the computer for receiving
display control data from the computer for generating sig-
nals used to display image information content on the
display device. A specific embodiment of such a computer
monitor 1s a digital lightbox. The monitor may also be the
monitor of a portable, for example handheld, device such as
a smart phone or personal digital assistant or digital media
player.

The expression “acquiring data” for example encom-
passes (within the framework of a data processing method)
the scenario 1n which the data are determined by the data
processing method or program. Determining data for
example encompasses measuring physical quantities and
transforming the measured values into data, for example
digital data, and/or computing the data by means of a
computer and for example within the framework of the
method 1n accordance with the invention. The meaning of
“acquiring data” also for example encompasses the scenario
in which the data are received or retrieved by the data
processing method or program, for example from another
program, a previous method step or a data storage medium,
for example for further processing by the data processing
method or program. The expression “acquiring data” can
therefore also for example mean waiting to receive data
and/or recerving the data, for example 1t encompasses the
meaning of “inputting” or “loading’ the data to be acquired,
the expression “determining data” then encompasses the
meaning of “outputting” the data to be determined. The
received data can for example be inputted via an interface.
The expression “acquiring data” can also mean that the data
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processing method or program performs steps in order to
(actively) receive or retrieve the data from a data source, for
instance a data storage medium (such as for example a
ROM, RAM, database, hard drive, etc.), or via the interface
(for instance, from another computer or a network). The data
can be made “ready for use” by performing an additional
step before the acquiring step. In accordance with this
additional step, the data are generated in order to be
acquired. The data are for example detected or captured (for
example by an analytical device). Alternatively or addition-
ally, the data are inputted 1n accordance with the additional
step, for instance via interfaces. The data generated can for
example be mputted (for instance into the computer). In
accordance with the additional step (which precedes the
acquiring step), the data can also be provided by performing
the additional step of storing the data in a data storage
medium (such as for example a ROM, RAM, CD and/or
hard drive), such that they are ready for use within the
framework of the method or program 1n accordance with the
invention. The step of “acquiring data” can therefore also
involve commanding a device to obtain and/or provide the
data to be acquired. For example, the acquiring step does not
involve an mvasive step which would represent a substantial
physical interference with the body, requiring professional
medical expertise to be carried out and entailing a substan-
tial health risk even when carried out with the required
prolessional care and expertise. For example, the step of
acquiring data, for example determining data, does not
involve a surgical step and for example does not involve a
step of treating a human or animal body using surgery or
therapy. In order to distinguish the different data used by the
present method, the data are denoted (i.e. referred to) as “XY
data” and the like and are defined 1n terms of the information
which they describe, which 1s then preferably referred to as
“XY imformation” and the like.

Atlas data describes (for example defines and/or repre-
sents and/or 1s) for example a general three-dimensional
shape of the anatomical body part. The atlas data therefore
represents an atlas of the anatomical body part. An atlas
typically consists of a plurality of generic models of objects,
wherein the generic models of the objects together form a
complex structure. For example, the atlas constitutes a
statistical model of a patient’s body (for example, a part of
the body) which has been generated from anatomic infor-
mation gathered from a plurality of human bodies, for
example from medical image data containing 1mages of such
human bodies. In principle, the atlas data therefore repre-
sents the result of a statistical analysis of such medical image
data for a plurality of human bodies. This result can be
output as an 1mage—the atlas data therefore contains or is
comparable to medical image data. Such a comparison can
be carried out for example by applying an image fusion
algorithm which conducts an 1mage fusion between the atlas
data and the medical image data. The result of the compari-
son can be a measure of similarity between the atlas data and
the medical image data. The human bodies, the anatomy of
which serves as an input for generating the atlas data,
advantageously share a common feature such as at least one
of gender, age, ethnicity, body measurements (e.g. size
and/or mass) and pathologic state. The anatomic information
describes for example the anatomy of the human bodies and
1s extracted for example from medical image information
about the human bodies. The atlas of a femur, for example,
can comprise the head, the neck, the body, the greater
trochanter, the lesser trochanter and the lower extremity as
objects which together make up the complete structure. The
atlas of a brain, for example, can comprise the telencepha-
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lon, the cerebellum, the diencephalon, the pons, the mesen-
cephalon and the medulla as the objects which together
make up the complex structure. One application of such an
atlas 1s 1n the segmentation of medical images, in which the
atlas 1s matched to medical image data, and the 1image data
are compared with the matched atlas in order to assign a
point (a pixel or voxel) of the image data to an object of the
matched atlas, thereby segmenting the image data into
objects. Anatomical structures are assigned grey values
describing their response to at least one type of imaging
radiation (such as their absorption of x-rays, defined for
example 1n Hounsfield units). Thus, tissue types can be
grouped 1nto classes (so-called tissue classes) which define
a specific type of tissue according to its physical properties
such as absorption of the type of imaging radiation. The atlas
can also be multi-modal, 1.e. an atlas comprising tissue
classes (tissue type information) which describes the image
appearance ol specific type of tissue in different 1imaging
modalities, e.g. 1n x-ray-based 1imaging and magnetic reso-
nance-based i1maging, to allow matching the atlas with
medical images having been generated by the corresponding
imaging modality.

Image fusion can be elastic image fusion or rigid image
fusion. In the case of rigid image fusion, the relative position
between the pixels of a 2D mmage and/or voxels of a 3D
image 1s fixed, while 1n the case of elastic image fusion, the
relative positions are allowed to change.

In this application, the term “image morphing™ 1s also
used as an alternative to the term “elastic 1image fusion™, but
with the same meaning.

Within the framework of this disclosure, the term of
transformation denotes a linear mapping (embodied for
example by a matrix multiplication) defining an image
fusion algorithm such as at least one of an elastic and an
inelastic fusion transformation. Elastic fusion transforma-
tions (for example, elastic image fusion transformations) are
for example designed to enable a seamless transition from
one dataset (for example a first dataset such as for example
a first 1mage) to another dataset (for example a second
dataset such as for example a second 1mage). The transior-
mation 1s for example designed such that one of the first and
second datasets (1images) 1s deformed, for example 1 such
a way that corresponding structures (for example, corre-
sponding 1image elements) are arranged at the same position
as 1n the other of the first and second images. The deformed
(transformed) 1mage which 1s transformed from one of the
first and second 1mages 1s for example as similar as possible
to the other of the first and second images. Preferably,
(numerical) optimisation algorithms are applied 1n order to
find the transformation which results in an optimum degree
of similarity. The degree of similarity 1s preferably measured
by way of a measure of similarity (also referred to in the
following as a “similarity measure™). The parameters of the
optimisation algorithm are for example vectors of a defor-
mation field. These vectors are determined by the optimi-
sation algorithm in such a way as to result 1n an optimum
degree of similarity. Thus, the optimum degree of similarity
represents a condition, for example a constraint, for the
optimisation algorithm. The bases of the vectors lie for
example at voxel positions of one of the first and second
images which 1s to be transformed, and the tips of the vectors
lie at the corresponding voxel positions in the transformed
image. A plurality of these vectors are preferably provided,
for instance more than twenty or a hundred or a thousand or
ten thousand, etc. Preferably, there are (other) constraints on
the transformation (deformation), for example 1 order to
avoid pathological deformations (for istance, all the voxels
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being shifted to the same position by the transformation).
These constraints include for example the constraint that the

transformation 1s regular, which for example means that a
Jacobian determinant calculated from a matrix of the defor-
mation field (for example, the vector field) 1s larger than
zero, and also the constraint that the transformed (deformed)
image 1s not self-intersecting and for example that the
transformed (deformed) image does not comprise faults
and/or ruptures. The constraints include for example the
constraint that if a regular grid 1s transformed simultane-
ously with the image and 1n a corresponding manner, the
orid 1s not allowed to interfold at any of its locations. The
optimising problem i1s for example solved iteratively, for
example by means ol an optimisation algorithm which 1s for
example a first-order optimisation algorithm, for example a
gradient descent algorithm. Other examples of optimisation
algorithms include optimisation algorithms which do not use
derivations, such as the downhill simplex algorithm, or
algorithms which use higher-order derivatives such as New-
ton-like algorithms. The optimisation algorithm preferably
performs a local optimisation. If there 1s a plurality of local
optima, global algorithms such as simulated annealing or
generic algorithms can be used. In the case of linear opti-
misation problems, the simplex method can for instance be
used.

In the steps of the optimisation algorithms, the voxels are
for example shifted by a magnitude 1n a direction such that
the degree of similarity 1s increased. This magnitude 1s
preferably less than a predefined limit, for instance less than
one tenth or one hundredth or one thousandth of the diameter
of the image, and for example about equal to or less than the
distance between neighbouring voxels. Large deformations
can be implemented, for example due to a high number of
(iteration) steps.

The determined elastic fusion transformation can for
example be used to determine a degree of similanty (or
similarity measure, see above) between the first and second
datasets (first and second 1images). To this end, the deviation
between the elastic fusion transformation and an identity
transformation 1s determined. The degree of deviation can
for instance be calculated by determining the difference
between the determinant of the elastic fusion transformation
and the 1dentity transformation. The higher the deviation, the
lower the similarity, hence the degree of deviation can be
used to determine a measure of similarity.

A measure of similarity can for example be determined on
the basis of a determined correlation between the first and

second datasets.

DESCRIPTION OF THE FIGURES

In the following, the invention 1s described with reference
to the appended figures which represent a specific embodi-
ment of the invention. The scope of the mvention 1s not
however limited to the specific features disclosed 1n the
context of the figures, wherein

FIG. 1 1s a block diagram 1llustrating the basic principle
of the present (first) invention;

FIG. 2 1s a block diagram illustrating application of the
present ({irst) invention 1n case an mtermediate atlas update
has been omitted; and

FIG. 3 1s a block diagram illustrating a further (second)
invention.

As shown 1n FIG. 1, a patient image (called patient 1mage
v 1.0) which 1s defined 1n the mnitial reference system of a
first version of an atlas (designated Atlas v 1.0) needs to be
transierred into the second reference of a second version of
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the atlas (designated Atlas v 2.0), which constitutes an
update of Atlas v 1.0. In order to do so, the spatial relation-
ship between the mitial reference system and the second
reference system embodied by transformation REG between
Atlas v 1.0 and Atlas v 2.0 1s determined, e.g. as the result
of applying an image fusion algorithm to Atlas v 1.0 and
Atlas v 2.0. The reference system transformation data con-
taining information characterising the transformation REG
1s supplied to a user (such as a healthcare facility) on a
non-transitory computer-readable medium (such as a DVD
or a tflash memory device) e.g. together with the software
update from Atlas v 1.0 to Atlas v 2.0. Alternatively, the
transformation REG may be stored at a remote location, and
the reference system transformation data may comprise a
pointer to the storage location (e.g. on a cloud server) at
which the transformation REG 1s stored and from which 1t
may be loaded 1n order to be applied to the customer’s
patient image library. In doing so, the digital medical image
embodied by patient 1image v 1.0 can be mapped into the
second reference system by applying the transformation
REG to patient image v 1.0 so as to determine patient image
v 2.0 which constitutes the mapped digital medical image in
the second reference system 1n which Atlas v. 2.0 1s defined.
Thereby, all images taken from different patients may be
mapped 1nto the second reference system to be as compa-
rable to each other as before when they were all defined 1n
the mitial reference system of Atlas v 1.0.

FIG. 2 illustrates the case 1n which a user needs to update
from Atlas v 1.0 directly to Atlas v 3.0 while omitting the
intermediate update Atlas v 2.0, where Atlas v 2.0 consti-
tutes an atlas version 1ssued 1n between Atlas v 1.0 and Atlas
v 3.0. The constituents of FIG. 1 which recur in FIG. 2 have
the same meaning and functionality as explained with regard
to FIG. 1. The case shown 1n FIG. 2 serves to 1llustrate as to
why 1t useful that the attribute imnformation contains infor-
mation an indication of an 1nitial reference system in which
spatial relationships of the digital medical image are defined.
In this case, even though Atlas v 2.0 1s the update last 1ssued,
the transformation REG™* between Atlas v 1.0 and Atlas v
3.0 needs to be applied to map the patient 1image v 1.0 nto
the second reference system represented by the reference
system of Atlas v 3.0. A selection hence has to be made

among the available transformations REG (between Atlas v
1.0 and Atlas v 2.0), REG™* (between Atlas v 2. and Atlas v

3.0) and REG™* (between Atlas v 2.0 and Atlas v 3.0). By
evaluating the indication of an initial reference system 1n
which spatial relationships of the digital medical image are
defined, which leads to the result that they are defined 1n the
reference system of Atlas v 1.0, which leads the disclosed
method to choosing REG** as the transformation to be
applied to update a library of digital medical images to the
reference system of Atlas v 3.0. Thereby, the advantage 1s
achieved that even users who did not apply all atlas updates
in the past can use the disclosed method of automatic
reference system update to keep the digital medical images
contained 1n the library comparable to each other despite a
changing atlas version.

The disclosed method constitutes a proposal for digital
signatures, references and pointers, data routing rules and
update procedures that comprises the following exemplary
features.

In a first example, all entities of Content_Com (for the
meaning of abbreviations used hereinforth, reference 1s
made to the itroductory portion of the description)
have to be signed with the attributes version of the
common space (the atlas version), version of registra-
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tion engine applied and umique 1dentifier of the Regis-
tration used to transter Content Pat into said Content
Com.

In a second example, a central or group data aggregation
scenario the administrative enftity (for example, the
supplier of the atlas software) has to provide a chain of
Registrations connecting all versions of the common
space up to the highest version 1n circulation within that
exchange group.

In a third example, upon updates/upgrades of local ver-
sions of the Common Space (atlas) or registration
engine, the most recent version of the chain of regis-
trations between versions of the common space have to
be dissemination along with the software update.

In a fourth example, each system applying some analysis
to Content_Com needs to sign the result with unique
identifiers listing all included (processed/analyzed)
entities of Content Com.

In a fifth example, aggregation and analysis systems have
two parts, one that actively searches all patient files on
the system for Content_Pat that 1s eligible to become
Content_Com under a given semantic rule or analysis
question and a second part the executes that operation
upon request or automatically to generate a result, these
two parts of such an operation can be scheduled/
executed independently from one another.

In a sixth example, triggered or automatic dissemination
of results onto known or new patients 1s the final step,
such Content_Res needs to be signed with a unique
identifier of the result (see the above fourth example)
and as such with the version of the analysis engine and
semantic context of the processing (essentially the
question posed to the data).

In a seventh example, the dissemination system turning a
result into Content Res needs to have in-built similar-
ity parameters that compare the patient (for whom
Content_Res 1s applied) with the sample-history of the
Result.

To the above first and second examples, the following
applies: On that basis all Content_ Com submitted into the
group or central data repository can be migrated along the
chain of known (high-quality) Registrations among versions
of the Common Space and analysis (aggregation) can occur
on the most recent version for all contents obtained.

To the above third example, the following applies: Upon
update/upgrade of a single local system enftity from one
Common Space or registration engine to the next all local-
1zed Content_Com can be migrated along as well locally, so
that local Content_Com 1s always stored in the most recent
Common Space.

To the above fourth example, the following applies: On
that basis the sample used to draw an inference (to generate
a Result) can always be reconstructed and re-runs of the
analysis can include data from different lists of submitted
Content_Con (e.g. 1n the first analysis all data 1s considered,

in the second invalid data 1s excluded or patients have
withdrawn permission to use Contents derived from their
data).

To the above fifth example, the following applies: With a
system on that basis Content_Com can be theoretically
deleted after production of a Result, since the Result con-
tains all the required information to repeat drawing together
all entities required to reproduce the input sample of the
analysis, this saves storage space—alternatively all Con-
tent_ Com files can be leit intact, this saves analysis time for
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re-runs and allows theoretically for disconnection of the
analysis system for the original patient files containing
Content_Pat.
To the above sixth example, the following applies: On that
basis Content_Res can be differentiated based on 1ts origin,
¢.g. an 1mage of the average location and volume of spleens
drawn from a tumor patient population might be completely
different to that drawn from a healthy population, by these
signatures and references the history of Content_Res 1s
available and false inferences from such information can be
avoided even 1f the system should be disconnected from the
level executing the analysis.
To the above seventh example, the following applies:
Even betore Content_Res 1s created (if that information 1s
available) dissemination of non-applicable information can
be avoided, one practical example would be an outcome map
of surgical resection probability calculated from data from
patients with low-grade glioma which shall not be applied
(in which case Content_Res 1s not created) i a patient
carries the disease classification high-grade Glioma, since 1t
1s not applicable and would mislead the practitioner. Alter-
natively, an alert can be displayed, so that the user can
consciously choose to obtain Content_Res knowing it has
limited applicability—this 1s an example of inference trans-
parency in clinical decision support.
In the following, a further (second) invention 1s described
with reference to FIG. 3.
FIG. 3 constitutes a block diagram showing the connec-
tion of functional blocks corresponding to the following data
processing for anonymising an image.
In a situation, where an 1mitial medical patient 1image
upload into the cloud occurs with anonymized data only
there 1s no problem, because the processing can occur with
the already anonymized data and the referencing of content
and 1mages 1s intact. However, images still have to be
decrypted for the purpose of processing, which 1n this case
1s not a privacy, but an operational problem.
In a situation, where the initial image upload into the
cloud occurs with unanonymised data but the user wishes
processing, the problem 1s more complex since the process-
ing entity can theoretically gain access to the personal health
information enclosed in e.g. the DICOM tags of unanony-
mised DICOM data (digital image data in the format Digital
Imaging and Communications in Medicine—DICOM).
One solution 1s to anonymize the DICOM data upon
upload and store these anonymized (e.g. by applying Brain-
wash) copies 1 a processing enfity in case processing 1s
being triggered by the user. However, 11 the user wishes to
see the results, the relationships have to be resolved via a
referencing system that is
a) not impacted by the anonymisation process (such as
c.g. DICOM UlIDs would be);

b) fast and reliable; and

¢) does not rely on unanonymised patient data or some
form of unified patient identifier connecting the ano-
nymized and unanonymised contents.

Processing of anonymized DICOM images/slice sets 1n a
DICOM processing service has the disadvantage that the
contents derived from such images cannot be re-associated
with the original unanonymised DICOM images/slice sets.

By calculating an image hash during the first image
sorting procedure (when DICOM slices are “assembled”
into a slice set) an 1mage identifier 1s created that 1s not
impacted by the anonymisation procedure (the included
parts have to be chosen so that only tags are included that are
not altered by anonymisation and anonymisation has to
preserve pixel-values).
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When processing has been completed on the anonymised
data, the created content (objects from 1mage segmentation,
trajectories, landmarks etc.) references to that image hash
instead of the DICOM UID.

On this basis the anonymized created content can be
re-united with the unanonymised DICOM content (e.g. for
the purpose of viewing) without unanonymised information
having crossed the line between data storage and processing,
while fully preserving the information on image-to-content
or 1mage-to-image relationships.

This second hash-based referencing system can rely on
storing the hashes upon image sorting 1n a private tag, so that
the point of hash creation can be either upon arrival in the
cloud (after upload of single slices) or before upload (e.g.
upon 1mage sorting 1 a Quentry® desktop application as 1t
1s supplied by Brainlab AG).

The unanonymised DICOM slice sets can be stored 1n full
encryption and only decrypted upon user access for sharing,
viewing or editing. Only at this timepoint 1s the anonymized
created content re-united with the unanonymised decrypted
content via the image-hash based reference system. At this
timepoint the hash-referencing can be resolved and replaced
with the common DICOM UID (unique identifier) based
referencing, e.g. prior to re-encryption before the user leaves
the system.

In a further embodiment instead of utilizing the image
hash atlas-based (e.g. Universal-Atlas-based) determined
brain/anatomy properties can be utilized to generate a fin-
gerprint of the mdividual 1n questions without the need to
have a unified patient reference or personalized health
information. In larger database applications a hash of that
fingerprint can be also integrated to have perfect duplicate
recognition and resolve patient-to-image relationships also.

In a further embodiment the anatomical fingerprint and
the references of individual image hashes to 1t are stored to
accommodate a use case, where anonymized data 1s added
incrementally to a case file but the anonymisation 1s com-
plete (no pseudonym or common case number 1s available).
On the basis of anatomical fingerprinting re-association of
the case files (DICOM) can be achieved without the neces-
sity to perform actual re-identification of the patient.

By image hashing a digital signature of an image, an
identifier can be created which 1s unique to the i1mage.
SHA-256 and MD?3J are some of the most common algo-
rithms for doing so. For illustration purposes one can e.g.
think of the checksum (also called cross sum) of all pixel
values 1n an 1mage as a form of hash that 1s most likely
unique to the image and allows re-identification of the image
if 1t 1s not altered. As a nice side eflect, 1t serves as a means
ol authentification to verily data integrity (1s no image can
be found with the hash reference content has been somehow
altered through upload/processing/anonymisation 1 an
undesired way).

Image-to-content and image-to-image relationships can
be resolved for the purpose of anonymized DICOM image
processing. Data privacy concerns for cloud based image
processing architectures can be addressed.

The 1nvention claimed 1s:

1. A computer-implemented method for determining a
mapping of medical image content 1into a reference system,
the method comprising executing, on at least one processor,
steps of:

acquiring, by the at least one processor, medical 1image

data describing a digital medical image of an anatomi-
cal structure of a patient’s body;

acquiring, by the at least one processor, image attribute

data describing attribute information associated with
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the medical 1mage data, the attribute information
including an indication of an 1nitial reference system 1n
which positions in the digital medical image are defined
wherein the 1mtial reference system 1s defined by the
spatial relationships 1n a first atlas;

acquiring, by the at least one processor, reference system

transformation data describing a spatial relationship
between the initial reference system and a second
reference system which 1s different from the nitial
reference system wherein the second reference system
1s defined by the spatial relationships 1n a second atlas
which 1s different from the first atlas;

determiming, by the at least one processor and based on

the medical image data and the reference system trans-
formation data, transformed image data describing a
representation of the digital medical image i1n the
second reference system;

wherein the second atlas differs from the first atlas 1n

regards to at least one of: patient population used for
generating the atlas; spatial resolution; imaging modal-
ity used for generating the atlas; anatomical features
included 1n the atlas; pathological features included 1n
the atlas; 1s a modified representation of the first atlas
or a modification of the first atlas that describes a
subvariant.

2. The method according to claim 1, wherein the spatial
relationship between the initial reference system and a
second reference system 1s defined by a transformation, and
wherein the transformed 1image data 1s determined by apply-
ing the transformation to the medical image data.

3. The method according to claim 2, wherein the trans-
formation has been determined by execution of an image
fusion algorithm.

4. The method according to claim 1, wherein the subvari-
ant 1s an anatomical subvariant.

5. The method according to claim 1, wherein the first atlas
and the second atlas difler 1n regard of at least one of patient
population used for generating the atlas, spatial resolution,
imaging modality used for generating the atlas, anatomical
features included in the atlas, and pathological features
included in the atlas.

6. The method according to claim 1, comprising:

acquiring, by the at least one processor and based on the

image attribute data, initial reference system data
describing an algebraic basis of the initial reference
system;

acquiring, by the at least one processor, second reference

system data describing an algebraic basis of the second
reference system different from the iitial reference
system;

determining, by the at least one processor and based on

the mitial reference system data and the second refer-
ence system data, the reference system transformation
data.

7. The method according to claim 1, wherein at least part
of the attribute information 1s defined 1n the 1nitial reference
system, the method further comprising:

determiming, by the at least one processor and based on

the i1mage attribute data and the reference system
transformation data, transformed attribute data describ-
ing a representation of attribute imnformation associated
with the medical image data in the second reference
system.

8. The method according to claim 1, wherein the attribute
information describes at least one of generic descriptions of
anatomy in the image, 1dentifiers of content, or descriptors
of pathological factors.
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9. The method according to claim 1, wherein determining,
the transformed 1mage data comprises compressing a plu-
rality of 1image data sets 1nto one.

10. A computer program which, when running on at least
one processor of a computer or when loaded into the
memory of a computer, causes the computer to perform the
method according claim 1.

11. The method according to claim 10, wherein the
compressing results 1n a data compression where the data
compression can be mverted to at least partially re-generate
the image data based on the reference system transformation
data.

12. A non-transitory computer-readable program storage
medium storing a plurality of instructions for determining a
mapping of medical image content 1into a reference system,
which when executed by at least one processor on a com-
puter, causes the at least one processor to:

acquire, by the at least one processor, medical image data

describing a digital medical image of an anatomical
structure of a patient’s body;

acquire, by the at least one processor, 1image attribute data

describing attribute information associated with the
medical image data, the attribute information including
an 1ndication of an initial reference system in which
spatial relationships of the digital medical 1image are
defined wherein the 1nitial reference system 1s defined
by the spatial relationships 1n a first atlas;

acquire, by the at least one processor, reference system

transformation data describing a spatial relationship
between the nitial reference system and a second
reference system which 1s different from the mitial
reference system, wherein the second reference system
1s defined by the spatial relationships 1n a second atlas
which 1s different from the first atlas;

determine, by the at least one processor and based on the

medical image data and the reference system transior-
mation data, transformed 1image data describing a rep-
resentation of the digital medical image in the second
reference system;

wherein the second atlas differs from the first atlas 1n

regards to at least one of: patient population used for
generating the atlas; spatial resolution; 1maging modal-
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ity used for generating the atlas; anatomaical features
included 1n the atlas; pathological features included 1n
the atlas; 1s a modified representation of the first atlas
or a modification of the first atlas that describes a
subvariant.

13. A system for determining a mapping of medical image
content 1nto a reference system, the system comprising:

at least one processor with associated memory, the
memory storing instructions which, when executed by
the at least one processor, cause the at least one
processor to:

acquire, by the at least one processor, medical image data
describing a digital medical image of an anatomical
structure ol a patient’s body;

acquire, by the at least one processor, image attribute data
describing attribute information associated with the
medical image data, the attribute information including
an 1ndication of an initial reference system in which
spatial relationships of the digital medical image are
defined wherein the 1nitial reference system 1s defined
by the spatial relationships 1n a first atlas;

acquire, by the at least one processor, reference system
transformation data describing a spatial relationship
between the initial reference system and a second
reference system which 1s different from the initial
reference system, wherein the second reference system
1s defined by the spatial relationships 1n a second atlas
which 1s different from the first atlas:

determine, by the at least one processor and based on the
medical image data and the reference system transior-
mation data, transformed 1image data describing a rep-
resentation of the digital medical image in the second
reference system:;

wherein the second atlas differs from the first atlas 1n
regards to at least one of: patient population used for
generating the atlas; spatial resolution; imaging modal-
ity used for generating the atlas; anatomaical features
included 1n the atlas; pathological features included 1n
the atlas; 1s a later 1n time representation of the first
atlas or a modification of the first atlas that describes a
subvariant.
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