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METHODS AND SYSTEMS FOR
IDENTIFYING ANATOMICAL LANDMARKS
IN IMAGE DATA

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a United States National Phase filing of
International Application No. PCT/US2015/019615, which
claims the benefit of U.S. Provisional Application No.
61/950,756, filed on Mar. 10, 2014, which 1s hereby incor-

porated herein by reference 1n 1ts entirety.

BACKGROUND

Accurate location of anatomical landmarks, such as liga-
ment attachment points, 1n patient 1image data 1s critical to
the overall outcome of patient-matched instrumentation
techniques. Ligament attachment points can be used to
facilitate consistent placement of implants on a patient’s
bone and may ol

er surgeons a reliable frame of reference
for properly orienting implants. However, the location of
ligament attachment points may not be known by a surgeon
before a surgical operation and may need to be assessed
intraoperatively. Noninvasive imaging techniques, such as
MRI scans and CT scans, allow image data representing a
patient’s joint to be collected 1 advance of a surgical
procedure. However, 1t can be diflicult to use the raw 1mage
data collected from preoperative 1imaging to provide a sur-
geon with accurate preoperative information about the loca-
tion of ligament attachment points.

The location of anatomical landmarks in such 1image data
1s evaluated using 2-D slices within the orthogonal planes of
a 3-D volume (e.g., coronal, sagittal, and axial planes). This
approach provides suboptimal visualization of ligament
attachment points that are not adequately depicted 1n any of
these planes. As a result, 1dentifying such attachment points
(e.g. attachments points on epicondyles) 1s a time-consum-
ing process and suflers from high inter-operator variability.
Therefore, to facilitate accurate preoperative location of
ligament attachment points, there 1s a need for improved
visualization of ligament attachment points.

SUMMARY

Disclosed herein are systems, devices, and methods for
locating anatomical landmarks, such as ligament attachment
points, 1n 1mage data. In certain implementations, the sys-
tems, devices, and methods include receiving image data,
identifying a base oblique plane that 1s oblique to the
orthogonal planes 1n the image data, generating an adjusted
set of orthogonal planes based on the base oblique plane, and
generating reformatted images sampled along the adjusted
set of orthogonal planes. These systems, devices, and meth-
ods may provide an oblique plane that more adequately
contains an anatomical landmark such as a ligament attach-
ment point to the tibia. In particular, the method may be used
to 1dentify where the anterior cruciate ligament (ACL),
medial collateral ligament (MCL) posterior cruciate liga-
ment (PCL), or patellar tendon attaches to the tibia. The
systems, devices, and methods may allow tracing of an
anatomical landmark 1n the reformatted 1image to generate a
3-D marking on a 3-D surface model of a patient’s bone. The
attachment points may be useful landmarks for patient-
matched instrumentation. The systems, devices, and meth-
ods may also facilitate surgical planning. For example, the
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2

ligament locations may be used for preoperative planning
and for designing patient-matched cutting blocks.

According to one aspect, a method for locating anatomi-
cal landmarks 1n 1mage data includes receiving, at a proces-
sor, image data representative of a patient’s joint, identifying
an oblique plane intersecting a soit tissue represented in the
image data and normal to a longitudinal axis of the soft
tissue, 1dentifying, with the processor, a set of planes parallel
or orthogonal to the oblique plane, generating, with the
processor, a set of reformatted 1images, from the image data,
sampled along the set of planes, tracing a feature of the soft
tissue 1n the set of reformatted 1images, and generating, with
the processor, a 3-D marking representing the traced feature
on a 3-D model. In some implementations, the image data 1s
raw 1mage data. Tracing the feature may include tracing the
feature 1 two or more reformatted 1mages parallel to the
oblique plane. Tracing the feature may include advancing
through parallel reformatted 1images selected from the set of
reformatted 1mages. Tracing the feature may include dis-
playing a first reformatted 1image on a screen and displaying
a second reformatted image on the screen, wherein the
second reformatted 1mage 1s parallel to and oflset from the
first reformatted 1mage. Tracing the feature may include
outlining a cross-section of the feature in a reformatted
image from the set of reformatted images. Tracing the
feature may include storing data representing the tracing in
a matrix.

In certain implementations, generating the set of refor-
matted 1mages includes rotating the 1image data. Identifying
the oblique plane may include 1dentitying a first point and a
second point along the longitudinal axis of the soft tissue,
evaluating, with the processor, a line defined by the first and
second points, and evaluating, with the processor, a plane
normal to the line. The first point may be located about
where the soft tissue attaches to a patient’s bone. The second
point may be located at about the center of the soft tissue.
The first point may be located at about the start of the soft
tissue and the second point may be located at about the end
of the soft tissue. The longitudinal axis of the soft tissue may
be curved.

In certain implementations, 1dentifying the oblique plane
includes drawing a curve substantially parallel to the longi-
tudinal axis of the tissue, and evaluating, with the processor,
an oblique plane normal to the curve at the point where the
oblique plane intersects the curve. In certain implementa-
tions, a plurality of reformatted 1images 1s generated, each
reformatted 1image being normal to the curve at the point
where each reformatted 1image intersects the curve. Gener-
ating the 3-D marking may include generating a 3-D surface
model from the matrix. In certain implementations, the
method further includes smoothing the 3-D marking. The
3-D model may be a model of a patient’s bone. The 3-D
model may be a model of a patient’s tibia. The 3-D model
may be displayed with the image data to orient a user.

In certain implementations, generating the set of refor-
matted 1mages includes 1dentitying, with the processor, four
corners of the oblique plane, generating, with the processor,
texture coordinates using the corner locations, and nterpo-
lating, with the processor, pixel intensities for the texture
coordinates using the image data. The soit tissue may be an
ACL, a MCL, a PCL, or a patellar tendon of a patient.

According to one aspect, a system for locating anatomical
landmarks 1n 1image data includes means for receiving image
data representative of a patient’s joint, means for identifying
an oblique plane intersecting a soit tissue represented in the
image data and normal to a longitudinal axis of the soft
tissue, means for identifying a set of planes parallel or
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orthogonal to the oblique plane, means for generating a set
of reformatted 1images, from the 1mage data, sampled along
the set of planes, means for tracing a feature of the soft tissue

in the set of reformatted 1mages, and means for generating

a 3-D marking representing the traced feature on a 3-D 5
model. In some implementations, the image data 1s raw
image data. The means for tracing the feature may include
means for tracing the feature 1 two or more reformatted
images parallel to the oblique plane. The means for tracing
the feature may include means for advancing through par- 10
allel reformatted 1mages selected from the set of reformatted
1mages.

In certain implementations, the means for tracing the
feature includes means for outlining a cross-section of the
feature 1n a reformatted 1image from the set of reformatted 15
images. The means for tracing the feature may include
means for storing data representing the tracing in a matrix.
The means for generating the set of reformatted images may
include means for rotating the image data. The means for
identifying the oblique plane may include means for iden- 20
tifying a first point and a second point along the longitudinal
axis of the soft tissue, means for evaluating a line defined by
the first and second points, and means for evaluating a plane
normal to the line. The first point may be located about
where the soft tissue attaches to a patient’s bone. The second 25
point may be located at about the center of the soft tissue.
The first point may be located at about the start of the soft
tissue and the second point may be located at about the end
of the soft tissue. The longitudinal axis of the soft tissue may
be curved. 30

In certain implementations, the means for identifying the
oblique plane includes means for drawing a curve substan-
tially parallel to the longitudinal axis of the tissue, and
means for evaluating an oblique plane normal to the curve
at the point where the oblique plane intersects the curve. In 35
certain implementations a plurality of reformatted images 1s
generated, each reformatted 1image being normal to the curve
at the point where each reformatted 1mage intersects the
curve. The means for generating the 3-D marking may
include means for generating a 3-D surface model from the 40
matrix. In certain implementations, the system further
includes means for smoothing the 3-D marking.

In certain implementations, the 3-D model 1s a model of
a patient’s bone. The 3-D model may be a model of a
patient’s tibia. The 3-D model may be displayed with the 45
image data to orient a user. In certain implementations, the
means for generating the set of reformatted 1mages includes
means for computing four corners of the oblique plane,
means for generating texture coordinates using the corner
locations, and means for interpolating pixel intensities for 50
the texture coordinates using the image data. In certain
implementations the soft tissue 1s an ACL, a MCL, a PCL,
or a patellar tendon of a patient.

According to one aspect, a method for locating anatomi-
cal landmarks in 1mage data, includes receiving, at a pro- 55
cessor, image data representative of a patient’s joint, 1den-
tifying an oblique plane intersecting a soft tissue represented
in the image data and normal to a longitudinal axis of the soft
tissue, generating, with the processor, a reformatted 1mage,
from the image data, sampled along the oblique plane, 60
tracing a feature of the soft tissue 1n the reformatted 1mage,
and generating, with the processor, a 3-D marking repre-
senting the traced feature on a 3-D model. In some 1mple-
mentations, the 1image data 1s raw 1mage data.

Variations and modifications will occur to those of skill 1n 65
the art after reviewing this disclosure. The disclosed features
may be implemented, 1n any combination and subcombina-

4

tion (including multiple dependent combinations and sub-
combinations), with one or more other features described
herein. The various features described or illustrated above,
including any components thereof, may be combined or

integrated 1n other systems. Moreover, certain features may
be omitted or not implemented.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects and advantages will be
apparent upon consideration of the following detailed
description, taken in conjunction with the accompanying
drawings, 1n which like reference characters refer to like
parts throughout, and in which:

FIG. 1 shows an illustrative flowchart for identilying
anatomical landmarks in 1mage data;

FIG. 2 shows an illustrative tlowchart for identifying a
base oblique plane;

FIG. 3 shows an illustrative graphical user interface for
identifying the base oblique plane of FIG. 2;

FIG. 4A shows an 1llustrative graphical user interface for
identifving a first point and a second point to identity a line
parallel to a longitudinal axis of soit tissue;

FIG. 4B shows an illustrative preview window that dis-
plays a candidate base oblique plane;

FIG. 4C shows an 1llustrative graphical user interface for
identifying a curve parallel to a longitudinal axis of soft
tissue;

FIG. 5 shows an illustrative flowchart for generating
reformatted 1mages sampled along an adjusted set of
orthogonal planes;

FIGS. 6A and 6B show screenshots of an illustrative
graphical user interface displaying reformatted images
sampled along the adjusted set of orthogonal planes;

FIG. 7 shows an illustrative graphical user interface for
performing a tracing process using multiple views provided
by the adjusted set of orthogonal planes; and

FIG. 8 shows 1llustrative 3-D markings generated from
tracing data.

DETAILED DESCRIPTION

To provide an overall understanding of the systems,
devices, and methods described herein, certain illustrative
embodiments will be described. Although the embodiments
and features described herein are specifically described for
use 1n connection with identifying anatomical landmarks in
image data for a patient’s knee joint, 1t will be understood
that the approaches disclosed are applicable to other ana-
tomical joints as well. Moreover, the approaches outlined
below may be applied to preparing patient-matched medical
devices and mmplants to be used in surgical procedures
including, but not limited to, knee, acetabular, spine arthro-
plasty, cramo-maxillofacial surgical procedures, shoulder
arthroplasty, as well as foot, ankle, hand, and other extremaity
procedures.

The following disclosure provides systems, devices, and
methods for identifying anatomical landmarks in image
data. Various anatomical landmarks, such as ligament
attachment points to the tibia, may be located in the image
data using a set ol reformatted images that provide a
customized view ol an anatomical landmark. It will be
understood that the set of reformatted 1mages may include
two or more reformatted images. A ligament attachment
point for which this approach 1s well-suited 1s the attachment
point between the anterior cruciate ligament (ACL) and the
tibia. Any other suitable soft tissue, soit tissue attachment
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points, or other features of a patient’s joint or bone may be
identified including, for example, the medial sulcus of the
tibia plateau or the lateral sulcus of the tibia plateau as well
as attachment points between the medial collateral ligament
(MCL) and the tibia, between the posterior cruciate ligament
(PCL) and the tibia, between the patellar tendon and the
tibia, or any other suitable feature or landmark.

FIG. 1 shows a flowchart 100 for 1identifying anatomical
landmarks 1n 1mage data according to certain embodiments.
In step 102, image data representative of a patient’s joint 1s
received. The representation of the patient’s joint imncludes
soit tissue, such as a ligament, and bone. The soft tissue (e.g.
ligament) attaches to the bone at an attachment point.
Accurately 1dentifying such an attachment point on a
patient’s bone provides surgeons with accurate preoperative
information about the patient’s anatomy and accurate mod-
cls of a patient’s joint for patient-matched instrumentation.
The image data recerved 1n step 102 can be raw 1mage data.
For example, the image data may be received from an
imaging machine without significant post-processing. The
image data can be obtaimned using any suitable medical
imaging technique including, for example, MRI, CT scan,
ultrasound, X-ray, or any other suitable technique or com-
bination thereof. The image data may be topographic image
data comprising multiple 1mage slices taken in orthogonal
planes. Orthogonal planes for tomographic 1imaging may
include medial-lateral planes (1.e. sagittal planes), anterior-
posterior planes (1.e. coronal planes), and transverse planes
(1.e. axial planes). These views, however, may not provide
the best available view for identilying a particular ligament
attachment point. To create a customized set of views that
facilitate landmark 1dentification, a user can i1dentity a base
oblique plane, oblique to one or more of the orthogonal
planes in step 104. The customized set of views may include
two or more views. The base oblique plane identified 1n step
104 1s normal to the longitudinal axis of the soit tissue and
intersects the soit tissue. Various methods may be used to
identify a base oblique plane and are discussed 1n detail 1n
relation to FIGS. 2-4.

After the base oblique plane 1s 1dentified, an adjusted set
of orthogonal planes that are orthogonal to the base oblique
plane 1s generated 1n step 105. The adjusted set of orthogonal
planes may provide views that effectively rotate the coronal,
sagittal, and axial views. An adjusted set of orthogonal
planes may be, for example, two or more planes, including
the base plane. In step 106, reformatted 1images are sampled
along the adjusted set of orthogonal planes generated 1n step
105. The reformatted 1mages provide a customized set of
views that facilitate 1dentification of soft tissue attachment
points on a patient’s bone. Additionally, the reformatted
images allow the landmark identification to be performed
without relying on cross-sectional views of a 3-D model
generated from segmentation of the image data. As a result,
errors associated with 3-D model generation (e.g. segmen-
tation errors and smoothing errors) are not introduced into
the landmark 1dentification process. Thus, accuracy may be
increased by limiting the number of processing steps applied
to the 1mage data prior to landmark i1dentification.

The generation of the reformatted images i1s further
described 1n relation to FIG. 5 and an 1llustrative graphical
user interface displaying a set of reformatted images 1s
shown 1n FIGS. 6B and 7. The generation of the reformatted
images may be performed by a graphics processing unit
(GPU) to reduce processing time, thereby allowing dynamic,
“on-the-fly,” generation of views more conducive to land-
mark 1dentification. While a central processing unit (CPU)
may also be used, a GPU may be more computationally
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cilicient due to the highly parallel architecture of GPUs.
Additionally, generating the reformatted images along the
adjusted set of orthogonal planes does not necessarily
require the processing capabilities needed to form 3-D
models of the joint. Once the reformatted 1mages have been
generated, a user traces a feature of the soft tissue 1n one or
more reformatted images in step 108. The process for tracing
the soft tissue feature 1s further described 1n relation to FIG.
7. Because the user traces this feature from reformatted
image data without relying on cross-sectional views of 3-D
models generated from segmentation data, segmentation
errors and smoothing errors associated with 3-D model
generation may be avoided. In step 110, a computer proces-
sor uses the tracings to generate a 3-D marking representing,
the traced feature on a 3-D model. I desired, the 3-D
marking can be smoothed as further described in relation to
FIG. 8.

FIG. 2 shows a flowchart 200 for identifying a base
oblique plane according to certain embodiments. For
example, the steps of flowchart 200 are related to step 104
of process 100. The steps of process 200 may be performed
with reference to the graphical user interface of FIGS. 3 and
4A. In step 202, the user 1dentifies a first point and a second
point along the longitudinal axis of the soft tissue. The first
and second points may be identified in a first orthogonal
slice of raw 1mage data. For identifying ligament attachment
points 1n the knee joint, the orthogonal plane used may be a
medial-lateral plane. For example, as shown in FIG. 4A, a
first point 410a and a second point 4105 are selected 1n a
medial-lateral plane. It may be desirable to locate the first
point about where the soit tissue attaches to a patient’s bone
because the first point may be used later to position a base
oblique plane that provides a top view of the attachment
point. The second point may be located at about the center
of the soft tissue. Such a placement of the first point 410q
and the second point 4106 1s shown 1n FIG. 4A.

In step 204, the processor evaluates a line defined by the
first and second points. For example, as shown 1n FIG. 4A,
line 412 1s evaluated based on the location of point 410a and
point 41056. The line 1s then used 1n step 206 to evaluate a
base oblique plane normal to the line. For any given line
there 1s a set of many planes normal to the line and parallel
to each other along the length of the line. Therefore, in step
208 one of the planes from the set of planes 1s 1dentified as
the base oblique plane. In some embodiments, the selected
base oblique plane 1s the plane from the set of planes that
contains the first point. For example, in FI1G. 4B, the selected
base oblique plane 424 contains first point 410a. Any other
suitable plane from the set of planes that adequately shows
the soit tissue attachment point may be selected.

FIG. 4C shows a graphical user interface for identiiying
a curve parallel to a longitudinal axis of soft tissue according
to certain embodiments. Because the longitudinal axis of the
soit tissue may be curved, a user may be able to draw a curve
parallel to the longitudinal axis of the soft tissue instead of
a line. When a line 1s drawn to define the base oblique plane,
planes oflset from the oblique plane will also be normal to
the line. However, when a curve 1s used to define the base
oblique plane, planes oflset from that base oblique plane
may 1n some cases not be normal to the curve at the point
that the oflset plane intersects the curve. Therelfore, to better
align the adjusted set of orthogonal planes to the curve,
multiple base oblique planes may be generated, each base
oblique plane being normal to the curve at the point that each
plane intersects the curve.

FIG. 3 shows a graphical user interface 300 for identify-
ing the base oblique plane of FIG. 2 according to certain




US 10,235,757 B2

7

embodiments. Graphical user interface 300 contains an
image window 302, and buttons 306, 308, and 310. The
image window displays an orthogonal slice of raw 1mage
data. In this example, a medial-lateral slice of a patient’s
knee jo1int 1s shown. Located near the center of the knee joint
1s a soit tissue 304. The soft tissue shown 1n the window 1s
the anterior cruciate ligament (ACL). The ACL 1s a narrow
soft tissue structure which attaches to the tibia and the femur.
The ACL may not be adequately contained 1n the orthogonal
planes. For better visualization of the ACL and 1ts attach-
ment points, an adjusted set of orthogonal views based on a
base oblique plane that intersects the ACL and 1s normal to
the longitudinal axis of the ACL 1s desired.

Betore selecting the first and second points to evaluate the
base oblique plane, the 1mage quality may be assessed. Next
case button 306 1s provided so that a case can be skipped 11
the 1image quality 1s found to be mmadequate for analysis. An
image can be mnadequate for a number of reasons such as low
image resolution, poor visibility of the structures to be
identified, or absence of segmentation data. The graphical
user interface may provide the user with the ability to
annotate an 1nadequate 1mage to note the reason for skipping
it. If, however, the 1image quality 1s found to be acceptable,
the user can press “set rotation” button 308 to initiate the
process of 1dent1fymg an appropriate obhque plane as fur-
ther described 1n FIG. 4A. Save button 310 1s provided so
that users can save their progress at any point during the
landmark 1dentification process.

FIG. 4A shows a graphical user interface for identifying
a first point and a second point to 1dentily a line parallel to
a longitudinal axis of soft tissue according to certain
embodiments. After the user has pressed button 308, line
412 and points 410a and 4105 appear on the graphical user
interface. The user can drag and drop the points 410a and
41056 to align line 412 with the longitudinal axis of the soft
tissue 304. It may be desirable for line 412 to be placed on
the anterior side of the ACL. The first point 410a may be
selected to coincide with the attachment point of the ACL,
and the second point 4105 may be selected to coincide with
the midpoint of the ACL although any suitable point along,
the ACL may be selected. The first point 410a may be used
later to select a plane from a set of planes that are normal to
line 412. The second point 41056 may be used primarily for
establishing the slope of line 412. In such an implementa-
tion, the exact position of point 410a may be less important
than the position of point 4105 or the slope of line 412. That
1s, the direction of the line may be more important than 1ts
length.

FIG. 4B shows a preview window 420 that displays a
candidate base oblique plane 424 according to certain
embodiments. The candidate base oblique plane 424 pro-
vides a preview of the base oblique plane that would be
generated from the user’s current selection of points 410a
and 410b. The candidate base oblique plane 424 may be
shown 1n the preview window 420 while the user positions
the points 410a and 41056. Such a preview window 420 may
aid the user 1n the process of 1dentitying the first and second
points. The candidate base oblique plane 1s the oblique plane
selected from the set of oblique planes normal to line 412
that contains first point 410a.

The preview window 420 also displays a reformatted
image on the candidate base oblique plane 424. The user
may accept or reject the candidate base oblique plane based
on whether the reformatted image provides an adequate
view of a ligament attachment point. The reformatted image
on the candidate base oblique plane 424 may be generated
using a graphics processing unit (GPU) to reduce processing,
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time. Additionally, the preview window 410 displays a 3-D
view ol both the candidate base oblique plane 424 and an
orthogonal slice 422 together so that the user can verily the
relative orientation of the candidate base oblique plane. A
3-D model of the patient’s bone 428 may also be displayed
with the image data to orient the user. If the candidate base
oblique plane 424 i1s found to be madequate, the user may
reposition points 410a and 4105 to generate a new candidate
base oblique plane 424. 11 the candidate base oblique plane
424 1s found to be acceptable, the user may indicate the
acceptance of the plane by clicking a button, and a separate
window displaying the reformatted 1mage may appear 1n the
graphical user interface. Example reformatted image win-
dows are shown 1n FIGS. 6B and 7.

FIG. § shows a flowchart 500 for generating reformatted
images sampled along the adjusted set of orthogonal planes
according to certain embodiments. For example, the steps of
flowchart 500 are related to step 106 of process 100. In step
502, the location and orientation of the base oblique plane
are recerved. This location and orientation information
defines the base oblique plane. An adjusted set of orthogonal
planes may be generated based on the base oblique plane.
Each plane 1n the adjusted set of orthogonal planes 1s either
parallel or orthogonal to the base oblique plane. The oblique
planes 1n the set may be equally spaced and may span the
entire volume of the raw 1mage data. Therefore, when the
reformatted 1images are sampled along the oblique planes,
the raw 1mage data may be eflectively rotated, resulting in
a new stack of 1mage slices oriented with the base oblique
plane. In the case of the oblique planes generated along a
curve, there may be multiple base oblique planes. In such a
case, planes orthogonal to each base oblique plane may be
generated to provide a set of adjusted orthogonal views that
tollows the curve. It 1s also envisioned that the steps here can
be performed without identifying a set of orthogonal planes.
In such embodiments, a reformatted 1image may be sampled
along the base oblique plane only.

Four corners of the planes in the adjusted set of planes are
computed 1n step 504. The corners of the oblique planes are
determined by the intersection of the infinite plane and the
bounding volume of the raw image data. For example, as
shown 1n FIG. 4A, candidate base oblique plane 424 has
corner 426 at the intersection of the oblique plane and the
bounding volume of the raw 1mage data. In step 3506, the
corners are used to generate texture coordinates for the
planes 1n the adjusted set of orthogonal planes. The texture
coordinates are given pixel intensity values for displaying
the reformatted 1mage on the oblique plane. Pixel intensity
values may represent, for example, radiodensity measure-
ments, attenuation coethicients, or tissue relaxation time such
as T1, T2, and proton density. In the texture mapping process
of step 508, the pixel intensity values for texture coordinates
that do not coincide with points in the raw 1mage data are
inferred using interpolation. Possible mterpolation methods
include nearest-neighbor interpolation, bilinear interpola-
tion, trilinear interpolation, cubic interpolation, and any
other suitable technique for interpolation or any combination
thereof. One of the differences among the types of mterpo-
lation 1s the assumption of the continuity of the spatial
distribution of the pixel values. Linear interpolation, for
example, assumes the intensity varies linearly so the
unknown value can be determined from 1ts four neighbors as
a weighted average. Cubic interpolation, on the other hand,
has a higher requirement on the continuity: not only the
intensity value but also the first and second order derivatives
must be continuous. Cubic interpolation thus requires more
neighboring points beyond the immediate four neighbors,
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but produces results that are smoother. Step 508 may be
performed using the graphical processing unit (GPU) or the
central processing unit (CPU). Using the GPU 1nstead of the
CPU may have performance benefits due to the highly
parallel architecture of GPUs. The output of the interpola-
tion step may be a matrix of pixel intensity values, with each
value in the matrix corresponding to a generated texture
coordinate. The GPU or the CPU sends the output to the
display environment in step 510.

FIGS. 6A and 6B show screenshots of a graphical user
interface displaying reformatted images sampled along the
adjusted set of orthogonal planes. Window 606 shows the
reformatted 1mage on the base oblique plane. The 1mage
shown 1n window 606 1s the same reformed 1mage that was
previewed on candidate base oblique plane 424. Windows
602a and 604 show the corresponding views orthogonal to
the base oblique plane. Therefore, windows 6024, 604 and
606 together provide a set of adjusted orthogonal views.
Thus, by generating reformatted images along the adjusted
set of orthogonal planes, the raw 1mage data 1s effectively
rotated to provide a new stack of image slices oriented with
respect to the base oblique plane. The user may be able to
advance through the reformatted images in the same way
that the user would normally advance through orthogonal
slices of the raw 1mage data. Additionally, the user may be
provided with a tool bar having toggle buttons that allow
different views to be turned on or off.

FIG. 7 shows a graphical user interface for performing a
tracing process using multiple views provided by the
adjusted set of orthogonal planes according to certain
embodiments. Reformatted image window 708 shows an
enlarged reformatted 1mage of a patient’s knee joint and 2-D
marking 710c. 2-D markings may be created by tracing the
ACL attachment point in 1mage windows 702, 704, or 708.
For example, 2-D marking 710¢ may be created by tracing
the attachment point in 1image window 708. The 2-D mark-
ings may be traced using a cursor controlled by computer
mouse. For example, a user may click and hold a mouse
button while tracing the ligament attachment point with the
cursor to create the 2-D marking. Additionally, a user may
advance through reformatted images during tracing. For
example, the user may advance through reformatted 1mages
normal to the longitudinal axis of the soft tissue beginning
just before the ligament attachment point and may stop after
the end of the ligament. Advancing through 1mages in this
way may lacilitate identification of the end of a ligament,
and therefore the ligament attachment point, because there
may be a sharp change 1n the grayscale of the cross-sections
as the end of the ligament 1s passed. Alternatively, a user
may start just before the starting point of a ligament and
advance through reformatted images until the end of the
ligament 1s reached or just passed. Advancing 1n this way
may allow user to 1dentily attachment points on both ends of
the ligament. For example, advancing {from the start of the
ACL to 1ts end may {facilitate identification of both the
attachment point to the femur and the attachment point to the
tibia.

As the user advances through reformatted images, the
user may outline the cross-sections of a ligament 1n any of
the adjusted orthogonal planes. Additionally, a user may also
be provided with the ability to erase all or a part of a 2-D
marking made 1n any view. It may be desirable to advance
through 8 to 10 reformatted images during tracing to
adequately mark an attachment point. As the user traces the
attachment point 1n the cross-sections, a matrix representing
the tracing data may be generated. For example, the data
representing the points selected during tracing may be stored
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in a binary map. This tracing data may be used to generate
a 3-D marking as discussed further in relation to FIG. 8.

The graphical user interface of FIG. 7 also contains
surface model window 706 which displays a 3-D surface
model 712 representing a patient’s tibia. The 3-D surface
model may help orient the user to the patient’s anatomy
during tracing. The 3-D surface model may be created prior
to tracing based on segmentation of the raw 1image data. The
same 2-D marking traced in the adjusted orthogonal planes
1s displayed as marking 7105 on the 3-D surface model 712.
Thus, the graphical user interface may facilitate creation of
2-D markings representing the ligament attachment point.

FIG. 8 shows 3-D markings generated from tracing data
according to certain embodiments. The 3-D markings may
be generated using the 2-D markings created in the tracing
process described 1n FIG. 7. For example, 3-D marking 802,
which represents the ACL attachment point to the tibia, 1s
generated from 2-D markings 710a and 710c¢. In certain
implementations, 3-D marking 802 may be generated from
the tracing data using the marching cubes algorithm. 3-D
marking 804, which represents the patellar tendon attach-
ment point to the anterior side of the tibia, can be created by
a similar process as that used to create 3-D marking 802.
Alternatively, point markings 806 and 808 may each be
created from the 1dentification of a single landmark point 1n
one or more of the adjusted orthogonal planes. The point
marking 806 1s selected to correspond to the medial sulcus
of the tibia plateau and point marking 808 1s selected to
correspond to the lateral sulcus of the tibia plateau. The point
markings are selected to correspond to the lowest points on
the tibia condyles. Additionally, smoothing may be per-
formed on the surface model or on the tracing data before
generation of the surface model. Such smoothing may be
performed for processing efliciency because smoothed 3-D
markings may not require subsequent smoothing when
imported into a computer aided design (CAD) environment.
Thus, the tracing process described in relation to FIG. 7 may
be used to generate 3-D markings representing anatomical
landmarks, such as ligament attachment points.

The foregoing 1s merely illustrative of the principles of
the disclosure, and the systems, devices, and methods can be
practiced by other than the described embodiments, which
are presented for purposes of illustration and not of limita-
tion. It 1s to be understood that the systems, devices, and
methods disclosed herein, while shown for use in knee
arthroplasty systems, may be applied to systems, devices,
and methods to be used 1n other surgical procedures includ-
ing, but not limited to, acetabular, spine arthroplasty, cranio-
maxillofacial surgical procedures, shoulder arthroplasty, as
well as foot, ankle, hand, and extremities procedures.

Example Embodiments

Al. A method for locating anatomical landmarks 1n image

data, comprising:

receiving, at a processor, 1mage data representative of a

patient’s joint;

identifying an oblique plane intersecting a soft tissue

represented 1n the 1image data and normal to a longitu-
dinal axis of the soft tissue;

identifying, with the processor, a set of planes comprising
the oblique plane and at least one other plane parallel
or orthogonal to the oblique plane;

generating, with the processor, a set of reformatted
images, {from the image data, sampled along the set of
planes;

tracing a feature of the soit tissue 1n the set of reformatted
images; and
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generating, with the processor, a 3-D marking represent-
ing the traced feature on a 3-D model.

A2. The method of embodiment Al, wherein tracing the
feature comprises tracing the feature in two or more
reformatted 1images parallel to the oblique plane.

A3. The method of embodiment A1 or A2, wherein

tracing the feature comprises:

displaying a first reformatted 1image on a screen; and

displaying a second reformatted image on the screen,

wherein the second reformatted 1mage 1s parallel to and
oflset from the first reformatted 1mage.

A4. The method of any of embodiments Al1-A3, wherein
tracing the feature comprises outlining a cross-section
of the feature 1n a reformatted 1image from the set of
reformatted 1mages.

A5. The method of any of embodiments Al-A4, wherein
tracing the feature comprises storing data representing,
the tracing 1n a matrix.

A6. The method of any of embodiments A1-AS, wherein
generating the set of reformatted 1images comprises
rotating the image data.

A’l. The method of any of embodiments A1-A6, wherein
identifying the oblique plane comprises:

identifying a first pomnt and a second point along the
longitudinal axis of the soit tissue;

cvaluating, with the processor, a line defined by the first
and second points; and

evaluating, with the processor, a plane normal to the line.

AS8. The method of any of embodiments A1-A”7, wherein
the first point 1s located about where the soit tissue
attaches to a patient’s bone.

A9. The method of any of embodiments A1-AS8, wherein
the second point 1s located at about the center of the soft
tissue.

A10. The method of any of embodiments A1-A7, wherein
the first point 1s located at about the start of the soft
tissue and the second point 1s located at about the end
of the soft tissue.

All. The method of any of embodiments Al-AlO,
wherein the longitudinal axis of the soft tissue 1s

curved.

Al2. The method of embodiment All, wherein 1dentify-
ing the oblique plane comprises:

drawing a curve substantially parallel to the longitudinal
axis of the tissue; and

evaluating, with the processor, an oblique plane normal to
the curve at the point where the oblique plane intersects
the curve.

Al3. The method of embodiment A1l or Al12, wherein a
plurality of reformatted images 1s generated, each
reformatted 1mage being normal to the curve at the
pomnt where each reformatted i1mage intersects the
curve.

Al4. The method of any of embodiments Al-Al3,
wherein generating the 3-D marking comprises gener-
ating a 3-D surface model from the matrix.

Al5. The method of any of embodiments A1-A14, turther
comprising smoothing the 3-D marking.

Al6. The method of any of embodiments Al-Al3,

wherein the 3-D model 1s a model of a patient’s bone.
Al7. The method of any of embodiments Al-Al6,

wherein the 3-D model 1s a model of a patient’s tibia.

Al8. The method of any of embodiments Al-Al7
wherein the 3-D model 1s displayed with the image data
to orient a user.
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Al9. The method of any of embodiments Al-A1lS,
wherein generating the set of reformatted 1images com-
Prises:
identifying, with the processor, four corners of the
oblique plane;

generating, with the processor, texture coordinates
using the corner locations; and

interpolating, with the processor, pixel intensities for
the texture coordinates using the image data.

A20. The method of any of embodiments Al-A1l9,
wherein the soft tissue 1s an ACL, a MCL, a PCL, or a

patellar tendon of a patient.

B1. A system for locating anatomical landmarks 1n 1mage
data, comprising;

means for receiving image data representative of a
patient’s joint;

means for identifying an oblique plane intersecting a soft
tissue represented in the image data and normal to a
longitudinal axis of the soft tissue;

means for identifying a set of planes parallel or orthogo-
nal to the oblique plane;

means for generating a set of reformatted 1images, from
the 1mage data, sampled along the set of planes;

means for tracing a feature of the soft tissue 1n the set of
reformatted 1mages; and

means for generating a 3-D marking representing the
traced feature on a 3-D model.

B2. The system of embodiment B1, wherein the means for
tracing the feature comprises means for tracing the
feature 1 two or more reformatted 1mages parallel to
the oblique plane.

B3. The system of embodiment Bl or B2, wherein the
means for tracing the feature comprises means for
advancing through parallel reformatted 1images selected
from the set of reformatted 1images.

B4. The system of any of embodiments B1-B3, wherein
the means for tracing the feature comprises means for
outlining a cross-section of the feature 1n a reformatted
image from the set of reformatted 1mages.

B5. The system of any of embodiments B1-B4, wherein
the means for tracing the feature comprises means for
storing data representing the tracing 1n a matrx.

B6. The system of any of embodiments B1-B5, wherein
the means for generating the set of reformatted 1mages
comprises means for rotating the image data.

B’7. The system of any of embodiments B1-B6, wherein
the means for 1dentifying the oblique plane comprises:

means for identifying a first point and a second point
along the longitudinal axis of the soft tissue;

means for evaluating a line defined by the first and second
points; and

means for evaluating a plane normal to the line.

B8. The system of any of embodiments B1-B7, wherein
the first point 1s located about where the soft tissue
attaches to a patient’s bone.

B9. The system of any of embodiments B1-BS8, wherein
the second point 1s located at about the center of the soft
tissue.

B10. The system of any of embodiments B1-B’/, wherein
the first point 1s located at about the start of the soft
tissue and the second point 1s located at about the end
of the soft tissue.

B11. The system of any of embodiments B1-B10, wherein
the longitudinal axis of the soft tissue 1s curved.

B12. The system of embodiment B11, wherein the means
for 1identitying the oblique plane comprises:
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means for drawing a curve substantially parallel to the
longitudinal axis of the tissue; and

means for evaluating an oblique plane normal to the curve
at the point where the oblique plane intersects the
curve.

B13. The system of embodiment B11 or B12, wherein a
plurality of reformatted images 1s generated, each
reformatted 1mage being normal to the curve at the
point where each reformatted i1mage intersects the
curve.

B14. The system of any of embodiments B1-B13, wherein
the means for generating the 3-D marking comprises
means for generating a 3-D surface model from the
matrix.

B15. The system of any of embodiments B1-B14, further
comprising means for smoothing the 3-D marking.

B16. The system of any of embodiments B1-B13, wherein
the 3-D model 1s a model of a patient’s bone.

B1°7. The system of any of embodiments B1-B16, wherein
the 3-D model 1s a model of a patient’s tibia.

B18. The system of any of embodiments B1-B17 wherein
the 3-D model 1s displayed with the image data to orient
a user.

B19. The system of any of embodiments B1-B18, wherein
the means for generating the set of reformatted 1images
COMprises:
means for computing four corners of the oblique plane;
means for generating texture coordinates using the

corner locations; and
means for iterpolating pixel intensities for the texture
coordinates using the image data.

B20. The system of any of embodiments B1-B19, wherein
the soft tissue 1s an ACL, a MCL, a PCL, or a patellar
tendon of a patient.

C1l. Amethod for locating anatomical landmarks 1n 1image
data, comprising;

receiving, at a processor, 1image data representative of a
patient’s joint;

identifying an oblique plane intersecting a soft tissue
represented 1n the 1image data and normal to a longitu-
dinal axis of the soft tissue;

generating, with the processor, a reformatted 1image, from
the 1mage data, sampled along the oblique plane;

tracing a feature of the soft tissue 1n the reformatted
image; and

generating, with the processor, a 3-D marking represent-
ing the traced feature on a 3-D model.

Variations and modifications will occur to those of skill 1n
the art alter reviewing this disclosure. The disclosed features
may be implemented, 1n any combination and subcombina-
tion (including multiple dependent combinations and sub-
combinations), with one or more other features described
herein. The various features described or illustrated above,
including any components thereof, may be combined or
integrated 1n other systems. Moreover, certain features may
be omitted or not implemented.

Examples of changes, substitutions, and alterations are
ascertainable by one skilled in the art and could be made
without departing from the scope of the mnformation dis-
closed herein. All references cited herein are incorporated by
reference 1n their entirety and made part of this application.

What 1s claimed 1s:
1. A method for locating anatomical landmarks 1n 1image
data, comprising;:
receiving, at a processor, 1image data representative of a
patient’s joint, wherein the image data comprises
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images slices taken in parallel image planes selected
from one of sagittal planes, coronal planes, or axial
planes of the patient;

identifying a first point and a second point along a length

of a ligament represented 1n at least one of the image
slices;
identifying, with the processor, one of a line or a curve
that connects the first point and the second point;

identitying, with the processor, a set of planes comprising,
(1) an oblique plane intersecting and normal to the line
or the curve and (1) at least one other plane parallel to
the oblique plane, wherein the oblique plane 1s oblique
to the parallel 1mage planes;

generating, with the processor and based on the image

data, a set of reformatted 1mages sampled along the set
of planes oblique to the parallel 1image planes;
tracing a feature of the ligament within the set of refor-
matted images oblique to the parallel image planes; and
generating, with the processor, a 3-D marking represent-
ing the traced feature on a 3-D model.

2. The method of claim 1, wherein tracing the feature
comprises tracing the feature 1n two or more of the refor-
matted 1mages.

3. The method of claim 1, wherein tracing the feature
COmprises:

displaying a first reformatted 1mage on a screen; and

displaying a second reformatted image on the screen,

wherein the second reformatted 1mage 1s parallel to and
offset from the first reformatted 1mage.

4. The method of claim 1, wherein tracing the feature
comprises outlining a cross-section of the feature in a
reformatted 1mage from the set of reformatted 1mages.

5. The method of claim 1, wherein tracing the feature
comprises storing data representing the tracing 1n a matrix.

6. The method of claim 1, wherein generating the set of
reformatted 1mages comprises:

identifying, with the processor, four corners of the oblique

plane; generating, with the processor, texture coordi-
nates using the corner locations; and

interpolating, with the processor, pixel intensities for the

texture coordinates using the image data.

7. A method for locating anatomical landmarks 1n 1mage
data, comprising:

receiving, at a processor, 1mage data representative of a

patient’s joint, wherein the 1mage data comprises
images slices taken in parallel image planes selected
from one of sagittal planes, coronal planes, or axial
planes of the patient;

identifying an attachment point of a ligament to the

patient’s bone represented 1n at least one of the image
slices;

identifying a midpoint along a longitudinal axis of the

ligament represented 1n the at least one of the image
slices;

identifying, with the processor, a base oblique plane

normal to a line connecting the attachment point and
the midpoint;

identifying, with the processor, a set of planes orthogonal

to the base oblique plane;
generating, with the processor and based on the image
data, a set of reformatted 1images sampled along the set
of planes orthogonal to the base oblique plane;

tracing a feature of the ligament within the set of refor-
matted 1mages orthogonal to the base oblique plane;
and

generating, with the processor, a 3-D marking represent-

ing the traced feature on a 3-D model.
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8. The method of claim 7, wherein the ligament 1s an
anterior cruciate ligament ACL, a medical collateral liga-
ment MCL, or a posterior cruciate ligament PCL of a patient.

9. The method of claim 7, wherein the 3-D model 1s a
model of a patient’s bone.

10. The method of claim 7, wherein the 3-D model 1s a
model of a patient’s tibia.

11. The method of claim 7, wherein the 3-D model 1s
displayed with the image data to orient a user.

12. The method of claim 1, wherein the first point 1s an
attachment point of the ligament to the patient’s bone and
the second point 1s a midpoint of the ligament.

13. The method of claim 1, wherein the oblique plane
intersects the first point.

14. The method of claim 1, wherein tracing the feature
comprises 1dentifying both ends of the ligament.
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