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VIRTUAL MACHINE JOINING OR
SEPARATING

BACKGROUND

Computer data 1s vital to today’s organizations and a
significant part of protection against disasters 1s focused on
data protection. As solid-state memory has advanced to the
point where cost of memory has become a relatively 1nsig-
nificant factor, organizations can aflord to operate with
systems that store and process terabytes of data.

Conventional data protection systems include tape backup
drives, for storing organizational production site data on a
periodic basis. Another conventional data protection system
uses data replication, by creating a copy of production site
data of an organization on a secondary backup storage
system, and updating the backup with changes. The backup
storage system may be situated in the same physical location
as the production storage system, or in a physically remote
location. Data replication systems generally operate either at
the application level, at the file system level, or at the data

block level.

SUMMARY

In one aspect, a method includes separating a set of virtual
machines from a {irst consistency group to a second con-
sistency group and third consistency group. The method also
includes combining a first virtual machine of the second
consistency group to the third consistency group to form a
fourth consistency group.

In another aspect, an apparatus includes electronic hard-
ware circuitry configured to separate a set of wvirtual
machines from a first consistency group to a second con-
sistency group and third consistency group and combine a
first virtual machine of the second consistency group to the
third consistency group to form a fourth consistency group.

In a further aspect, an article includes a non-transitory
computer-readable medium that stores computer-executable
instructions. The 1structions cause a machine to separate a
set of virtual machines from a first consistency group to a
second consistency group and third consistency group and
combine a {irst virtual machine of the second consistency
group to the third consistency group to form a fourth
consistency group.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an example of a data
protection system.

FI1G. 2 1s an 1llustration of an example of a journal history
of write transactions for a storage system.

FIG. 3 1s a block diagram of an example of separating a
virtual machine into a separate consistency group, according,
to one embodiment of the disclosure.

FIG. 4 1s a flowchart of an example of a process to
separate a virtual machine 1nto a separate consistency group,
according to one embodiment of the disclosure.

FIG. 5 1s a block diagram of an example of joiming
consistency groups, according to one embodiment of the
disclosure.

FIG. 6 1s a flowchart of an example of a process to join
consistency groups, according to one embodiment of the
disclosure.

FIG. 7 1s a computer on which any of the processes of
FIGS. 4 and 6 may be implemented, according to one
embodiment of the disclosure.
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DETAILED DESCRIPTION

Described herein are techniques to unity multiple consis-
tency groups (CGs) mnto a single CG and to separate a CG
into more than one CG.

The following definition may be useful 1n understanding
the specification and claims.

[/O REQUEST—an 1nput/output request (sometimes
referred to as an 1/0), which may be a read I/O request
(sometimes referred to as a read request or a read) or a write
I/O request (sometimes referred to as a write request or a
write);

A description of journaling and some techniques associ-
ated with journaling may be described 1n the patent titled
“METHODS AND APPARATUS FOR OPTIMAL JOUR-
NALING FOR CONTINUOUS DATA REPLICATION”
and with U.S. Pat. No. 7,516,287, which 1s hereby incorpo-
rated by reference.

Referring to FIG. 1, a data protection system 100 includes
two sites; Site I, which 1s a production site, and Site II, which
1s a backup site or replica site. Under normal operation the
production site 1s the source side of system 100, and the
backup site 1s the target side of the system. The backup site
1s responsible for replicating production site data. Addition-
ally, the backup site enables roll back of Site I data to an
earlier pointing time, which may be used 1n the event of data
corruption of a disaster, or alternatively 1n order to view or
to access data from an earlier point 1n time.

FIG. 1 1s an overview of a system for data replication of
either physical or virtual logical units. Thus, one of ordinary
skill in the art would appreciate that in a virtual environment
a hypervisor, 1n one example, would consume logical units,
generate a distributed file system on them (such as, for
example, VMWARE® VMFS® creates files i the file
system) and exposes the files as logical units to the virtual
machines (e.g., each VMDK 1s seen as a SCSI device by
virtual hosts). In another example, the hypervisor consumes
a network based file system and exposes files in the NFS as
SCSI devices to virtual hosts.

During normal operations, the direction of replicate data
flow goes from source side to target side. It 1s possible,
however, for a user to reverse the direction of replicate data
flow, 1n which case Site I starts to behave as a target backup
site, and Site II starts to behave as a source production site.
Such change of replication direction i1s referred to as a
“faillover”. A failover may be performed 1n the event of a
disaster at the production site, or for other reasons. In some
data architectures, Site I or Site II behaves as a production
site for a portion of stored data, and behaves simultaneously
as a backup site for another portion of stored data. In some
data architectures, a portion of stored data 1s replicated to a
backup site, and another portion is not.

The production site and the backup site may be remote
from one another, or they may both be situated at a common
site, local to one another. Local data protection has the
advantage of minimizing data lag between target and source,
and remote data protection has the advantage 1s being robust
in the event that a disaster occurs at the source side.

The source and target sides communicate via a wide area
network (WAN) 128, although other types of networks may
be used.

Each side of system 100 includes three major components
coupled via a storage area network (SAN); namely, (1) a
storage system, (11) a host computer, and (111) a data protec-
tion appliance (DPA). Specifically with reference to FIG. 1,
the source side SAN includes a source host computer 104,
a source storage system 108, and a source DPA 112. Simi-
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larly, the target side SAN includes a target host computer
116, a target storage system 120, and a target DPA 124. As
well, the protection agent (sometimes referred to as a
splitter) may run on the host, or on the storage, or in the
network or at a hypervisor level, and that DPAs are optional
and DPA code may run on the storage array too, or the DPA
124 may run as a virtual machine.

Generally, a SAN 1ncludes one or more devices, referred
to as “nodes”. A node 1n a SAN may be an “mitiator” or a
“target”, or both. An mitiator node 1s a device that 1s able to
initiate requests to one or more other devices; and a target
node 1s a device that 1s able to reply to requests, such as
SCSI commands, sent by an 1nitiator node. A SAN may also
include network switches, such as fiber channel switches.
The communication links between each host computer and
its corresponding storage system may be any appropriate
medium suitable for data transfer, such as fiber communi-
cation channel links.

The host communicates with 1ts corresponding storage
system using small computer system interface (SCSI) com-
mands.

System 100 includes source storage system 108 and target
storage system 120. Each storage system includes physical
storage units for storing data, such as disks or arrays of
disks. Typically, storage systems 108 and 120 are target
nodes. In order to enable initiators to send requests to
storage system 108, storage system 108 exposes one or more
logical units (LU) to which commands are i1ssued. Thus,
storage systems 108 and 120 are SAN entities that provide
multiple logical units for access by multiple SAN 1nitiators.

Logical units are a logical entity provided by a storage
system, for accessing data stored 1n the storage system. The
logical unit may be a physical logical unit or a virtual logical
unit. A logical umit 1s i1dentified by a unique logical umt
number (LUN). Storage system 108 exposes a logical umit
136, designated as LU A, and storage system 120 exposes a
logical unit 156, designated as LU B.

LU B 1s used for replicating LU A. As such, LU B 1s
generated as a copy of LU A. In one embodiment, LU B 1s
configured so that 1ts size 1s 1dentical to the size of LU A.
Thus, for LU A, storage system 120 serves as a backup for
source side storage system 108. Alternatively, as mentioned
hereinabove, some logical units of storage system 120 may
be used to back up logical units of storage system 108, and
other logical units of storage system 120 may be used for
other purposes. Moreover, there 1s symmetric replication
whereby some logical units of storage system 108 are used
tor replicating logical units of storage system 120, and other
logical units of storage system 120 are used for replicating
other logical units of storage system 108.

System 100 includes a source side host computer 104 and
a target side host computer 116. A host computer may be one
computer, or a plurality of computers, or a network of
distributed computers, each computer may include inter alia
a conventional CPU, volatile and non-volatile memory, a
data bus, an I/O interface, a display interface and a network
interface. Generally a host computer runs at least one data
processing application, such as a database application and an
¢-mail server.

Generally, an operating system of a host computer creates
a host device for each logical unit exposed by a storage
system 1n the host computer SAN. A host device 1s a logical
entity 1n a host computer, through which a host computer
may access a logical unit. Host device 104 1dentifies LU A
and generates a corresponding host device 140, designated
as Device A, through which 1t can access LU A. Similarly,
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host computer 116 identifies LU B and generates a corre-
sponding device 160, designated as Device B.

In the course of continuous operation, host computer 104
1s a SAN 1nitiator that 1ssues I/O requests (write/read opera-
tions) through host device 140 to LU A using, for example,
SCSI commands. Such requests are generally transmitted to
LU A with an address that includes a specific device 1den-
tifier, an offset within the device, and a data size. Offsets are
generally aligned to 512 byte blocks. The average size of a
write operation 1ssued by host computer 104 may be, for
example, 10 kilobytes (KB); 1.e., 20 blocks. For an 1/O rate
of 50 megabytes (MB) per second, this corresponds to
approximately 5,000 write transactions per second.

System 100 includes two data protection appliances, a
source side DPA 112 and a target side DPA 124. A DPA
performs various data protection services, such as data
replication of a storage system, and journaling of I/O
requests 1ssued by a host computer to source side storage
system data. As explained 1n detail herein, when acting as a
target side DPA, a DPA may also enable roll back of data to
an earlier point 1n time, and processing of rolled back data
at the target site. Each DPA 112 and 124 1s a computer that
includes inter alia one or more conventional CPUs and
internal memory.

For additional safety precaution, each DPA 1s a cluster of
such computers. Use of a cluster ensures that 1f a DPA
computer 1s down, then the DPA functionality switches over
to another computer. The DPA computers within a DPA
cluster communicate with one another using at least one
communication link suitable for data transier via fiber
channel or IP based protocols, or such other transfer proto-
col. One computer from the DPA cluster serves as the DPA
leader. The DPA cluster leader coordinates between the
computers 1n the cluster, and may also perform other tasks
that require coordination between the computers, such as
load balancing.

In the architecture 1llustrated 1n FIG. 1, DPA 112 and DPA
124 are standalone devices integrated within a SAN. Alter-
natively, each of DPA 112 and DPA 124 may be integrated
into storage system 108 and storage system 120, respec-
tively, or integrated into host computer 104 and host com-
puter 116, respectively. Both DPAs communicate with their
respective host computers through communication lines
such as fiber channels using, for example, SCSI commands
or any other protocol.

DPAs 112 and 124 are configured to act as imitiators 1n the
SAN; 1.e., they can 1ssue I/O requests using, for example,
SCSI commands, to access logical units on their respective
storage systems. DPA 112 and DPA 124 are also configured
with the necessary functionality to act as targets; 1.€., to reply
to I/O requests, such as SCSI commands, issued by other
initiators 1n the SAN, including inter alia their respective
host computers 104 and 116. Being target nodes, DPA 112
and DPA 124 may dynamically expose or remove one or
more logical units.

As described hereinabove, Site I and Site II may each
behave simultaneously as a production site and a backup site
for different logical units. As such, DPA 112 and DPA 124
may each behave as a source DPA for some logical units, and
as a target DPA for other logical units, at the same time.

Host computer 104 and host computer 116 include pro-
tection agents 144 and 164, respectively. Protection agents
144 and 164 intercept SCSI commands issued by their
respective host computers, via host devices to logical units
that are accessible to the host computers. A data protection
agent may act on an intercepted SCSI commands 1ssued to
a logical unit, 1n one of the following ways: send the SCSI
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commands to its intended logical unit; redirect the SCSI
command to another logical umt; split the SCSI command
by sending it first to the respective DPA; after the DPA
returns an acknowledgement, send the SCSI command to its
intended logical unit; fail a SCSI command by returning an
error return code; and delay a SCSI command by not
returning an acknowledgement to the respective host com-
puter.

A protection agent may handle different SCSI commands,
differently, according to the type of the command. For
example, a SCSI command inquiring about the size of a
certain logical unit may be sent directly to that logical unat,
while a SCSI write command may be split and sent first to
a DPA associated with the agent. A protection agent may also
change its behavior for handling SCSI commands, for
example as a result of an 1nstruction received from the DPA.

Specifically, the behavior of a protection agent for a
certain host device generally corresponds to the behavior of
its associated DPA with respect to the logical unit of the host
device. When a DPA behaves as a source site DPA for a
certain logical unit, then during normal course of operation,
the associated protection agent splits 1/0 requests 1ssued by
a host computer to the host device corresponding to that
logical unit. Similarly, when a DPA behaves as a target
device for a certain logical unit, then during normal course
of operation, the associated protection agent fails I1/0
requests 1ssued by host computer to the host device corre-
sponding to that logical unat.

Communication between protection agents and their
respective DPAs may use any protocol suitable for data
transfer within a SAN, such as fiber channel, or SCSI over
fiber channel. The communication may be direct, or via a
logical unit exposed by the DPA. Protection agents commu-
nicate with their respective DPAs by sending SCSI com-
mands over fiber channel.

Protection agents 144 and 164 are drivers located in their
respective host computers 104 and 116. Alternatively, a
protection agent may also be located 1mn a fiber channel
switch, or in any other device situated 1n a data path between
a host computer and a storage system or on the storage
system 1tself. In a virtualized environment, the protection
agent may run at the hypervisor layer or 1n a virtual machine
providing a virtualization layer.

What follows 1s a detailed description of system behavior
under normal production mode, and under recovery mode.

In production mode DPA 112 acts as a source site DPA for
LU A. Thus, protection agent 144 1s configured to act as a
source side protection agent; 1.¢., as a splitter for host device
A. Specifically, protection agent 144 replicates SCSI 1/O
write requests. A replicated SCSI I/O write request 1s sent to
DPA 112. After receiving an acknowledgement from DPA
124, protection agent 144 then sends the SCSI I/O write
request to LU A. After recerving a second acknowledgement
from storage system 108 host computer 104 acknowledges
that an I/O command complete.

When DPA 112 receives a replicated SCSI write request
from data protection agent 144, DPA 112 transmits certain
I/O mformation characterizing the write request, packaged
as a “write transaction”, over WAN 128 to DPA 124 on the
target side, for journaling and for incorporation within target
storage system 120.

DPA 112 may send 1ts write transactions to DPA 124 using
a variety of modes of transmission, including inter alia (1) a
synchronous mode, (i11) an asynchronous mode, and (111) a
snapshot mode. In synchronous mode, DPA 112 sends each
write transaction to DPA 124, receives back an acknowl-
edgement from DPA 124, and 1n turns sends an acknowl-
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edgement back to protection agent 144. Protection agent 144
waits until receipt of such acknowledgement before sending
the SCSI write request to LU A.

In asynchronous mode, DPA 112 sends an acknowledge-
ment to protection agent 144 upon receipt of each I/O
request, before receiving an acknowledgement back from
DPA 124.

In snapshot mode, DPA 112 receives several 1/O requests
and combines them 1nto an aggregate “snapshot” of all write
activity performed 1n the multiple I/O requests, and sends
the snapshot to DPA 124, for journaling and for incorpora-
tion 1n target storage system 120. In snapshot mode DPA 112
also sends an acknowledgement to protection agent 144
upon receipt of each /O request, before recerving an
acknowledgement back from DPA 124.

For the sake of clarity, the ensuing discussion assumes
that information 1s transmitted at write-by-write granularity.

While 1n production mode, DPA 124 receives replicated
data of LU A from DPA 112, and performs journaling and

writing to storage system 120. When applying write opera-
tions to storage system 120, DPA 124 acts as an initiator, and
sends SCSI commands to LU B.

During a recovery mode, DPA 124 undoes the write
transactions in the journal, so as to restore storage system
120 to the state it was at, at an earlier time.

As described hereinabove, LU B 1s used as a backup of
LU A. As such, during normal production mode, while data
written to LU A by host computer 104 1s replicated from LU
A to LU B, host computer 116 should not be sending 1/0O
requests to LU B. To prevent such I/O requests from being
sent, protection agent 164 acts as a target site protection
agent for host Device B and fails I/0 requests sent from host
computer 116 to LU B through host Device B.

Target storage system 120 exposes a logical unit 176,
referred to as a “qjournal LU”, for maintaining a history of
write transactions made to LU B, referred to as a “journal”.
Alternatively, journal LU 176 may be striped over several
logical units, or may reside within all of or a portion of
another logical unit. DPA 124 includes a journal processor
180 for managing the journal.

Journal processor 180 functions generally to manage the
journal entries of LU B. Specifically, journal processor 180
enters write transactions recerved by DPA 124 from DPA 112
into the journal, by writing them 1into the journal LU, reads
the undo information for the transaction from LU B. updates
the journal entries in the journal LU with undo information,
applies the journal transactions to LU B, and removes
already-applied transactions from the journal.

Referring to FIG. 2, which i1s an illustration of a write
transaction 200 for a journal. The journal may be used to
provide an adaptor for access to storage 120 at the state 1t
was 1 at any specified point 1n time. Since the journal
contains the “undo” information necessary to roll back
storage system 120, data that was stored 1n specific memory
locations at the specified point in time may be obtained by
undoing write transactions that occurred subsequent to such
point 1n time.

Write transaction 200 generally includes the following
ficlds: one or more 1dentifiers; a time stamp, which 1s the
date & time at which the transaction was received by source
side DPA 112; a write size, which 1s the size of the data
block; a location in journal LU 176 where the data 1s
entered; a location in LU B where the data 1s to be written;
and the data 1tself.

Write transaction 200 1s transmitted from source side DPA
112 to target side DPA 124. As shown 1n FIG. 2, DPA 124

records the write transaction 200 1n the journal that includes
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four streams. A first stream, referred to as a DO stream,
includes new data for writing 1n LU B. A second stream,

referred to as an DO METADATA stream, includes metadata

for the write transaction, such as an identifier, a date & time,
a write size, a beginning address 1n LU B for writing the new
data 1n, and a pointer to the oflset in the DO stream where
the corresponding data 1s located. Similarly, a third stream,
referred to as an UNDO stream, includes old data that was
overwritten 1n LU B; and a fourth stream, reterred to as an
UNDO METADATA, include an 1dentifier, a date & time, a
write size, a beginning address in LU B where data was to
be overwritten, and a pointer to the oflset in the UNDO
stream where the corresponding old data 1s located.

In practice each of the four streams holds a plurality of
write transaction data. As write transactions are receirved

dynamically by target DPA 124, they are recorded at the end
of the DO stream and the end of the DO METADATA

stream, prior to committing the transaction. During transac-
tion application, when the various write transactions are
applied to LU B, prior to writing the new DO data to
addresses within the storage system, the older data currently
located 1n such addresses 1s recorded 1nto the UNDO stream.
In some examples, the metadata stream (e.g., UNDO
METADATA stream or the DO METADATA stream) and the
data stream (e.g., UNDQO stream or DO stream) may be kept
in a single stream each (1.e., one UNDO data and UNDO
METADATA stream and one DO data and DO METADATA
stream) by interleaving the metadata into the data stream.

In some embodiments, a consistency group (CG) may be
a set of logical units (LUs) or virtual machines which are
replicated together for which write order fidelity 1s pre-
served.

A CG construct take significant amount of resources from
the system, and thus the amount of CGs the system can run
1s limited. Hence, it 1s resource prohibitive to generate a CG
construct for every virtual machine replicated 1n some cases.
In response to these constraints multiple unrelated virtual
machines or LUs are grouped in a single CG. On the other
hand, a CG also has limited performance and thus if the CG
includes entities which have too high of a performance
requirement, 1t may be better to separate the CG 1nto several
CG constructs. Thus, i1t 1s desirable to umity multiple CGs
into a single CG and be able to separate CG into more than
one CGQ.

A new virtual CG may be formed which may include
several internal CGs. The virtual CG may be presented to the
user and the user may be able to perform all actions on the
virtual CG. Internally, 1n some examples, each internal CG
may replicate just some of the stripes of the volumes. As
well as consistency point may be achieved across internal
CGs. That 1s, 1t may be possible to form an i1mage of a
particular time by rolling each internal CG group to that
time. In some examples, the internal CGs may not be
exposed to the user and all actions happen automatically on
the internal CGs when pertormed on the virtual CG. Internal
CG groups may also be referred to as Grid Copies. In a
turther example, one box may be accepting all the 1I/Os, this
box will split the I/Os between relevant boxes running the
consistency groups. In one example, each gnd CG may
receive 1ts own 10s.

In cloud platforms, using the processes described 1n FIGS.
1 and 2, data protection system 100 faces a number of
challenges and biggest among them are scalability 1ssues.
One way to solve such issues i1s the ability to unily or
separate the data processing according to the needs of the
system Or a user.
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For example, suppose a user tries to replicate 1000 low
traflic virtual machines (VMs). In current system architec-
ture the only choices for system configuration are: 1. define
a separate consistency group (CG) for each VM; or 2. put a
number of VMs 1n the same CG and make less CGs.

The first configuration will use a lot of resources 1n the
replication process. For example, each group will require
separate journal space, separate memory reservations. In
practice, the system will reach 1ts memory, CPU and disk
space limits despite the fact that traflic 1s low.

The second configuration has two major problems. In the
first problem, operations ‘“lest copy”, “Failover” and
“Recover production” can be done for a CG only so that 1f
one VM has a data corruption on production site the problem
cannot be fixed without destroying the production copy for
other VMSs. In the second problem, i1 a VM 1n CG has a
tratlic peak the CG will enter a high load state and replica-
tion from all VMs 1n the CG will be stopped.

The solution of the problem 1nvolves keeping a number of
VMs 1n one CG until a problem occurs and then separate out
the VM 1nto a new CG. When the problems pass merging the
VM back imto the old CG. Techniques to accomplish these
objectives are further described herein.

Referring to FIG. 3, a diagram 300 1s an example of
separating a virtual machine into a separate consistency
group, according to one embodiment of the disclosure. In
this example, a consistency group CG1 includes a first
virtual machine VM1, a second virtual machine VM2, a
third virtual machine VM3 and a fourth virtual machine
VM4. VM4 needs to be separated from CG1 due to perfor-
mance 1ssues such high IOPS (Input/Output Operations Per
Second), for example. Thus, a consistency group CG2 1s
formed with VM4,

FIG. 4 1s a flowchart of an example of a process to
separate a virtual machine 1nto a separate consistency group
as shown 1n FIG. 3, according to one embodiment of the
disclosure. For example, process 400 splits a consistency
group, CG2 having a first virtual machine (VM1), a second
virtual machine (VM2), a third virtual machine (VM3) and
a fourth virtual machine (VM4) and forms two new consis-
tency group, CG2 for VM4 and CG3 for VM1, VM2 and
VM3.

Process 400 generates a new DO METADATA stream for
CG2 (402) and generates a new DO stream for CG2 (404).
Process 400 generates a new DO METADATA stream for
CG3 (406) and generates a new DO stream for CG3 (408).

Process 400 pauses distribution (410). For example, no
data 1s read from a DO streams and moved to an UNDO
stream.

Process 400 writes new data arnving to CG2 to 1ts DO
stream and the corresponding metadata to its DO META-
DATA stream (412). For example, data from new I[/Os
arriving to VM4 are written to the DO stream generated 1n
processing block 404 and the corresponding metadata from
the new 1I/Os arriving to VM4 are written to the DO
METADATA stream generated 1n processmg block 402.

Process 400 writes new data arnving to CG3 to 1ts DO
stream and the corresponding metadata to i1ts DO META-
DATA stream (414). For example, data from new I1/Os
arriving to VM1 1s written to the DO stream generated 1n
processing block 408 and the corresponding metadata from
these new 1/Os 1s written to the DO METADATA stream
generated 1n processing block 406.

Process 400 separates the DO METADATA stream of
CG1 (416). For example, a background process separates the
metadata DO stream of CG1 into the beginning of the
metadata streams of CG2, CG3 respectively. For example,
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process 400 copies metadata entries which relate to VM4 to
the DO METADATA stream of CG2 and of VM1, VM2,

VM3 to the DO METADATA stream of CG1. Since the
metadata includes pointers to the locations of the storage
where the data corresponding to the metadata exists 1n the
DO stream when the distribution process continues (e.g.,
data 1s read from a DO stream and moved to an UNDO
stream), 1t can access the data and apply 1t to the remote
storage. In one particular example, for each block refer-
enced, the reference count 1s increased by 1.

Process 400 separates the UNDO METADATA stream of
CG1 (418). For example, a background process separates the
metadata UNDO stream of CG1 into the beginning of the
metadata streams of CG2, CG3 respectively. For example,

process 400 copies metadata entries which relate to VM4 to
the UNDO METADATA stream of CG2 and of VM1, VM2

and VM3 to the UNDO METADATA stream of CG1. In one
particular example, for each block referenced, the reference
count 1s increased by 1.

Process 400 allocates new blocks of data to the UNDO
stream of CG2 (420) and allocates new blocks of data to the
UNDO stream of CG3 (422).

Process 400 resumes distribution process (424). For
example, data 1s read from the DO streams and moved to the
UNDO streams. In one example, after a new data 1s written
to VM4 the data 1s sent to the UNDO stream of CG2. In

another example, after a data 1s written to VM1 the data 1s
sent to the UNDO stream of CG3.

In one example, each stream of data 1s a list of blocks with
relatively large size (e.g., 100 MB). The reason the streams
are a list of blocks 1s to be able to sequentially write data to
the storage as sequential writes, which are much faster for
spindle-type storage. When data 1s distributed and data from
a block 1s moved from the DO stream to the UNDO stream
the block 1s erased and returns to the free block pool. Since
alter the separation into two streams a block may belong to
two separate streams. A block can be erased only when it can
be erased from the perspective of the two streams. For this
reason a reference count 1s added to each block and when
one stream wants to erase the block 1s just reduces the
reference count. When the reference count reaches 0 the
block 1s returned to the free pool block.

After the separation of the data streams, some operations
may temporarily be less sequential as the data of a single CG
may not be continuous 1n a single block. Caching and similar
optimization may reduce the amount of non-sequential
reads. As new data 1s written sequentially to each CG
operations will return to be sequential eventually.

Referring to FIG. 5, a diagram 500 1s an example of
joimng consistency groups, according to one embodiment of
the disclosure. In this example, a consistency group CG4
includes a fifth virtual machine VMS, a sixth virtual machine
VM6 and a seventh virtual machine VM7. A consistency
group CGS includes an eighth virtual machine VMS8. CG4 1s
joined with CGS to form CG6 that includes VMS, VM6,
VM7 and VMS.

FIG. 6 1s a flowchart of an example of a process to join
consistency groups as shown in FIG. 5, according to one
embodiment of the disclosure. For example, process 600
CG4 1s combined with CGS to form CG6. In one example,
process 600 1s performed without losing journal data and
without copying data.

Process 600 waits for the DO streams of CG4 and CGS5 to
be at the same point-in-time (602). A problem may arise 1
the DO stream of CG4 1s updated to a later point-in-time
than the DO stream of CGS or visa-versa. Therefore, process
600 waits for the CG4 and CGS to be at the same point-in-
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time 1n their respective DO streams. For example, this 1s
performed by rolling the CG which points to an earlier
point-in-time while stopping the rolling of the other CG.

Process 600 generates a DO stream for CG6 (604) and
generates a DO METADATA stream (608). For example, all
the new 1/Os generated by VMS, VM6, VM7 and VM8 will
be sent to the DO stream for C(G6 and the metadata for these
new [/Os will be sent to the DO METADATA stream for
CGo.

Process 600 combines the DO METADATA streams of
CG4 and CGS (612). For example, the DO METADATA
stream of CG4 and the DO METADATA stream of CGS are
combined to form a new DO METADATA stream. For
example, the list of metadata of the two CGs 1s interlaced
into a single metadata stream according to the order of the
timestamps.

Process 600 attaches the combined DO METADATA
streams of CG4 and CGS to the DO METADATA steam of
CG6 (618). For example, the new DO METADATA stream

formed 1n processing block 612 1s attached to the beginning
of the DO METADATA stream of CG6.

Process 600 combines the UNDO METADATA streams
of CG4 and CG5 (622). For example, the UNDO META-
DATA stream of CG4 and the UNDO METADATA stream
of CG5 are combined to form a new UNDO METADATA
stream. As data 1s distributed from the DO stream to the
UNDO stream and old blocks of the UNDO stream are
erased the data of the combined CG, becomes sequential on
single blocks.

Referring to FIG. 7, 1n one example, a computer 700
includes a processor 702, a volatile memory 704, a non-
volatile memory 706 (e.g., hard disk) and the user interface
(UI) 708 (e.g., a graphical user interface, a mouse, a key-
board, a display, touch screen and so forth), according to one
embodiment of the disclosure. The non-volatile memory 706
stores computer nstructions 712, an operating system 716
and data 718. In one example, the computer instructions 712
are executed by the processor 702 out of volatile memory
704 to perform all or part of the processes described herein
(e.g., processes 400 and 600).

The processes described herein (e.g., processes 400 and
600) are not limited to use with the hardware and software
of FIG. 7; they may find applicability 1n any computing or
processing environment and with any type of machine or set
of machines that 1s capable of running a computer program.
The processes described herein may be implemented 1n
hardware, software, or a combination of the two. The
processes described herein may be implemented 1n computer
programs executed on programmable computers/machines
that each includes a processor, a non-transitory machine-
readable medium or other article of manufacture that 1s
readable by the processor (including volatile and non-
volatile memory and/or storage elements), at least one input
device, and one or more output devices. Program code may
be applied to data entered using an mput device to perform
any of the processes described herein and to generate output
information.

The system may be implemented, at least 1n part, via a
computer program product, (e.g., 1 a non-transitory
machine-readable storage medium such as, for example, a
non-transitory computer-readable medium), for execution
by, or to control the operation of, data processing apparatus
(e.g., a programmable processor, a computer, or multiple
computers)). Each such program may be implemented in a
high level procedural or object-oriented programming lan-
guage to communicate with a computer system. However,
the programs may be implemented 1n assembly or machine
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language. The language may be a compiled or an interpreted
language and it may be deployed 1n any form, including as
a stand-alone program or as a module, component, subrou-
tine, or other unit suitable for use 1n a computing environ-
ment. A computer program may be deployed to be executed
on one computer or on multiple computers at one site or
distributed across multiple sites and interconnected by a
communication network. A computer program may be
stored on a non-transitory machine-readable medium that 1s
readable by a general or special purpose programmable
computer for configuring and operating the computer when
the non-transitory machine-readable medium 1s read by the
computer to perform the processes described herein. For
example, the processes described herein may also be imple-
mented as a non-transitory machine-readable storage
medium, configured with a computer program, where upon
execution, mstructions in the computer program cause the
computer to operate in accordance with the processes. A
non-transitory machine-readable medium may include but 1s
not limited to a hard drnive, compact disc, flash memory,
non-volatile memory, volatile memory, magnetic diskette
and so forth but does not include a transitory signal per se.

The processes described herein are not limited to the
specific examples described. For example, the processes 400
and 600 are not limited to the specific processing order of
FIGS. 4 and 6, respectively. Rather, any of the processing
blocks of FIGS. 4 and 6 may be re-ordered, combined or
removed, performed 1n parallel or 1n senal, as necessary, to
achieve the results set forth above.

The processing blocks (for example, 1n the processes 400
and 600) associated with implementing the system may be
performed by one or more programmable processors execut-
Ing one or more computer programs to perform the functions
of the system. All or part of the system may be implemented
as, special purpose logic circuitry (e.g., an FPGA (field-
programmable gate array) and/or an ASIC (application-
specific integrated circuit)). All or part of the system may be
implemented using electronic hardware circuitry that
include electronic devices such as, for example, at least one
ol a processor, a memory, a programmable logic device or a
logic gate.

Elements of different embodiments described herein may
be combined to form other embodiments not specifically set
forth above. Other embodiments not specifically described
herein are also within the scope of the following claims.

What 1s claimed 1s:

1. A method comprising:

separating a set of virtual machines from a {first consis-
tency group to a second consistency group and third
consistency group; and

combining a first virtual machine of the second consis-
tency group to the third consistency group to form a
fourth consistency group,

wherein the set of virtual machines 1n the first consistency
group are replicated together for which write order
fidelity 1s preserved;

wherein virtual machines in the fourth consistency group
are replicated together for which write order fidelity 1s
preserved;

wherein combining the first virtual machine of the second
consistency group to the third consistency group to
form the fourth consistency group comprises:
generating a DO stream for the fourth consistency

group,

generating a DO METADATA stream for the fourth

consistency group;
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combining DO METADATA streams ol the second
consistency group and the third consistency group to
form a combined DO METADATA;

attaching the combined DO METADATA to the DO
METADATA stream of the fourth consistency group;

combining UNDO METADATA streams of the second
and third consistency groups; and

after writing new data to the fourth consistency group,
sending the new data to an UNDO stream of the
second consistency group;

wherein combining the first virtual machine of the
second consistency group to a third consistency
group turther comprises waiting for the second con-
sistency group and the third consistency group to be
distributed at the same point of time, wherein dis-
tribution at the same point of time 1s performed by
rolling one of the second consistency group and the
third consistency group that points to an earlier point
in time while stopping rolling of the other of the
second consistency group and the third consistency
group.

2. The method of claim 1, wherein combining the first
virtual machine of the second consistency group to a third
consistency group to form a fourth consistency group com-
prises combining the first virtual machine of the second
consistency group to a third consistency group to form a
fourth consistency group without losing journal and without
data copying.

3. The method of claim 1, wherein separating a set of
virtual machines from a first consistency group to a second
consistency group and third consistency group comprises:

generating a DO METADATA stream and DO stream for

the second consistency group;

generating a DO METADATA stream and DO stream for

the third consistency group;

pausing distribution of data, the pausing comprising stop-

ping reads of data from the DO streams and movement
to the UNDO streams:;

writing data from new 1/Os arriving to the second con-

sistency group to its DO stream and corresponding
metadata to 1ts DO METADATA stream; and

writing data from new I/Os arniving to the third consis-

tency group to its DO stream and corresponding meta-
data to 1ts DO METADATA stream.

4. The method of claim 3, wherein separating a set of
virtual machines from a first consistency group to a second
consistency group and third consistency group further com-
Prises:

separating a DO METADATA stream of the {irst consis-

tency group into the DO METADATA streams of the
second and third consistency groups; and

separating an UNDO METADATA stream of the first

consistency group into UNDO METADATA streams of
the second and third consistency groups.

5. The method of claim 4, wherein each of the DO stream,
UNDO stream, DO METADATA stream, and UNDO
METADATA stream comprises a list of blocks, wherein
when data from one of the blocks 1s moved from one of the
streams to another, the corresponding one of the blocks 1s
erased and returned to a block pool.

6. The method of claim 5, wherein after separating the DO
METADATA stream of the first consistency group into the
DO METADATA streams of the second and third consis-
tency groups, and after separating the UNDO METADATA
stream of the first consistency group into UNDO META-
DATA streams of the second and third consistency groups,
the method further comprises:
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identifying a block belonging to both streams and erasing
the block belonging to both streams after the movement
only when 1t can be erased from both streams.

7. An apparatus, comprising;:

a processor and a memory configured to:

separate a set of virtual machines from a {first consis-
tency group to a second consistency group and third
consistency group;
combine a first virtual machine of the second consis-
tency group to the third consistency group to form a
fourth consistency group,
wherein the set of virtual machines 1n the first
consistency group are replicated together for
which write order fidelity 1s preserved;
wherein virtual machines in the fourth consistency
group are replicated together for which write order
fidelity 1s preserved;

wherein the processor and memory configured to combine

the first virtual machine of the second consistency

group to the third consistency group to form the fourth

consistency group comprises circuitry configured to:

generate a DO stream for the fourth consistency group;

generate a DO METADATA stream for the fourth
consistency group;

combine DO METADATA streams of the second con-
sistency group and the third consistency group to
form a combined DO METADATA:

attach the combined DO METADATA to the DO
METADATA stream of the fourth consistency group;

combine UNDO METADATA streams of the second
and third consistency groups; and

alter writing new data to the fourth consistency group,
sending the new data to an UNDO stream of the
second consistency group,

wherein combining the first virtual machine of the
second consistency group to a third consistency
group further comprises waiting for the second con-
sistency group and the third consistency group to be
distributed at the same point of time, wherein dis-
tribution at the same point of time 1s performed by
rolling one of the second consistency group and the
third consistency group that points to an earlier point
in time while stopping rolling of the other of the
second consistency group and the third consistency
group.

8. The apparatus of claim 7, wherein the processor and the
memory are coniigured to combine the first virtual machine
of the second consistency group to a third consistency group
to form a fourth consistency group comprises circuitry
configured to combine the first virtual machine of the second
consistency group to a third consistency group to form a
tourth consistency group without losing journal and without
data copying.

9. The apparatus of claim 7, wherein the processor and the
memory configured to separate a set of virtual machines
from a first consistency group to a second consistency group
and third consistency group comprises circuitry configured
to:

generate a DO METADATA stream and DO stream for the

second consistency group;

generate a DO METADATA stream and DO stream for the
third consistency group;

pause distribution of data by stopping reads of data from
the DO streams and movement to the UNDOQO streams:

write data from new 1/Os arriving to the second consis-
tency group to 1ts DO stream and corresponding meta-

data to 1ts DO METADATA stream; and

14

write data from new 1/Os arnving to the second third
consistency group to 1ts DO stream and corresponding
metadata to its DO METADATA stream.

10. The apparatus of claam 9, wherein the processor and

> the memory configured to separate a set of virtual machines
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from a first consistency group to a second consistency group
and third consistency group comprises circuitry configured

separate a DO METADATA stream of the first consistency

group 1nto the DO METADATA streams of the second
and third consistency groups; and

separate an UNDO METADATA stream of the first con-
sistency group mto UNDO METADATA streams of the
second and third consistency groups.
11. An article comprising:
a non-transitory computer-readable medium that stores
computer-executable instructions, the instructions
causing a machine to:
separate a set of virtual machines from a first consis-
tency group to a second consistency group and third
consistency group; and

combine a first virtual machine of the second consis-
tency group to the third consistency group to form a
fourth consistency group,

wherein the set of virtual machines 1n the first consistency
group are replicated together for which write order
fidelity 1s preserved;

wherein virtual machines 1n the fourth consistency group
are replicated together for which write order fidelity 1s
preserved;

wherein the instructions causing the machine to combine
the first virtual machine of the second consistency
group to the third consistency group to form the fourth
consistency group comprises instructions causing the
machine to combine:

generate a DO stream for the fourth consistency group;

generate a DO METADATA stream for the fourth con-
sistency group;

combine DO METADATA streams of the second consis-
tency group and the third consistency group to form a
combined DO MFETADATA;

attach the combined DO METADATA to the DO META-
DATA stream of the fourth consistency group;

combine UNDO METADATA streams of the second and
third consistency groups; and

alter writing new data to the fourth consistency group,
sending the new data to an UNDO stream of the second
consistency group;

wherein combining the first virtual machine of the second
consistency group to a third consistency group further
comprises waiting for the second consistency group
and the third consistency group to be distributed at the
same point of time, wherein distribution at the same
point of time 1s performed by rolling one of the second
consistency group and the third consistency group that
points to an earlier point 1n time while stopping rolling
of the other of the second consistency group and the
third consistency group.

12. The article of claim 11, wherein the instructions

causing the machine to combine the first virtual machine of
the second consistency group to a third consistency group to
form a fourth consistency group comprises instructions
causing the machine to combine the first virtual machine of
the second consistency group to a third consistency group to
form a fourth consistency group without losing journal and
without data copying.
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13. The article of claim 11, wherein the instructions
causing the machine to separate a set of virtual machines
from a first consistency group to a second consistency group
and third consistency group comprises instructions causing
the machine to:

generate a DO METADATA stream and DO stream for the

second consistency group;

generate a DO METADATA stream and DO stream for the

third consistency group;
pause distribution of data by stopping reads of data from
the DO streams and movement to the UNDOQO streams:

write data from new 1/Os arriving to the second consis-
tency group to its DO stream and corresponding meta-
data to 1ts DO METADATA stream; and

write data from new I/Os arriving to the second third

consistency group to 1ts DO stream and corresponding
metadata to 1its DO METADATA stream.

14. The article of claim 13, wherein the instructions
causing the machine to separate a set of virtual machines
from a first consistency group to a second consistency group
and third consistency group further comprises instructions
causing the machine to:

separate a DO METADATA stream of the first consistency

group 1nto the DO METADATA streams of the second
and third consistency groups; and

separate an UNDO METADATA stream of the first con-

sistency group into UNDO METADATA streams of the
second and third consistency groups.
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