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about a communication port connected to an execution
apparatus that performs the management processing. The

first control apparatus satisfies, among the executions con-
ditions, a neighboring apparatus condition about a neigh-
boring apparatus that neighbors the execution apparatus. A
second control apparatus includes a second communication
port that satisfies, among the execution conditions, a con-

nection port condition about a communication port con-
nected to the neighboring apparatus. The second control

) apparatus satisfies, among the execution conditions, an
execution apparatus condition about the execution appara-

tus. The first and second communication ports of the first and
second control apparatuses are connected to each other via

(Continued)
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a communication cable. The second control apparatus per-
forms the management processing when the second com-

munication port 1s connected to the first communication
port.

6 Claims, 30 Drawing Sheets
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STORAGE SYSTEM AND CONTROL
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2015-

223045, filed on Nov. 13, 2015, the entire contents of which
are 1ncorporated herein by reference.

FIELD

The embodiments discussed herein relate to a storage
system and a control apparatus.

BACKGROUND

When the memory capacity or performance of a storage
system becomes nsuflicient, for example, a scale-out archi-
tecture 1s applied to the storage system. For example, a
device enclosure (DE) including a plurality of hard disks and
a controller enclosure (CE) are added to the storage system.
The CE 1includes a plurality of controller modules (CMs).
Each of the CMs 1s connected to the hard disks. When a host
device requests access to one of the hard disks, a corre-
sponding CM controls the access to the hard disk.

Among the storage systems, there 1s a scale-out-type
storage system to which a storage device 1s easily added. In
this scale-out-type storage system, for example, an 1ndi-
vidual service controller (SVC) provided 1n a device called
a front end controller (FE) manages CMs. For example, each
of the CMs 1s connected to an SVC via a management bus.
The SVC communicates with each of the CMs via a man-
agement bus, so as to manage operations of the CMs. For
example, the SVC controls power supplies of the CMs,
monitors statuses of the CMs, and acquires logs from the
CMs. In addition, the SVC performs reset control and turns
on and off light emitting diodes (LED), for example.

Various techniques are used to manage a storage system.
For example, there 1s a system that 1s configured to maintain
consistency of file management information. In this system,
a master secondary storage control device per file 1s selected
and determined from a plurality of secondary storage control
devices by using a random number and a modulo operation.
There 1s also a system that promptly performs accurate
tailure recovery when a control device or a memory in a disk
storage system malfunctions. In this system, the failure
recovery 1s performed by using mirror-type memories that
synchronize with each other in real time 1n two control
devices.

See, for example, Japanese Laid-open Patent Publication
Nos. 07-244642 and 08-241173.

In a conventional scale-out-type storage system, an SVC
manages CMs. Thus, when this SVC malfunctions, the
system cannot be operated properly. Thus, to improve reli-
ability, two SVCs are included 1n an FE. If there are two
SV(Cs, even when one of the SVCs malfunctions, the other
SVC can properly manage the CMs. However, if two SVCs
are used, the size of the FE 1s increased. As a result, more
space 1s needed to install the FE, and the cost 1s also
increased.

One possible solution to this problem is to eliminate the
SVCs and allow one of the plurality of CMs to manage all
the CMs. If one of the CMs 1s allowed to manage all the
CMs, no SV(Cs are needed 1 a scale-out-type storage
system. Consequently, less space 1s needed for the installa-
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tion of the system. However, even when each of the CMs 1s
provided with the same management function as that of an
SVC, 1t has conventionally been impossible to determine
which one of the plurality of CMs needs to be the manage-
ment CM. Thus, 1t 1s difficult to eliminate the SVCs and
allow one of the plurality of CMs to manage all the CM:s.

Each of the CMs 1n the above description 1s an example
ol a control device that controls storage devices. Regarding
general control devices, as 1s the case with the CMs, 1t 1s
impossible to determine which one of a plurality of control
devices needs to be allowed to manage all the control
devices.

SUMMARY

According to one aspect, there 1s provided a storage
system 1ncluding: a storage apparatus; a first control appa-
ratus which controls the storage apparatus, which includes a
first communication port satisfying, among execution con-
ditions about predetermined management processing, a
neighboring port condition about a communication port
connected to an execution apparatus that performs the
management processing, and which satisfies, among the
execution conditions, a neighboring apparatus condition
about a neighboring apparatus that neighbors the execution
apparatus; a second control apparatus which controls the
storage apparatus, which includes a second communication
port that satisfies, among the execution conditions, a con-
nection port condition about a communication port con-
nected to the neighboring apparatus, which satisfies, among
the execution conditions, an execution apparatus condition
about the execution apparatus, and which determines that
the execution conditions are satisfied and performs the
management processing when the second communication
port 1s connected to the first communication port; and a
communication cable that connects the first communication
port of the first control apparatus and the second commu-
nication port of the second control apparatus.

The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the inven-
tion.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an example of a configuration of a
storage system according to a first embodiment;

FIG. 2 illustrates an example of a configuration of a
storage system according to a second embodiment;

FIG. 3 illustrates an example of a hardware configuration
of an individual CM;

FIG. 4 illustrates an example of communication ports in
an individual field programmable gate array (FPGA);

FIG. S illustrates an example of signals used 1n commu-
nication between CMs;

FIG. 6 illustrates a connection mode among CMs;

FIG. 7 1s a block diagram illustrating an example of
functions of an FPGA;

FIG. 8 1llustrates an example of a master condition table;

FIG. 9 illustrates an example of how masters are deter-
mined;

FIG. 10 1llustrates an example of a format of a control
packet;
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FIG. 11 illustrates examples of data in control packets
transmitted by “master 17 and “master 27;

FIG. 12 illustrates examples of data 1in control packets
transmitted by “master 3 and “master 4”;

FIG. 13 illustrates a connection example of two CEs;

FIG. 14 1s a first sequence diagram 1llustrating a proce-
dure of DC-ON processing;

FIG. 15 1s a second sequence diagram illustrating the
procedure ol DC-ON processing;

FIG. 16 1s a first sequence diagram 1llustrating a proce-
dure of master determination processing;

FIG. 17 1s a second sequence diagram illustrating the
procedure ol master determination processing;

FIG. 18 1s a third sequence diagram illustrating the
procedure ol master determination processing;

FIG. 19 1llustrates an example of monitoring targets;

FIG. 20 illustrates an example of failover processing
performed when a master CM malfunctions;

FIG. 21 illustrates an example of failover processing
performed when two master CMs malfunction;

FIG. 22 1s a sequence diagram 1illustrating an example of
the monitoring processing performed by the master CMs;

FIG. 23 1s a sequence diagram 1llustrating an example of
mirroring processing 1n the system information;

FI1G. 24 1s a sequence diagram 1llustrating an example of
a procedure of failover processing;

FI1G. 235 1llustrates another connection mode among CMs;

FIG. 26 1s a flowchart illustrating an example of a
procedure of DC-ON control processing performed by an
FPGA;

FIG. 27 1s a first flowchart illustrating an example of a
procedure of master determination processing performed by
an FPGA;

FIG. 28 15 a second tlowchart 1llustrating the example of
the procedure of master determination processing performed
by the FPGA;

FIG. 29 1s a flowchart illustrating an example of a
procedure of master-1 and -2 determination processing
performed by an FPGA; and

FIG. 30 1s a flowchart illustrating an example of a
procedure of monitoring processing performed by an FPGA.

DESCRIPTION OF EMBODIMENTS

Embodiments will be described below in detail with
reference to the accompanying drawings, wherein like ref-
erence characters refer to like elements throughout.

First Embodiment

First, a first embodiment will be described.

FIG. 1 illustrates an example of a configuration of a
storage system according to a first embodiment. The storage
system 1ncludes a plurality of storage devices 1 to 3 and
enclosures 10a to 10¢ connected to the storage devices 1 to
3, respectively.

The enclosure 10a includes a control device 11 whose
device number 1s “0” and a control device 12 whose device
number 1s “1.” The control device 11 includes a management
circuit 11¢ including a communication port 11a whose port
number 1s “0” and a communication port 115 whose port
number 1s “1.” The control device 12 includes a manage-
ment circuit 12¢ including a communication port 12a whose
port number 1s “0” and a communication port 126 whose
port number 1s “1.” The management circuit 11¢ and the
management circuit 12¢ are connected to each other via a
signal line 1n the enclosure 10aq.
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The enclosure 106 1ncludes a control device 13 whose
device number 1s “0”” and a control device 14 whose device
number 1s “1.” The control device 13 includes a manage-
ment circuit 13¢ including a communication port 13a whose
port number 1s “0” and a communication port 135 whose
port number 1s “1.” The control device 14 includes a
management circuit 14¢ including a commumication port
14a whose port number 1s “0”” and a communication port 145
whose port number 1s “1.” The management circuit 13¢ and
the management circuit 14¢ are connected to each other via
a signal line 1n the enclosure 105.

The enclosure 10¢ includes a control device 15 whose
device number 1s “0”” and a control device 16 whose device
number 1s “1.” The control device 15 includes a manage-
ment circuit 15¢ including a communication port 15a whose
port number 1s “0” and a communication port 156 whose
port number 1s “1.” The control device 16 includes a
management circuit 16¢ including a commumication port
16a whose port number 1s “0”” and a communication port 165
whose port number 1s “1.” The management circuit 15¢ and
the management circuit 16c¢ are connected to each other via
a signal line 1n the enclosure 10c.

Each of the control devices 11 to 16 controls access to a
corresponding one of the storage devices 1 to 3. The device
number of a control device (any one of the control devices
11 to 16) 1s an 1dentifier used 1n the corresponding enclosure
(the corresponding one of the enclosures 10a to 10¢) 1n
which this control device 1s included.

Each of the communication ports 11a to 165 1s a port
connected to a corresponding one of communication cables
da to 4f, each of which 1s used for communication between
control devices 1n different enclosures. The port number of
a communication port (any one of the communication ports
11a to 16b) 1s an 1dentifier used 1n the corresponding control
device (the corresponding one of the control devices 11 to

16) 1n which this communication port 1s included.

The communication cable 4a connects the communica-
tion port 11a of the control device 11 and the communication
port 165 of the control device 16. The communication cable
4b connects the communication port 115 of the control
device 11 and the communication port 16a of the control
device 16. The communication cable 4¢ connects the com-
munication port 12a of the control device 12 and the
communication port 13a of the control device 13. The
communication cable 44 connects the communication port
125 of the control device 12 and the communication port 135
of the control device 13. The communication cable 4e
connects the communication port 14a of the control device
14 and the communication port 134 of the control device 15.
The communication cable 4f connects the communication
port 145 of the control device 14 and the communication
port 155 of the control device 15.

The control devices 11 to 16 include a storage device
holding master conditions 5. The master conditions 3
include execution conditions about a device that performs
predetermined management processing and monitoring
execution conditions about a device that monitors the device
that performs the management processing.

For example, the execution conditions include a neigh-
boring port condition, a neighboring device condition, a
connection port condition, and an execution device condi-
tion. The neighboring port condition i1s about a communi-
cation port connected to the execution device that performs
the management processing. The neighboring device con-
dition 1s about a neighboring device that neighbors the
execution device. The connection port condition 1s about a
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communication port connected to the neighboring device.
The execution device condition 1s about the execution
device.

For example, the monitoring execution conditions include
a monitoring neighboring port condition, a monitoring
neighboring device condition, a monitoring connection port
condition, and a monitoring device condition. The monitor-
ing neighboring port condition 1s about a communication
port connected to the monitoring device that executes the
monitoring processing. The monitoring neighboring device
condition 1s about a monitoring neighboring device that
neighbors the monitoring device. The monitoring connec-
tion port condition 1s about a communication port connected
to the monitoring neighboring device. The monitoring
device condition 1s about the monitoring device.

For example, each of the neighboring port condition and
the monitoring neighboring port condition 1s about a port
number that identifies a communication port within a device.
For example, each of the neighboring device condition and
monitoring neighboring device condition 1s about an 1den-
tification number that identifies a device within an enclo-
sure. For example, each of the connection port condition and
the momnitoring connection port condition 1s about a port
number that identifies a communication port within a device.
For example, each of the execution device condition and the
monitoring device condition 1s about an 1dentification num-
ber that identifies a device within an enclosure.

Hereinatter, the control device that performs the manage-
ment processing will be referred to as “master 17 and the
control device that monitors the management device will be
referred to as “master 2.” In the example in FIG. 1, the
conditions (execution conditions) to serve as the master-1
control device are defined. Namely, the device number of a
control device that neighbors the master-1 control device
needs to be “1,” and the communication port number of a
communication port of the neighboring device connected to
the master-1 control device needs to be “0.” In addition, the
device number of the master-1 control device needs to be
“0,” and the port number of a communication port of the
master-1 control device connected to the neighboring con-
trol device needs to be “1.”

In addition, the conditions (monitoring execution condi-
tions) to serve as the master-2 control device are defined.
Namely, the device number of the control device that
neighbors the monitoring control device needs to be “0,” and
the communication port number of the communication port
of the neighboring device connected to the monitoring
control device needs to be “0.” In addition, the device
number of the monitoring control device needs to be “1,”
and the port number of the communication port connected to
the neighboring control device needs to be “1.”

The communication cables 4a to 4f are connected 1n such
a manner that one of the plurality of control devices 11 to 16
serves as the master-1 control device, and another control
device serves as the master-2 control device. In the example
in FIG. 1, the control device 11 serves as the master-1
control device, and the control device 16 serves as the
master-2 control device.

According to the first embodiment, each of the control
devices 11 to 16 1s able to determine whether to serve one
of the masters by 1tself. For example, each of the control
devices 11 to 16 determines, per communication port,
whether a combination of its device number and the port
number ol a communication port and a combination of the
device number of the control device to which the commu-
nication port 1s connected and the port number of the
destination communication port satisty the conditions to
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serve as the master-1 control device. If a control device
determines that the control device has a communication port
satisiying the conditions to serve as the master-1 control
device, this control device determines to manage all the
control devices 11 to 16. This determination of whether to
serve as the master-1 control device 1s made by each of the
management circuits 11¢ to 16¢ 1n the control devices 11 to
16, for example.

[ikewise, each of the control devices 11 to 16 determines,
per communication port, whether a combination of its
device number and the port number of a communication port
and a combination of the device number of the control
device to which the communication port 1s connected and
the port number of the destination communication port
satisty the conditions to serve as the master-2 control device.
If a control device determines that the control device has a
communication port satistying the conditions to serve as the
master-2 control device, this control device determines to
monitor the master-1 control device. If the master-1 control
device malfunctions, the master-2 control device switches to
serve as the master-1 control device and manages all the
control devices 11 to 16.

The communication cables 4a to 4f are connected in such
a manner that a control device to which an end of only one
of the communication cables 4a to 4f 1s connected satisfies
the conditions to serve as the master-1 control device. The
other cables are connected so as not to satisly the conditions
to serve as the master-1 control device.

In this way, 1n the first embodiment, on the basis of the
connection state of the communication cables 4a to 4f, a
single master-1 control device and a single master-2 control
device are determined. In addition, each of the control
devices 11 to 16 1s able to easily determine whether to serve
as the master-1 or master-2 control device by 1tself, on the
basis of the connection state of the communication cables 4a
to 4f. As a result, since external management devices such as
SV(Cs are not needed, downsizing of the enfire system 1s
achieved.

In addition, 1f the master-1 control device malfunctions,
since the master-2 control device promptly switches to serve
as the master-1 control device and starts managing the
control devices 11 to 16, the reliability of the system 1is
maintained at a high level.

Second Embodiment

Next, a second embodiment will be described. In a
scale-out-type storage system according to a second embodi-
ment, a management FPGA 1s arranged 1n an individual CM,
and an individual management FPGA manages 1ts corre-
sponding CM without ivolving an SVC or a processor 1n
the CM. Since SVCs are not needed, downsizing of the
storage system 1s achieved.

FIG. 2 illustrates an example of a configuration of a
storage system according to the second embodiment. The
storage system 1illustrated in FIG. 2 includes CEs 100, 200,
300, and 400, DEs 500, 600, 700, and 800, and a host device
900. The host device 900 performs data mput and output
operations on hard disk drives (HDDs) 1n the DEs 500, 600,
700, and 800 via the CEs 100,200, 300, and 400.

The CE 100 includes CMs 110 and 120. The CE 200
includes CMs 210 and 220. The CE 300 includes CMs 310
and 320. The CE 400 includes CMs 410 and 420. Each of the
CMs 110, 120, 210, 220, 310, 320, 410, and 420 1s provided
with an identification number (CM number) used 1n the
corresponding one of the CEs 100, 200, 300, and 400. The
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CM number of the CMs 110, 210, 310, and 410 1s “0,” and
the CM number of the CMs 120, 220, 320, and 420 1s “1.”

The CM 110 and the CM 420 are connected to each other.
The CM 120 and the CM 210 are connected to each other.
The CM 220 and the CM 310 are connected to each other.
The CM 320 and the CM 410 are connected to each other.

For example, two CMs are connected to each other via serial
cables.

In addition, the CMs 110, 120, 210, 220, 310, 320, 410,
and 420 are connected to the host device 900. For example,
the CM 110, 120, 210, 220, 310, 320, 410, and 420 arc
connected to the host device 900 via a storage area network

(SAN) using Fibre Channel (FC) or Internet Small Com-
puter System Interface (1ISCSI). In FIG. 2, as an example, the

single host device 900 1s connected to the CMs 110, 120,

210, 220, 310, 320, 410, and 420. However, for example,
cach of a plurality of host devices may be connected to one
or more CMs.

Each of the DEs 500, 600, 700, and 800 1s a disk array
device including a plurality of storage devices. For example,
the DE 500 includes HDDs 511 to 51#. The DE 600 includes
HDDs 611 to 617. The DE 700 includes HDDs 711 to 71#.
The DE 800 includes HDDs 811 to 81x. In the example 1n
FI1G. 2, the DEs 500, 600, 700, and 800 include HDDs as the
storage devices. However, the DEs 500, 600, 700, and 800
may include a diflerent kind of storage devices such as solid
state drives (SSDs).

The CMs 110 and 120 are connected to the DE 500. The
CMs 110 and 120 control access to the HDDs 511 to 51#
included 1n the DE 500, 1n response to a request from the
host device 900 or another CM. The CMs 210 and 220 are
connected to the DE 600. The CMs 210 and 220 control
access to the HDDs 611 to 61# included in the DE 600, in
response to a request from the host device 900 or another

CM. The CMs 310 and 320 are connected to the DE 700.
The CMs 310 and 320 control access to the HDDs 711 to 71#
included 1in the DE 700, 1n response to a request from the
host device 900 or another CM. The CMs 410 and 420
control access to the HDDs 811 to 81 included 1n the DE
800, 1n response to a request from the host device 900 or
another CM.

For example, the CE 100 and the DE 500 are realized as
a storage apparatus included in a single enclosure. The same
applies to the CE 200 and the DE 600, the CE 300 and the
DE 700, and the CE 400 and the DE 800. The storage system
in FIG. 2 can be expanded by adding a storage apparatus as
a unit.

In addition, the number of CEs included in the storage
system 1s not limited to 4. The number of CMs included 1n
an individual CE 1s not limited to 2, either. For example, the
storage system may include more than four CEs each
including more than two CMs.

FIG. 3 illustrates an example of a hardware configuration
of the CM 110. The CM 110 includes a processor 111, a
random access memory (RAM) 112, an SSD 113, a channel
adapter (CA) 114, an FPGA 115, a device interface (DI) 116,
and a reading device 117.

The processor 111 controls information processing of the
CM 110. Examples of the processor 111 include a central
processing unit (CPU), a digital signal processor (DSP), and
an application specific mtegrated circuit (ASIC). The pro-
cessor 111 may be a multiprocessor that includes a plurality
of processing elements.

The RAM 112 1s a main storage device of the CM 110.
The RAM 112 temporarily holds at least a part of a program
of an operating system (OS) or an application program
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executed by the processor 111. In addition, the RAM 112
holds various types of data used in processing performed by
the processor 111.

The SSD 113 1s an auxiliary storage device of the CM 110.
The SSD 113 1s a non-volatile semiconductor memory. The
SSD 113 holds an OS program, a firmware program, an
application program, and various types of data. The CM 110
may include an HDD in place of the SSD 113 as the auxiliary
storage device.

The CA 114 1s an interface for communicating with the
host device 900. When the host device 900 transmits an
access request, the CA 114 receives and transfers the access
request to the processor 111.

The FPGA 115 1s an integrated circuit whose internal
logic circuit can be defined or changed after manufactured.
The FPGA 115 i1s connected to the CM 120 1n the CE 100
via a management bus. The FPGA 115 1s also connected to
the CM 420 in the CE 400 via management buses. The
FPGA 115 communicates with the CMs 120 and 420 via the
respective management buses, and the CM 110 determines
whether to serve as a master that manages all the CMs. I1 the
CM 110 determines to serve as the master, the FPGA 115
manages the other CMs via the management buses.

When a “direct current (DC)-ON mstruction 1s given, the
entire CM 110 1s supplied with power. However, when a CE
1s supplied with alternating current (AC) power, only the
FPGA 115 1s supplied with the power. When receiving a
DC-ON 1nstruction, the FPGA 115 starts to supply power to

the entire CM 110.

The DI 116 1s an interface for communicating with the DE
500. The reading device 117 reads a program or data held 1n
a portable storage medium 117a. Examples of the storage
medium 117a include a magnetic disk such as a flexible disk
(FD) or an HDD, an optical disc such as a compact disc (CD)
or a digital versatile disc (DVD), and a magneto-optical disk
(MO). For example, a non-volatile semiconductor memory
such as a flash memory card may be used as the storage
medium 117a. For example, 1n accordance with an instruc-
tion from the processor 111, the reading device 117 transmits
a program or data read out from the storage medium 117a to

the processor 111.

The other CMs 120, 210, 220, 310, 320, 410, and 420 may
be realized by using the same hardware configuration as that
of the CM 110.

Next, communication ports i the FPGA 115 will be
described 1n detail.

FIG. 4 1llustrates an example of communication ports 1in
the FPGAs 115 and 125. The FPGA 115 includes two
management ports 115a and 11355 and one internal commu-
nication port 115¢. Each of the management ports 115q and
1155 1s provided with a port number. The port number of the
management port 115q 1s “0,” and the port number of the
management port 11556 1s “1.”

The FPGA 125 includes two management ports 125a and
1256 and one internal communication port 125¢. The port
number of the management port 125a 1s “0,” and the port
number of the management port 12556 1s “1.”

The management ports 115aq and 1156 in the FPGA 115
are connected to management ports of the FPGA 1n the CM
420 in the CE 400 different from the CE 100 via manage-
ment cables 21 and 22, respectively. The management ports
125a and 12556 1n the FPGA 125 are connected to manage-
ment ports of the FPGA 1 the CM 210 1n the CE 200
different from the CE 100 via management cables 23 and 24,
respectively. The internal commumnication port 115¢ of the
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FPGA 115 1n the CM 110 1s connected to the internal
communication port 125¢ of the FPGA 125 i the CM 120
via a management cable 31.

An mdividual management cable includes four signal
lines. Two of the signal lines are used for data transmission,
and the other two signal lines are used for data reception. In
FIG. 4, an individual communication port has transmission
signal line connection portions denoted represented by “T.”
In addition, an individual communication port has reception
signal line connection portions denoted by “R.” Each of the
transmission signal line connection portions 1s assigned “0”
as 1ts ID. In addition, each of the reception signal line
connection portions 1s assigned “1” as 1its 1D.

For example, an individual FPGA performs communica-
tion between CMs by using a synchronous serial transmis-
s1on method.

FIG. 5 illustrates an example of signals used 1n commu-
nication between CMs. Clock signals that are transmitted are
denoted by “TXCLK.” The communication direction of
these clock signal 1s denoted by “Out.” Data signals that are
transmitted are denoted by “TXDATA.” The communication
direction of these data signals 1s denoted by “Out.” Clock
signals that are received are denoted by “RXCLK.” The
communication direction of these clock signals 1s denoted
by “In.” Data signals that are received are denoted by
“RXDATA.” The communication direction of these data
signals 1s denoted by “In.”

Thus, an individual management cable 1s formed by a pair
of data lines and a pair of clock lines. An individual FPGA
performs management communication on the basis of syn-
chronous serial transmission using clock signals wvia 1its
management cables. For example, the clock frequency 1s
100 MHz.

In the second embodiment, the management cables are
connected 1n such a manner that the following conditions are
satisiied.

1) There 1s only one management cable that connects a
management port whose port number 1s “0” 1n a CM whose
CM number 1s “0” and a management port whose port
number 1s “1” 1n a CM whose CM number 1s “1,” this latter
CM being included 1n a CE different from the CE including
the former CM.

2) There 1s only one management cable that connects a
management port whose port number 15 “0” 1n a CM whose
CM number 1s “1” and a management port whose port
number 1s “1” 1n a CM whose CM number 1s “0,” this latter
CM being included 1in a CE different from the CE including
the former CM.

3) Other than the above cases 1) and 2), there may be at
least one management cable that connects a management
port whose port number 1s “0” 1n a CM whose CM number
1s “0” and a management port whose port number 1s “0” 1n
a CM whose CM number 1s “1,” the latter CM being
included 1n a CE different from the CE including the former
CM.

4) Other than the above cases 1) and 2), there may be at
least one management cable that connects a management
port whose port number 1s “1” 1n a CM whose CM number
1s “1” and a management port whose port number 1s “1” 1n
a CM whose CM number 1s “0,” the latter CM being
included in a CE diflerent from the CE including the former
CM.

In this way, by connecting CMs to each other with
management cables in such a manner that the above four
conditions are satisfied, a single CM serving as the master
that manages the entire storage system 1s determined on the
basis of the connection mode of the management cables.
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FIG. 6 illustrates a connection mode among CMs. As 1s
the case with the CFE 100, the other CMs 210, 220, 310, 320,

410, and 420 1n the other CEs 200, 300, and 400 include
FPGAs 215, 225, 315, 325, 415, and 4235, respectively. As 1s
the case with the FPGAs 115 and 125, the FPGAs 215, 225,
315, 325, 415, and 425 include management ports 215a,
215b, 225a, 225b, 315a, 3156, 325a, 325b, 415a, 4155,
425a, and 425b. The port number of the management ports
215a, 2234, 315a, 325a, 4154, and 4254 1s “0,” and the port
number of the management port 2155, 225b, 31556, 3255,
415b, and 425b 1s “1.”

The FPGA 115 in the CM 110 1n the CE 100 1s connected
to the FPGA 425 in the CM 420 in the CE 400 via the
management cables 21 and 22. The management cable 21
connects the management port 115 whose port number 1s
“0” 1n the FPGA 115 and the management port 423556 whose
port number 1s “1” 1n the FPGA 425. The management cable
22 connects the management port 1155 whose port number
1s “1” in the FPGA 115 and the management port 425q
whose port number 1s “0” 1n the FPGA 425.

The FPGA 125 in the CM 120 1n the CE 100 1s connected
to the FPGA 215 1n the CM 210 in the CE 200 via the
management cables 23 and 24. The management cable 23
connects the management ports 125a and 215a whose port
number 1s “0” 1 the two FPGAs 125 and 215. The man-
agement cable 24 connects the management ports 1256 and
21556 whose port number 1s “1”” 1n the two FPGAs 125 and
215.

The FPGA 225 1n the CM 220 1n the CE 200 1s connected
to the FPGA 315 m the CM 310 1in the CE 300 wvia
management cables 25 and 26. The management cable 235
connects the management ports 225a and 315a whose port
number 1s “0” 1n the two FPGAs 225 and 3135. The man-
agement cable 26 connects the management ports 2235 and
315b whose port number 1s “1” 1n the two FPGAs 2235 and
315.

The FPGA 325 in the CM 320 1n the CE 300 1s connected
to the FPGA 415 i the CM 410 i the CE 400 wvia
management cables 27 and 28. The management cable 27
connects the management ports 325a and 415a whose port
number 1s “0” 1n the two FPGAs 325 and 415. The man-
agement cable 28 connects the management ports 3256 and
41556 whose port number 1s “1”” 1n the two FPGAs 325 and
415.

In this way, each of the management cables 23 to 28
connects two management ports having the same port num-
ber. In contrast, each of the management cables 21 and 22
connects two management ports having different port num-
bers.

On the basis of the connection relationship of the man-
agement cables illustrated i FIG. 6, an individual CM
serving as a master 1s determined. In the second embodi-
ment, there are four master levels of “master 17 to “master
4. In this case, four CMs serve as master-1 to master-4
CMs, respectively. The master-1 CM manages all the CMs
110, 120, 210, 220, 310, 320, 410, and 420 1n the storage
system. The master-2 CM monitors the master-1 CM and
switches to serve as the master-1 CM when detecting that the
master-1 CM has malfunctioned. The master-3 CM monitors
the master-1 CM and switches to serve as the master-2 CM
when detecting that the master-1 CM has malfunctioned.
The master-4 CM monitors the master-2 CM and switches to
serve as the master-2 CM when detecting that the master-2
CM has malfunctioned.

In the example 1n FIG. 6, the plurality of CMs 110, 120,
210,220, 310, 320, 410, and 420 are connected to each other

by using a ring-type daisy chain. Hereinafter, the serial
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connection relationship of the management cables 23 to 28
cach connecting management ports having the same port
number and the internal connections 1n the CEs 100, 200,
300, and 400 will be considered (the connections of the
management cables 21 and 22 will not be considered). The
master-1 CM 110 and the master-2 CM 420 are the outer-
most CMs. The master-3 CM 120 i1s arranged next to the
master-1 CM 110 in the serial connection relationship. In
addition, the master-4 CM 410 1s arranged next to the
master-2 CM 1n the serial connection relationship. By
arranging the CMs 1n this way, when any of the outer
master-1 CM 110 and master-2 420 malfunctions, the cor-
responding one of the mnner CMs 120 and 410 connected to
the outer CMs 110 and 420 1n the respective CEs easily
serves as the master-1 or master-2 CM through failover
processing. In this way, the redundancy 1s enhanced.

Each of the FPGAs 115, 125, 215, 225, 315, 325, 415, and
425 exchanges control packets with 1ts peer CM connected
to a corresponding one of the management cables 21 to 28,
so as to determine whether to serve as the master-1 CM or
the master-2 CM.

For example, FPGAs connected to each other exchange
control packets including CM numbers and port numbers of
the connected management ports. For example, 1if a CM
determines that a predetermined condition 1s satisfied, the
CM serves as the master-1 CM or the master-2 CM. The
predetermined condition 1s about a combination of a CM
number and a port number included 1n a received control
packet and a combination of the CM number of the CM that
has received the control packet and the port number of the
reception management port.

For example, the master-3 CM 1s a different CM 1n the CE
in which the master-1 CM 1s arranged. For example, the
master-4 CM 1s a different CM 1n the CE m which the
master-2 CM 1s arranged.

As described above, 1in the second embodiment, the
masters are determined on the basis of the relationship of the
connections established by using the management cables 21
to 28.

The CMs serving as the masters are determined autono-
mously by the FPGAs 115, 125, 215, 225, 315, 325, 415, and
425. The master-1 CM manages the other CMs. When one
CM receives a DC-ON i1nstruction, the FPGAs 115, 125,
215, 225, 315, 325, 415, and 425 coordinate with each other
and start to supply DC power to the respective CMs.

FIG. 7 1s a block diagram illustrating an example of
functions of the FPGA 115. The FPGA 1135 includes a
storage unit 1154, a DC-ON control unit 115¢, a master
determination unit 115/, and a momtoring unit 115¢.

The storage unit 1154 holds a CM number 115ca of the
CM 110 including the FPGA 115, a master condition table
115¢b, and system information 115cc¢, for example. The
master condition table 115¢b 1s a data table i which
conditions allowing the CM 110 to serve as the master-1 CM
and the master-2 CM, respectively, are defined. The system
information 115c¢c 1s management information collected
from all the CMs 110, 120, 210, 220, 310, 320, 410, and 420
in the storage system. The system information 115cc 1s
stored 1n the storage unit 1154 when the CM 110 serves as
a master. The storage unit 1154 1s realized by a memory such
as a RAM 1n the FPGA 115, for example.

The DC-ON control unit 115¢ controls the DC power
supplied to the CM 110. For example, when a DC-ON
istruction 1s externally mputted, the DC-ON control unit
115e starts to supply DC power to the CM 110 and transmuts
a control packet imstructing DC-ON to an FPGA 1 a
different CM. In addition, when receiving a control packet
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instructing DC-ON from an FPGA 1n a different CM, the
DC-ON control unit 1135e starts to supply DC power to the
CM 110. In addition, the DC-ON control unit 115¢ transmaits
a control packet instructing DC-ON to an FPGA 1n a CM
different from the CM 1n which the transmission source
FPGA 1s included.

After the DC power 1s supplied to the CM 110, 120, 210,
220, 310, 320, 410, and 420, the master determination unit
115/ determines whether the CM 110 needs to serve as a
master. For example, the master determination unit 115/
transmits a CM/port/direction (CPD) packet, which 1s a kind
ol control packet, to a diflerent CM connected via a man-
agement cable from the management port whose port num-
ber 1s “0.” The CPD packet includes information (CPD)
about the CM number of the source CM, the port number of
the transmitting management port, and the communication
direction. In addition, the master determination unmit 115/
receives a CPD packet from the different CM connected via
the management cable via the management port whose port

number 1s “0.” The master determination unit 115/ deter-
mines whether the CM 110 needs to serve as the master-1
CM or the master-2 CM on the basis of the contents of a
received CPD packet. When the CM 110 needs to serve as
the master-1 CM, the master determination umt 115/
instructs the CM 120 1n the same CE 100 to serve as the
master-2 CM. When the CM 110 needs to serve as the
master-2 CM, the master determination unit 115/ instructs
the CM 120 1n the same CE 100 to serve as the master-4 CM.

In addition, when the CM 120 1n the same CE 100 instructs
the CM 110 to serve as the master-3 CM or the master-4 CM,

the master determination umt 115/ determines that the CM
110 needs to serve as the master as instructed.

When the master determination unit 115/ determines that
the CM 110 serves as a master, depending on the master
level, the monitoring umt 115¢g monitors whether the cor-
responding CM 1s properly operating. For example, when
the master determination umt 115/ determines that the CM
110 serves as the master-1 CM, the monitoring unit 115¢g
monitors the operation of the master-2 CM. If the monitor-
ing unit 115g detects that the master-2 CM has maliunc-
tioned, the monitoring unit 115¢ performs failover process-
ing and causes a different CM to change 1ts master level to
“master 2.” When the master determination unit 115/ deter-
mines that the CM 110 serves as the master-2 CM, the
monitoring unit 115¢g monitors the operation of the master-1
CM. If the monitoring umt 115¢ detects that the master-1
CM has malfunctioned, the monitoring unit 115g performs
tallover processing and changes the master level of the CM
110 to “master 1.”” When the master determination unit 1157
determines that the CM 110 serves as the master-3 CM, the
monitoring unit 115g monitors the operation of the master-1
CM. If the monitoring umt 115¢ detects that the master-1
CM has malfunctioned, the monitoring unit 115g performs
fallover processing and changes the master level of the CM
110 to “master 2.” When the master determination unit 115/
determines that the CM 110 serves as the master-4 CM, the
monitoring unit 115g monitors the operation of the master-2
CM. If the monitoring unmit 115¢ detects that the master-2
CM has malfunctioned, the monitoring unit 115g performs
fallover processing and changes the master level of the CM
110 to “master 2.”

Each of the other FPGAs 125, 215, 225, 315, 325, 415,
and 425 also includes the same functions as those of the
FPGA 115. In this way, the CMs 110, 120, 210, 220, 310,
320, 410, and 420 are managed without using SVCs.

When the CM 110 serves as the master-1 CM, the CM 110
manages all the CMs 110, 120, 210, 220, 310, 320, 410, and
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420. Whether the CM 110 serves as the master-1 CM or the
master-2 CM 1s defined 1n the master condition table 115¢5.

FI1G. 8 1llustrates an example of the master condition table
115¢5H. The master condition table 115¢b 1includes columns

for “master level,” “CPD i CPD packet,” and “CPD of 5

receiving port.” In an individual box under “master level,”
a master level to be determined 1s set. In an individual box

under “CPD in CPD packet,” CPD values included 1n a
received CPD packet are set. If the CM 110 recerves a CPD
packet indicating these CPD values, the CM 110 could serve
as the corresponding master. In an individual box under
“CPD of recerving port,” CPD values of a management port
that has received a CPD packet are set. When the CM 110
receives a CPD packet via a management port, 1f the CPD
values of the receiving port indicates these CPD values, the
CM 110 could serve as the corresponding master. An 1ndi-
vidual set of CPD values indicates, from the left to right, a
CM number, a port number, and a communication direction
(transmission: 0 and reception: 1).

The CPD value indicating the communication direction in
a CPD packet recerved from a different CM 1s always “0.”
In addition, the CPD value indicating the communication
direction of a management port that receives a CPD packet
1s always “1.” In the example 1n FIG. 8, when a management
port whose port number 1s “1” of a CM whose CM number
1s “0” recerves a CPD packet outputted from a management
port whose port number 1s “0” of a CM whose CM number
1s “1,” the receiving CM serves as the master-1 CM. In
addition, when a management port whose port number 1s “1”
of a CM whose CM number 1s “1” receives a CPD packet
outputted from a management port whose port number 1s “0”
of a CM whose CM number 1s “0,” the receiving CM serves
as the master-2 CM.

FIG. 9 1llustrates an example of how masters are deter-
mined. For example, when AC power 1s supplied to the

entire storage system, each of the FPGAs 115, 125, 215, 225,
315, 325, 415, and 4235 transmits a CPD packet from its
management ports. According to the master condition table
115¢b 1llustrated as an example 1 FIG. 8, if a CM receives
a CPD packet outputted from a management port whose port
number 1s “0,” the CM could be allowed to serve as the
master-1 CM or the master-2 CM. Thus, when the master
condition table 115¢b illustrated in FIG. 8 1s used, only the
management ports whose port number 1s “0” may transmit
a CPD packet.

For example, the CPD values included in a CPD packet 41
transmitted from the management port 115¢ whose port
number 1s “0” of the FPGA 1135 are “000.” This CPD packet
41 1s recerved by the management port 4256 whose port
number 1s “1” of the FPGA 425. The CPD values of the
management port 42556 as the corresponding receiving port
are “111.” In this case, the CPD values match the conditions
corresponding to the master-2 CM in the master condition
table 115¢h. Thus, the FPGA 425 determines that the CM
420 serves as the master-2 CM.

A CPD packet 43 including the same CPD values as those
in the CPD packet 41 1s transmitted from the management
port 125a whose port number 1s “0” of the FPGA 125. This
CPD packet 43 1s received by the management port 215a
whose port number 1s “0” of the FPGA 215. The CPD values
of the management port 215q as the corresponding receiving

port are “001.” In this case, the CPD values do not match any
conditions in the master condition table 115¢4. Thus, the
FPGA 215 determines that the CM 210 will not serve as the
master-1 CM or the master-2 CM.

The CPD values included 1n a CPD packet 42 transmitted

from the management port 425a whose port number 1s “0”
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of the FPGA 425 are “100.” This CPD packet 42 1s received
by the management port 1155 whose port number 1s “1” of
the FPGA 115. The CPD values of the management port
1155 as the corresponding receiving port are “011.” In this
case, the CPD values match the conditions corresponding to
the master-1 CM 1n the master condition table 115¢54. Thus,
the FPGA 115 determines that the CM 110 serves as the
master-1 CM.

In addition, a CPD packet 44 including the same CPD
values as those 1n the CPD packet 41 is transmitted from the
management port 215a whose port number 1s “0” of the
FPGA 215. This CPD packet 44 1s received by the manage-
ment port 125a whose port number 1s “0” of the FPGA 125.
The CPD values of the management port 125aq as the
corresponding receiving port are “101.” In this case, the
CPD values do not match any conditions in the master
condition table 115¢4. Thus, the FPGA 125 determines that
the CM 120 will not serve as the master-1 CM or the
master-2 CM.

The FPGA 115 that has determined that the CM 110
serves as the master-1 CM 1nstructs the FPGA 123 included
in the same CE 100 to serve as the master-3 CM. In
accordance with this instruction, the FPGA 125 determines
that the CM 120 serves as the master-3 CM.

The FPGA 425 that has determined that the CM 420
serves as the master-2 CM 1nstructs the FPGA 415 included
in the CE 400 to serve as the master-4 CM. In accordance
with this instruction, the FPGA 415 determines that the CM
410 serves as the master-4 CM.

In this way, the CMs that operate as the master-1 CM to
the master-4 CM, respectively, are determined. This master
determination processing 1s performed within a very short
time. For example, the masters are determined within one
second after the AC power 1s supplied.

Control packets such as the CPD packets 41 to 44 are
packets used for exchange of control information among the
FPGAs 115, 125, 215, 225, 315, 325, 415, and 425. When
a CM recerves a control packet from a CM 1ncluded 1n a
different CE, 1f the receiving CM 1s not the destination
(target CM), the recerving CM transters the control packet to
the other CM included in the same CE through inter-CE
communication.

If the CM that has received the control packet through
inter-CE communication 1s not the destination, the receiving
CM transfers the control packet to a CM included 1n a
different CE. In this operation, 1f the port number of the
management port of the CM that has recerved the control
packet from the different CE 1s “0,” the CM that has recerved
the control packet through inter-CE communication trans-
mits the control packet from the management port whose
port number 1s “1.” If the port number of the management
port of the CM that has received the control packet from the
different CE 1s *““1,” the CM that has received the control
packet through inter-CE communication transmits the con-
trol packet from the management port whose port number 1s
“0.” Namely, when a control packet 1s received by a man-
agement port in a CE, the control packet 1s transmitted from
a management port whose port number 1s different from that
of the receiving management port.

FIG. 10 1llustrates an example of a format of a control
packet 40. The control packet 40 includes 12 fields 40a to
40/,

The size of the field 40a 1s 4 bits. In the field 404, a
start-of-frame (SOF) header 1s held. The SOF header indi-
cates a predetermined value representing the start of the
packet. For example, the value of the SOF header 1s “1111
(a binary number).”
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The size of the field 406 1s 1 byte. In the field 405, a
processor 1D (PID) 1s held. The PID i1s an identifier that
uniquely 1dentifies a CM 1n the storage system. For example,

any one of the values from “255 (a decimal number)” to
“0000 (a decimal number)” 1s set as the PID.

The size of the field 40c 1s 1 byte. In the field 40c¢, a
sequence 1D (SID) 1s held. The SID 1s a number allocated to
a packet by a CM that transmits the control packet. For
example, any one of the values from “2355 (a decimal
number)” to “0000 (a decimal number)” 1s set as the SID on
the basis of a memory address or a command type.

The si1ze of the field 404 1s 1 byte. In the field 404, CPD
values are set.

The size of the field 40e 1s 1 byte. In the field 40e, a cyclic
redundancy check (CRC) code (CRC#0) of the CPD values
1s held for data protection. For example, the CRC code 1s a
value calculated by using a polynomial referred to as CRC-
8-ATM (asynchronous transier mode).

The size of the field 40f 1s 1 byte. In the field 40/, a
transier stage number set value (TID_SET) 1s held. The
transier stage number set value 1s a value that specifies the
number of transier stages from a source CM to a destination
CM. For example, when the CM 110 transfers a control
packet to the CM 420 to which the CM 110 1s directly
connected via the management cable 21, the stage number 1s
“1.” When the CM 110 transfers a control packet to the CM
410 that 1s included 1n the same CE with the CM 420 via the
CM 420, the stage number 1s “2.”

The size of the field 40g 1s 1 byte. In the field 40¢g, a
transier control set value (TID_CNT) between CMs 1s held.
The TID_CNT 1s mformation specitying whether a CM
performs transier while adding or subtracting a transier
current value (addition transfer) or (subtraction transier) or
information determining a target CM (a destination CM). As
the information determiming a target CM, a number (master
CM number) that specifies the master level of a CM serving
as a master may be used, for example.

The size of the field 40/ 1s 1 byte. In the field 40/, a CRC
code (CRC#1) of the transfer stage number set value (T1D_
SET) 1s held for data protection. The CRC code 1s a value
calculated by using CRC-8-ATM, for example.

The size of the field 40i 1s 1 byte. In the field 40i, a
transter current value (TID_VAL) 1s held. In the case of the
addition transfer, the initial value of the transfer current
value 1s “00” (a hexadecimal number) and 1s incremented by
1 each time transier between CMs 1s performed. In the case
of the subtraction transfer, the initial value of the transfer
current value 1s the transier stage number set value and 1s
decremented by 1 each time transifer between CMs 1is
performed.

The si1ze of the field 405 1s 4 bytes. The field 40/ represents
payload. In the field 40j, a message or control data 1s held.

The size of the field 40415 1 byte. In the field 404, a CRC
code (CRC#2) of the PID values 1s held for data protection.
The CRC code 1s a value calculated by using CRC-8-ATM,
for example.

The size of the field 40/ 1s 4 bits. In the field 40/, an
end-of-frame (EOF) header 1s held. The EOF header indi-
cates a predetermined value representing the end of the
packet. For example, the value of the EOF header 1s “0000
(a binary number).”

By using the control packet 40 in the format as described
above, control communication 1s performed between CMs
serving as masters. FIGS. 11 and 12 illustrate examples of
main data 1n control packets transmitted by the master-1 CM
to the master-4 CM. FIG. 11 1llustrates examples of data in
control packets transmitted by the master-1 CM and the
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master-2 CM. FIG. 12 illustrates examples of data in control
packets transmitted by the master-3 CM and the master-4
CM.

As 1llustrated 1n FIGS. 11 and 12, the PID values 1n a
control packet transmitted by the master-1 CM 1s “0x01.”
The PID values 1n a control packet transmitted by the
master-2 CM 1s “0x02.” The PID values 1n a control packet

transmitted by the master-3 CM 1s “0x03.” The PID values
in a control packet transmitted by the master-4 CM 1s

“0x04.”
Examples of the SID include data, master notification
communication, and WatchDog communication. This

“WatchDog communication” 1s communication of a signal
indicating a normal operation. A master CM regularly trans-
mits a signal to a different CM through WatchDog commu-
nication. In this way, the CM 1s able to determine whether
the different CM 1s normally operating.

In this way, when receiving a CPD packet, an individual
one of the FPGAs 115, 125, 215, 225, 315, 325, 415, and 425

checks the CPD values 1n the CPD packet against the CPD
values of the management port that has received the CPD
packet and determines whether the corresponding CM needs
to serve as a master.

While the four CEs 100, 200, 300, and 400 are 1llustrated
in the example 1n FIG. 2, only the two CEs 100 and 200 may
be used when the operation of the storage system 1s started.
If the load 1s increased thereafter, scale out may be per-
formed. Even when only two CEs are used, the same
management cable connection method and the same master
determination method as those used when four CEs are used
can be used.

FIG. 13 illustrates a connection example of two CEs. In
the example 1n FIG. 13, the management port whose port

number 1s “0” of the CM whose CM number 1s “0”” in the CE
100 1s connected to the management port whose port number

1s “1”” of the CM whose CM number 1s *“1” 1n the CE 200 via
a management cable 51. In addition, the management port
whose port number 1s “1” of the CM whose CM number 1s
“0” 1 the CE 100 1s connected to the management port
whose port number 1s “0” of the CM whose CM number 1s
“1” 1n the CE 200 via a management cable 52. In addition,
the management port whose port number 1s “0” of the CM
whose CM number 1s “1” 1n the CE 100 1s connected to the
management port whose port number 1s “0” of the CM
whose CM number 1s “0” 1n the CE 200 via a management
cable 53. In addition, the management port whose port
number 1s “1” of the CM whose CM number 1s “1”” 1n the CE
100 1s connected to the management port whose port number
1s “1”” of the CM whose CM number 1s “0” 1n the CE 200 via
a management cable 54.

When the management ports are connected in this way,
the CM whose CM number 1s “0” 1 the CE 100 serves as
the master-1 CM, and the CM whose CM number 1s “1” 1n
the CE 200 serves as the master-2 CM. In addition, the CM
whose CM number 1s “1” 1 the CE 100 serves as the
master-3 CM, and the CM whose CM number 1s “0” 1n the
CE 200 serves as the master-4 CM.

Next, how an individual CM 110, 120, 210, and 220
performs a procedure of DC-ON processing when connected
as 1llustrated m FIG. 13 will be described.

FIG. 14 1s a first sequence diagram 1llustrating a proce-
dure of DC-ON processing. The example in FIG. 14 assumes
that an operation of 1nstructing DC-ON has been performed

on the CE 200. In this operation, the FPGA 2135 1n the CM
210 whose CM number 1s “0” 1in the CE 200 receives the
DC-ON 1nstruction (step S111). The FPGA 2135 transmits a

DC-ON start packet from 1ts management port whose port
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number 1s “0” (step S112). The FPGA 125 1in the CM 120
receives this DC-ON start packet from the FPGA 215.

When receiving the DC-ON start packet, the FPGA 125
transmits a completion response to the CM 210 (step S113).
In addition, the FPGA 125 transmits a DC-ON start packet

to the CM 110 of a difterent channel in the same CE 100

through inter-CE commumnication (step S114).
When receiving the DC-ON start packet, the FPGA 115 1n

the CM 110 transmits a completion response to the CM 120

(step S113). In addition, the FPGA 115 transmits a DC-ON
start packet from its management port whose port number 1s

“1” (step S116). The FPGA 2235 1n the CM 220 receives this
DC-ON start packet from the FPGA 115.

When receiving the DC-ON start packet, the FPGA 225
transmits a completion response to the CM 110 (step S117).

In addition, the FPGA 225 transmits a DC-ON start packet
to the CM 210 of a different channel 1n the same CE 200

through inter-CE commumnication (step S118).

When receiving the DC-ON start packet, the FPGA 215 in
the CM 210 transmits a completion response to the CM 220
(step S119). When receiving the DC-ON start packet, the
FPGA 215 determines that a DC-ON 1nstruction has been
given to all the constituent CMs.

FIG. 15 1s a second sequence diagram illustrating the
procedure of the DC-ON processing. When determining that
a DC-ON instruction has been given to all the CMs, the
FPGA 215 transmits a DC-ON end packet from i1ts manage-
ment port whose port number 1s “0” (step S121). The FPGA
125 in the CM 120 recerves this DC-ON end packet from the
FPGA 215.

When receiving the DC-ON end packet, the FPGA 125
transmits a completion response to the CM 210 (step S122).

In addition, the FPGA 125 transmits a DC-ON end packet to
the CM 110 of a different channel in the same CE 100
through inter-CE commumnication (step S123).

When receiving the DC-ON end packet, the FPGA 115 in
the CM 110 transmits a completion response to the CM 120
(step S124). In addition, the FPGA 113 transmits a DC-ON
end packet from i1ts management port whose port number
“1” (step S125). The FPGA 225 1n the CM 220 receives this
DC-ON end packet from the FPGA 115.

When receiving the DC-ON end packet, the FPGA 225
transmits a completion response to the CM 110 (step S126).
In addition, the FPGA 225 transmits a DC-ON end packet to
the CM 210 of a different channel in the same CE 200
through inter-CE commumnication (step S127).

When receiving the DC-ON end packet, the FPGA 215 in
the CM 210 transmits a completion response to the CM 220
(step S128).

In this way, the DC-ON processing on the CMs 110, 120,
210, and 220 1s completed. After the completion of the
DC-ON processing, master determination processing 1s
started. Hereinafter, a procedure of master determination
processing will be described 1n detail with reference to
FIGS. 16 to 18.

FIG. 16 1s a first sequence diagrams illustrating a proce-
dure of master determination processing. The FPGA 115 of
the CM 110 whose CM number 1s “0” 1 the CE 100
transmits a CPD packet from 1ts management port whose
port number 1s “0” (step S211). In addition, the FPGA 215
of the CM 210 whose CM number 1s “0” m the CE 200
transmits a CPD packet from 1ts management port whose
port number 1s “1” (step S212). The FPGA 225 1n the CM
220 receives the CPD packet from the FPGA 115. The FPGA
125 1n the CM 120 recerves the CPD packet from the FPGA

215.
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When receiving the CPD packet, the FPGA 225 transmits
a completion response to the CM 110 (step S213). Likewise,
when receiving the CPD packet, the FPGA 125 transmits a
completion response to the CM 210 (step S214). In addition,
when receiving the CPD packet, the FPGA 125 transmits a
completion response to the CM 110 of a diflerent channel 1n
the same CE 100 (step S215). In addition, when receiving
the CPD packet, the FPGA 225 transmits a completion
response to the CM 210 of a different channel in the same
CE 200 (step S216).

Next, the FPGA 225 of the CM 220 whose CM number
1s “1” 1n the CE 200 transmits a CPD packet from each of
the management ports whose port numbers are “0” and “1”
(step S217). In addition, the FPGA 125 of the CM 120
whose CM number 1s “1” 1n the CE 100 transmits a CPD
packet from each of the management ports whose port
numbers are “0” and “1” (step S218). The FPGA 215 1n the
CM 210 recerves the CPD packets from the FPGA 125. The
FPGA 115 1n the CM 110 receives the CPD packets from the
FPGA 225.

When recerving the CPD packets, the FPGA 115 transmits
a completion response to the CM 220 (step S219). Likewise,
when receiving the CPD packets, the FPGA 215 transmits a
completion response to the CM 120 (step S220). In addition,
when receiving the CPD packets, the FPGA 113 transmits a
completion response to the CM 120 of a different channel 1n
the same CE 100 (step S221). In addition, when receiving
the CPD packet, the FPGA 215 transmits a completion
response to the CM 220 of a different channel 1n the same
CE 200 (step S222).

When the FPGAs 115, 125, 215, and 225 receive comple-
tion responses corresponding to their respective CPD pack-
cts, the FPGAs 115, 125, 215, and 2235 perform master

determination on the basis of the CPD values. Namely, each
of the FPGAs 115, 125, 215, and 225 determines whether its

corresponding CM needs to serve as the master-1 CM or the
master-2 CM (steps S223 to S226). In the example n FIG.
16, the FPGA 115 has determined that the CM 110 serves as
the master-1 CM. In addition, the FPGA 225 has determined
that the CM 220 serves as the master-2 CM.

After the master-1 and master-2 CMs are determined,
processing for notifying the other CMs of the master-1 CM
1s performed so that the other CMs can detect the number of
hops to the master-1 CM. Hereinalter, the master determi-
nation processing including the CM notification processing
will be described.

FIG. 17 1s a second sequence diagram illustrating the
procedure of the master determination processing. The pro-
cessing for notifying the other CMs of the master-1 CM 1s
performed through the routes via the two management ports
of the FPGA 115 of the master-1 CM 110.

First, the FPGA 115 of the master-1 CM 110 transmits a
master-1 determination notification packet from the man-
agement port 115a whose port number 1s “0” (step S241).
The FPGA 225 of the CM 220 receives this master-1
determination notification packet transmitted from the
FPGA 115. In the master-1 determination notification
packet, for example, TID_CNT 1s set to addition transter. In
this way, each time the master-1 determination notification
packet 1s relayed from CM to CM, the value of TID_VAL 1s
incremented by 1. In addition, an individual FPGA that has
received the master-1 determination nofification packet
detects the number of hops to the master-1 CM on the basis
of TID VAL 1in the received master-1 determination notifi-
cation packet.

When receiving the master-1 determination notification
packet, the FPGA 225 transmits a completion response to the
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CM 110 (step S242). In addition, the FPGA 225 transmuits
the master-1 determination notification packet to the CM
210 of a diferent channel 1n the same CE 200 through
inter-CE communication (step S243).

When receiving the master-1 determination notification
packet, the FPGA 2135 of the CM 210 transmits a completion
response to the CM 220 (step S244). In addition, the FPGA
215 transmuits the master-1 determination notification packet
from the management port 2156 whose port number 1s “1”
(step S245). The FPGA 125 of the CM 120 receives the
master-1 determination notification packet transmitted from
the FPGA 215.

When receiving the master-1 determination notification
packet, the FPGA 125 transmits a completion response to the
CM 210 (step S246). In addition, the FPGA 125 transmuits
the master-1 determination notification packet to the CM
110 of a different channel 1 the same CE 100 through
inter-CE communication (step S247).

When receiving the master-1 determination notification
packet, the FPGA 115 of the CM 110 transmuits a completion
response to the CM 120 (step S248).

When receiving the master-1 determination notification
packet from the CM 120, the FPGA 115 determines that the
notification through the route via the management port 1134
whose port number 1s “0” has been completed. If the FPGA
115 does not recerve the master-1 determination notification
packet from the CM 120 within a predetermined time after
the transmission of the master-1 determination notification
packet 1 step S241, the FPGA 115 repeats step S241 until
it receives the master-1 determination notification packet.

FIG. 18 1s a third sequence diagram illustrating the
procedure of the master determination processing. The
FPGA 1135 of the CM 110 transmits a master-1 determination
notification packet from the management port 1156 whose
port number 1s “1” (step S251). The FPGA 2235 of the CM
220 recerves the master-1 determination notification packet
transmitted from the FPGA 115.

When receiving the master-1 determination notification
packet, the FPGA 225 transmits a completion response to the
CM 110 (step S252). In addition, the FPGA 225 transmuits
the master-1 determination notification packet to the CM
210 of a different channel 1n the same CE 200 through
inter-CE communication (step S253).

When receiving the master-1 determination notification
packet, the FPGA 215 of the CM 210 transmits a completion

response to the CM 220 (step S254). In addition, the FPGA
215 transmuits the master-1 determination notification packet
from the management port 215a whose port number 1s “0”
(step S255). The FPGA 125 in the CM 120 recerves the
master-1 determination notification packet transmitted from
the FPGA 215.

When receiving the master-1 determination notification
packet, the FPGA 125 transmits a completion response to the
CM 210 (step S256). In addition, the FPGA 125 transmuits
the master-1 determination notification packet to the CM
110 of a different channel 1 the same CE 100 through
inter-CE communication (step S257).

When receiving the master-1 determination notification
packet, the FPGA 115 of the CM 110 transmuits a completion

response to the CM 120 (step S258).

When receiving the master-1 determination notification
packet from the CM 120, the FPGA 115 determines that the
notification through the route via the management port 1155
whose port number 1s “1” has been completed. If the FPGA
115 does not receive the master-1 determination notification
packet from the CM 120 within a predetermined time after
the transmission of the master-1 determination notification
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packet 1n step S251, the FPGA 115 repeats step S251 until
it recerves the master-1 determination notification packet.
When the notification of the determination of the master-1

CM 1s completed through the two routes, the FPGA 225 of
the master-2 CM 220 1s able to detect how many hops are
needed from the master-1 CM 110 to the CM 220 through

the two routes from TID VAL in the received master-1
determination noftification packets, respectively. Next, the

FPGA 225 of the CM 220 transmits a master-2 route

notification packet to the master-1 CM 110 (step S239). For
example, the number of hops to the CM 110 1s set 1n

TID_SET and subtraction transfer 1s specified in TID_CNT

in the master-2 route notification packet. The FPGA 115 of
the master-1 CM 110 refers to the value of the TID SET 1in

the received master-2 route notification packet and recog-
nizes the number of hops to the master-2 CM 220. When
receiving the master-2 route notification packet, the FPGA

115 of the CM 110 transmits a completion response to the
CM 220 on the basis of the number of hops to the CM 220
(step S260).

Next, the FPGA 115 of the CM 110 transmits a master-3
determination notification packet to the CM 120 1n the same
CE 100. This packet indicates that the CM 120 needs to
serve as the master-3 CM (step S261). When receiving the
master-3 determination notification packet, the FPGA 125 of
the CM 120 transmits a completion response to the CM 110
(step S262).

In addition, the FPGA 225 of the CM 220 transmits a
master-4 determination notification packet to the CM 210 1n
the same CE 200. This packet indicates that the CM 210
needs to serve as the master-4 CM (step S263). When
receiving the master-4 determination notification packet, the
FPGA 215 of the CM 210 transmits a completion response
to the CM 220 (step S264).

In this way, by causing the CMs 110, 120, 210, and 220
to coordinate with each other, the CMs serving as the
master-1 to master-4 CMs are determined. Since the FPGAs
115, 125, 215, and 225 1n the CMs 110, 120, 210, and 220
perform the master determination processing, the masters
are determined without involving a processor of a difierent
CM (processing of a processor based on firmware).

The master-1 CM 110 manages the other CMs 120, 210,
and 220. For example, the CM 110 collects operation logs
from the other CMs 120, 210, and 220. In addition, each of
the CMs 110, 120, 210, and 220 serving as the master-1 to
master-4 CMs momitors a corresponding CM serving as a
master and 1s prepared for malfunction of the corresponding,
monitoring target CM.

FIG. 19 illustrates an example of monitoring targets. In
the second embodiment, for example, the master-1 CM
monitors the operation of the master-2 CM. The master-2
CM momnitors the operation of the master-1 CM. The mas-
ter-3 CM monitors the operation of the master-1 CM. The
master-4 CM monitors the operation of the master-2 CM.

The monitoring of the individual CMs 1s performed by
WatchDog communication, for example. More specifically,
WatchDog communication 1s performed between a moni-
toring CM and its monitoring target CM. For example, a
monitoring CM regularly transmits a heartbeat request to its
monitoring target CM. If a CM monitoring a monitoring
target CM does not receive a response to a heartbeat request
from the monitoring target CM within a certain time after the
transmission ol the heartbeat request, the monitoring CM
retransmits the heartbeat request a predetermined number of
times. I the momtoring CM does not receive a response
alter retransmitting the heartbeat request the predetermined
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number of times, the monitoring CM determines that the
monitoring target CM has malfunctioned.

If the master level of a monitoring target CM 1s higher
than 1ts momtoring CM, the monitoring target CM delivers
information (system information) about the operation status
of the entire storage system to the monitoring CM by using
mirroring. For example, the FPGA of the master-1 CM
simultaneously delivers the system information aggregated
by this CM to the master-2 CM and the master-3 CM without
involving a processor of the CM. The FPGA of the master-2
CM that has received the system information from the
master-1 CM delivers the recerved system information to the
master-4 CM without 1nvolving a processor of the CM.

Since the system information 1s delivered in advance by
using mirroring in this way, even when a higher master level
CM malfunctions, a lower master level CM monitoring the
malfunctioning CM can switch to the higher master level
CM through failover processing. The malfunctioning CM
will not serve as a master at any level after the failover
processing. Heremaflter, switching from a master to a non-
master will be referred to as “degradation.”

FIG. 20 illustrates an example of failover processing
performed when a master CM malfunctions. For example, i
the master-1 CM malfunctions and 1s degraded, the master-2
CM switches to the master-1 CM through failover process-
ing. The master-3 CM switches to the master-2 CM through
tallover processing. The master-4 CM switches to the mas-
ter-3 CM through failover processing.

If the master-2 CM malfunctions and 1s degraded, the
master-4 CM switches to the master-2 CM through failover
processing. If any one of the master-3 and master-4 CMs
malfunctions and 1s degraded, the master levels of the other
CMs are not changed.

There are cases in which two of the four master CMs
simultaneously malfunction. In such cases, the properly
operating CMs serve as the master-1 and master-2 CMs,
respectively.

FIG. 21 illustrates an example of failover processing
performed when two master CMs malfunction. For example,
if the master-1 CM and the master-3 CM simultaneously
malfunction and are both degraded, the master-2 CM
switches to the master-1 CM through failover processing.
The master-4 CM switches to the master-2 CM through
tallover processing. If the master-2 CM and the master-4
CM simultaneously malfunction and are both degraded, the
master-3 CM switches to the master-2 CM through failover
processing. If the master-1 CM and the master-2 CM simul-
taneously malfunction and are both degraded, the master-3
CM switches to the master-1 CM through failover process-
ing. The master-4 CM switches to the master-2 CM through
tallover processing. If the master-3 CM and the master-4
CM simultaneously malfunction and are both degraded, no
tallover processing 1s performed.

Next, using the connection state illustrated 1n FIG. 13 as
an example, the monitoring among the master CMs, the
mirroring of the system information, and the failover pro-
cessing performed when a malfunction occurs will be
described 1n detail.

FI1G. 22 1s a sequence diagram 1llustrating an example of
the monitoring processing performed by the master CMs.
The FPGA 115 of the master-1 CM 110 transmits a heartbeat
request to the master-2 CM 220, i order to determine
whether the master-2 CM 220 1s alive (step S311). The
FPGA 225 of the CM 220 receives the heartbeat request
transmitted from the FPGA 115. When receiving the heart-
beat request, the FPGA 225 transmits a completion response

to the CM 110 (step S312).
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The FPGA 225 of the master-2 CM 220 transmits a
heartbeat request to the master-1 CM 110, in order to
determine whether the master-1 CM 1s alive (step S313). The
FPGA 115 of the CM 110 receives the heartbeat request
transmitted from the FPGA 225. When receiving the heart-
beat request, the FPGA 115 transmits a completion response

to the CM 220 (step S314).
The FPGA 125 transmits a heartbeat request to the
master-1 CM 110, in order to determine whether the mas-

ter-1 CM 1s alive (step S315). The FPGA 115 of the CM 110
receives the heartbeat request transmitted from the FPGA
125. When receiving the heartbeat request, the FPGA 115

transmits a completion response to the CM 120 (step S316).
The FPGA 215 transmits a heartbeat request to the
master-2 CM 220, 1n order to determine whether the mas-

ter-2 CM 1s alive (step S317). The FPGA 225 of the CM 220
receives the heartbeat request transmitted from the FPGA
215. When recerving the heartbeat request, the FPGA 225

transmits a completion response to the CM 210 (step S318).

After successiully transmitting the heartbeat request and
receiving the corresponding completion response, namely,
after the WatchDog communication 1s completed without
problem, the FPGA 115 of the master-1 CM 110 notifies the
processor 1 the CM 110 of the completion of the heartbeat
processing (step S319). After the WatchDog communication
1s completed without problem, the FPGA 225 of the mas-
ter-2 CM 220 notifies the processor 1in the CM 220 of the
completion of the heartbeat processing (step S320).

FIG. 23 1s a sequence diagram 1llustrating an example of
system information mirroring processing. After completion
of the WatchDog communication, the processor of the CM
110 1nstructs the FPGA 115 to perform mirror arrangement
of the system information. In accordance with this mstruc-
tion, the FPGA 115 acquires the system information, which
the processor of the CM 110 has collected from the entire
storage system, from the processor (step S331). The
acquired system information i1s temporarily held in the
storage unit 1154,

The FPGA 115 transmits the acquired system 1information
to the master-2 CM 220 and the master-3 CM 120 (steps
S332 and S333). The FPGA 225 of the CM 220 and the
FPGA 125 of the CM 120 receive the system ini

ormation
transmitted from the FPGA 115. The system inif

'ormation
received by the FPGA 225 1s transmitted to and managed by
the processor of the CM 220. The system information
received by the FPGA 125 i1s transmitted to and managed by
the processor of the CM 120. When receiving the system
information, the FPGA 225 transmits a completion response
to the CM 110 (step S334). In addition, when receiving the
system 1nformation, the FPGA 123 transmits a completion
response to the CM 110 (step S335).

Next, the processor of the CM 220 instructs the FPGA 225
to perform mirror arrangement of the system mformation. In
accordance with this mstruction, the FPGA 225 acquires the
system 1nformation managed by the processor of the CM
220 from the processor (step S336). The FPGA 225 trans-
mits the acquired system information to the master-4 CM
210 (step S337). The FPGA 215 of the CM 210 receives the
system 1nformation transmitted from the FPGA 225. The
system information recerved by the FPGA 215 1s transmitted
to and managed by the processor of the CM 210. When
receiving the system information, the FPGA 215 transmits a
completion response to the CM 220 (step S338).

The FPGA 225 transmits a notification of the completion
of the transfer of the system information to the master-1 CM

110 (step S339). The FPGA 1135 of the CM 110 receives this
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notification. When receiving the notification, the FPGA 115
transmits a completion response to the CM 220 (step S340).

Next, the FPGA 115 of the CM 110 notifies the processor
in the CM 110 of the completion of the transter of the system
information (step S341).

In this way, the FPGAs 115, 125, 215, and 225 transier the
system 1nformation, without IHVOIVIIlg the processors of the
CMs 110, 120, 210, and 220. Since the CMs 110, 120, 210,
and 220 are prowded with the system mformatlon 1n
advance, even if any of the CMs malfunctions, failover
processing 1s promptly performed.

FI1G. 24 1s a sequence diagram 1llustrating an example of
a procedure of failover processing. FIG. 24 illustrates an
example of failover processing performed when the mas-
ter-2 CM 220 malfunctions. The master-1 CM 110 and the
master-2 CM 220 monitor each other, and each of the CMs
transmits a heartbeat request to the other. In this case, 1t the
FPGA 115 of the master-1 CM 110 does not receive a
completion response from the CM 220 in response to a
heartbeat request, the FPGA 115 may determine that the CM
220 has malfunctioned. If the FPGA 115 does not receive a
heartbeat request, which 1s supposed to be regularly trans-
mitted from the CM 220, for a predetermined time or more,

the FPGA 115 may determine that the CM 220 has mal-
tfunctioned. In the example i FI1G. 24, if the FPGA 1135 does
not receive a completion response, the FPGA 115 deter-
mines that the CM 220 has malfunctioned.

The FPGA 115 of the master-1 CM 110 transmits a
heartbeat request to the master-2 CM 220 and the master-3
CM 120 (steps S351 and S352). Since the CM 120 1s
properly operating, the FPGA 1235 transmits a completion
response to the CM 110 (step S353). However, since the CM
220 has malfunctioned, the FPGA 115 of the CM 110 does
not receirve a completion response from the CM 220.

It the FPGA 115 does not receive a completion response
within 200 ms after transmitting the heartbeat request, the
FPGA 115 transmits a heartbeat request again (second time)
(step S354). I the FPGA 115 does not receive a completion
response 1n response to the retransmitted heartbeat request,
the FPGA 115 transmits a heartbeat request again (third
time) 200 ms after the retransmission of the heartbeat
request (step S355).

If the FPGA 115 does not receive a completion response
in response to the third heartbeat request, the FPGA 115
transmits a failover instruction addressed to the master-4
CM 210 to the CM 120 (step S356). The FPGA 125 of the
CM 120 transfers the failover instruction to the CM 210
(step S357).

When recerving the failover instruction, the FPGA 215 of
the CM 210 switches i1ts master level from “master 4” to
“master 27 (step S358). Next, the FPGA 2135 transmits a
completion response addressed to the CM 110 to the CM 120
(step S339). The FPGA 125 of the CM 120 transiers the
completion response to the CM 110 (step S360).

As described above, even when the master-2 CM mal-
functions, faillover processing 1s promptly performed, and a
different CM 1s able to manage all the CMs 1n the storage
system 1n place of the malfunctioning CM.

There are various possible connection modes that satisty
the conditions about the connection of the management
cables.

FIG. 25 illustrates a variation of the connection mode
among the CMs. In the example 1n FIG. 25, three CEs 100,

200, and 300 are arranged.
The management port whose port number 1s “0” of the
CM whose CM number 1s “0” 1n the CE 100 1s connected to

the management port whose port number 1s “0” of the CM
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whose CM number 1s “1”” 1n the CE 300 via a management
cable 61. In addition, the management port whose port
number 1s “1” of the CM whose CM number 1s “0” 1n the CE

100 1s connected to the management port whose port number
1s “0”” of the CM whose CM number 1s “1”” 1n the CE 200 via

a management cable 62. In addition, the management port
whose port number 1s “0” of the CM whose CM number 1s
“1” 1 the CE 100 1s connected to the management port
whose port number 1s “0” of the CM whose CM number 1s
“0” 1in the CE 200 via a management cable 63. In addition,
the management port whose port number 1s “1” of the CM
whose CM number 1s “1” 1n the CE 100 1s connected to the
management port whose port number 1s “0” of the CM
whose CM number 1s “0” 1n the CE 300 via a management
cable 64. In addition, the management port whose port
number 1s “1”” of the CM whose CM number 1s “0” 1n the CE
200 15 connected to the management port whose port number
1s “1”” of the CM whose CM number 1s “1” 1in the CE 300 via
a management cable 65. In addition, the management port
whose port number 1s “1” of the CM whose CM number 1s
“1” 1 the CE 200 1s connected to the management port
whose port number 1s “1” of the CM whose CM number 1s
“0” 1n the CE 300 via a management cable 66.

In this case, the CM 110 whose CM number 1s “0” 1n the
CE 100 serves as the master-1 CM. The CM 120 whose CM
number 1s “1” 1n the CE 100 serves as the master-2 CM. In
this case, the diflerent CM 120 1n the same CE 100 with the
master-1 CM 110 already serves as the master-2 CM. Thus,
the CM 120 cannot serve as the master-3 CM. When such a
coniflict occurs between masters, for example, a different
CM connected via the management port whose port number
1s “0” of the master-1 CM 110 serves as the master-3 CM.
In the example 1 FIG. 25, the CM 320 whose CM number
1s “1” 1n the CE 300 serves as the master-3 CM. There 1s also
a contlict regarding the master-4 CM. In this case, a different
CM connected via the management port whose port number
1s “0” of the master-2 CM 120 serves as the master-4 CM.
In the example 1n FIG. 25, the CM 210 whose CM number
1s “0” 1n the CE 200 serves as the master-4 CM.

As described above, as long as the connection conditions
of the management cables are satisfied, various connection
modes are applicable. By causing the FPGAs of the CMs to
perform the above communication using control packets via
the management cables, the monitoring processing including
DC-ON control, master determination, and failover are
performed.

Next, as an example, processing performed by the FPGA
115 of the CM 110 will be described 1n detail.

FIG. 26 1s a flowchart illustrating an example of a
procedure of the DC-ON control processing performed by
the FPGA 115. The processing 1llustrated in FIG. 26 will be
described along with step numbers.

[Step S411] The DC-ON control umt 115¢ determines
whether a DC-ON instruction has been mputted. If a DC-ON
instruction has been inputted, the DC-ON control unit 115¢
starts to supply DC power to the CM 110, and the processing,
proceeds to step S412. Otherwise, the processing proceeds
to step S416.

[Step S412] The DC-ON control unit 115¢ transmits a
DC-ON start packet to a CM 1n a CE to which the DC-ON
control unit 115¢ 1s connected via a management cable. After
the DC-ON control unit 115e receives a completion response
in response to the DC-ON start packet, the processing
proceeds to step S413.

[Step S413] The DC-ON control unit 115¢ determines
whether it has received a DC-ON start packet from the CM
120 1n the same CE 100. If the DC-ON control unit 115¢ has
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received a DC-ON start packet, the DC-ON control unit
115e transmits a completion response to the CM 120, and the
processing proceeds to step S414. The DC-ON control unit

115e repeats the determination 1n step S413 until 1t receives
a DC-ON start packet.

[Step S414] The DC-ON control unit 115 transmits a
DC-ON end packet to the CM 1n the CE to which the
DC-ON control unit 115¢ 1s connected via the management
cable. After the DC-ON control unit 1135e receives a comple-
tion response in response to the DC-ON end packet, the

processing proceeds to step S415.
[Step S415] The DC-ON control unit 115¢ determines

whether 1t has recetved a DC-ON end packet from the CM
120 1n the same CE 100. If the DC-ON control unit 115¢ has
received a DC-ON end packet, the DC-ON control unit 115¢
transmits a completion response to the CM 120, and the
processing proceeds to “END.” The DC-ON control umit

115¢ repeats the determination 1n step S413 until it receives
a DC-ON end packet.

[Step S416] The DC-ON control unit 115e determines 1t
has received a DC-ON start packet from a different CM. IT
the DC-ON control unit 115¢ has received a DC-ON start
packet, the DC-ON control unit 115¢ transmits a completion
response to the CM that has transmitted the DC-ON start
packet. In addition, the DC-ON control umt 115¢ starts to
supply DC power to the CM 110, and the processing
proceeds to step S417. If the DC-ON control unit 115e has
not recetved a DC-ON start packet, the processing returns to
step S411.

[Step S417] The DC-ON control unit 115 transmits a
DC-ON start packet to a CM different from the CM that has
transmitted the recerved DC-ON start packet. After the
DC-ON control umit 115e receives a completion response 1n
response to the DC-ON start packet, the processing proceeds
to step S418.

[Step S418] The DC-ON control unit 115¢ determines
whether it has received a DC-ON end packet from a diflerent
CM. If the DC-ON control unit 115¢ has received a DC-ON
end packet, the DC-ON control unit 115¢ transmits a
completion response to the CM that has transmitted the

DC-ON end packet, and the processing proceeds to step
S419. It the DC-ON control umit 115¢ has not received a

DC-ON end packet, the DC-ON control unit 115e repeats the
determination 1n step S418.

[Step S419] The DC-ON control unit 115¢ transmits a
DC-ON end packet to a CM diflerent from the CM that has
transmitted the recerved DC-ON end packet. After the
DC-ON control umit 115e receives a completion response 1n
response to the DC-ON end packet, the processing proceeds
to “END.”

In this way, the FPGA 115 controls DC-ON of the CM
110.

Next, the master determination processing performed by
the FPGA 115 will be described 1n detail.

FIG. 27 1s a first flowchart illustrating an example of a
procedure of the master determination processing performed
by the FPGA 115. The processing illustrated in FIG. 27 will
be described along with step numbers.

[Step S431] The master determination unit 115/ transmuits
a CPD packet from each of the two management ports to a
different CM. When the master determination unit 115/
receives a completion response in response to the CPD
packet, the processing proceeds to step S432.

[Step S432] The master determination unit 115/ deter-
mines whether 1t has received a CPD packet from the
different CM. If the master determination unit 115/ has
received a CPD packet, the master determination unit 115/
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transmits a completion response to the CM that has trans-
mitted the CPD packet, and the processing proceeds to step
S433. The master determination unit 115/ repeats the deter-
mination in step S432 until 1t receives a CPD packet.

| Step S433] The master determination unit 115/ performs
master-1 and -2 determination processing. This processing

will be described 1n detail below (see FIG. 29).

[Step S434] The master determination unit 115/ deter-
mines whether the CM 110 has been determined to serve as
the master-1 CM as a result of the master-1 and -2 deter-
mination processing. If the CM 110 has been determined to
serve as the master-1 CM, the processing proceeds to step
S435. I not, the processing proceeds to step S451 (see FIG.
28).

[Step S435] The master determination unit 115/ sets the
master level of the CM 110 to “master 1.”

[Step S436] The master determination umt 115/ transmaits
master-1 determination notification packets corresponding

to two routes from the two management ports 115q and 11556
of the FPGA 115. When the master determination unit 115/

receives completion responses in response to the transmitted
master-1 determination notification packets corresponding
to the two routes, the processing proceeds to step S437.

[Step S437] The master determination unit 1135/ deter-
mines whether master-1 determination notification packets
corresponding to the two routes from a different CM. Each
time the master determination unit 115/ receives a master-1
determination notification packet, the master determination
unit 115/ transmits a completion response to the CM that has
transmitted the master-1 determination notification packet.
If the master determination unit 115/ has received the
master-1 determination notification packets corresponding
to the two routes, the processing proceeds to step S438. The
master determination unit 115/ repeats the determination in
step S437 until i1t recerves the master-1 determination noti-
fication packets corresponding to the two routes.

[Step S438] The master determination unit 1135/ deter-
mines whether 1t has received a master-2 route notification
packet from a different CM. If the master determination unit
115/ has received a master-2 route notification packet, the
processing proceeds to step S439. The master determination
umt 115/ repeats the determination in step S438 until 1t
receives a master-2 route notification packet.

[Step S439] The master determination unit 115/ deter-
mines whether the master-2 CM conflicts with the first
candidate for the master-3 CM. For example, 1f the CM 120,
which 1s included in the same CE 100 with the CM 110,
serves as the master-2 CM, a conflict occurs. If there 1s no
contlict, the processing proceeds to step S440. If there 1s a
contlict, the processing proceeds to step S441.

[Step S440] The master determination unit 1135/ deter-
mines that the CM 120 1n the same CE 100 with the CM 110
serves as the master-3 CM. Next, the processing proceeds to
step S442.

[Step S441] The master determination unit 115/ deter-
mines that the CM connected via the management port 115a
whose port number 1s “0” of the FPGA 115 serves as the
master-3 CM.

[Step S442] The master determination umt 115/ transmaits
a master-3 determination nofification packet to the CM
determined to serve as the master-3 CM. After the master
determination unit 115/ recerves a completion response 1n
response to the master-3 determination notification packet,
the processing proceeds to “END.”

FIG. 28 15 a second flowchart illustrating the example of
the procedure of the master determination processing per-
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tormed by the FPGA. The processing illustrated 1n FIG. 28
will be described along with step numbers.

[Step S451] The master determination unit 115/ deter-
mines whether the CM 110 has been determined to serve as
the master-2 CM as a result of the master-1 and -2 deter-
mination processing. If the CM 110 has been determined to
serve as the master-2 CM, the processing proceeds to step
S452. If not, the processing proceeds to step S459.

[Step S452] The master determination unit 115/ sets the
master level of the CM 110 to “master 2.”

[Step S4353] The master determination unit 115/ deter-
mines whether 1t has recetved master-1 determination noti-
fication packets from a different CM. The master determi-
nation unit 115/ receives master-1 determination notification
packets via two respective routes. If the master determina-
tion unit 115/ has received the master-1 determination noti-
fication packets, the master determination umt 115/ trans-
mits a completion response to the CM that has transmitted
the master-1 determination notification packets, and the
processing proceeds to step S4354. The master determination
unit 115/ repeats the determination 1 step S453 until 1t
receives the master-1 determination notification packets
corresponding to the two routes.

[Step S454] If the master determination unit 115/ has
received the master-1 determination notification packets, the
master determination unit 115/ transmits master-1 determi-
nation notification packets to a CM different from the CM
that has transmitted the master-1 determination notification
packets. After the master determination unit 115/ transmits
the master-1 determination notification packets correspond-
ing to the two routes and receives completion responses 1n
response to the master-1 determination notification packets,
the processing proceeds to step S455.

[Step S455] The master determination unit 115/ deter-
mines whether the master-1 CM contlicts with the first
candidate for the master-4 CM. For example, 1f the CM 120
in the same CE 100 with the CM 110 serves as the master-1
CM, a contlict occurs. If there 1s no contlict, the processing
proceeds to step S456. 11 there 1s a conflict, the processing,
proceeds to step S457.

[Step S456] The master determination unit 115/ deter-
mines that the CM 120 1n the same CE 100 with the CM 110
serves as the master-4 CM. Next, the processing proceeds to
step S438.

[Step S457] The master determination unit 115/ deter-
mines that the CM connected via the management port 11354
whose port number 1s “0” of the FPGA 115 serves as the
master-4 CM.

[Step S458] The master determination unit 115/ transmuts
a master-4 determination noftification packet to the CM
determined to serve as the master-4 CM. When the master
determination unit 115/ recerves a completion response 1n
response to the master-4 determination notification packet,
the processing proceeds to “END.”

[Step S459] The master determination unit 115/ deter-
mines whether 1t has received a master-3 determination
noftification packet. If the master determination unit 115/ has
received a master-3 determination notification packet, the
master determination unit 115/ transmits a completion
response to the CM that has transmitted the master-3 deter-
mination notification packet, and the processing proceeds to
step S460. I the master determination unit 115/ has not
received a master-3 determination noftification packet, the
processing proceeds to step S461.

[Step S460] The master determination unit 115/ sets the
master level of the CM 110 to “master 3,” and the processing,

proceeds to “END.”
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[Step S461] The master determination unit 115/ deter-
mines whether 1t has received a master-4 determination
notification packet. If the master determination unit 115/ has
received a master-4 determination notification packet, the
master determination unit 115/ transmits a completion
response to the CM that has transmitted the master-4 deter-
mination notification packet, and the processing proceeds to
step S462. If the master determination unit 115/ has not
received a master-4 determination notification packet, the
processing proceeds to step S463.

[Step S462] The master determination unit 115/ sets the
master level of the CM 110 to “master 4,” and the processing
proceeds to “END.”

[Step S463] The master determination unit 1135/ deter-
mines whether a predetermine time has elapsed without
receiving a master-3 or master-4 determination notification
packet after the start of the master determination processing.
If the master determination unit 115/ does not receive the
master-3 determination noftification packet or the master-4
determination notification packet within the predetermined

time, the master determination unit 1135/ determines that the
CM 110 will not serve as a master, and the processing
proceeds to

END.” If the predetermined time has not
clapsed after the start of the master determination process-
ing, the processing returns to step S439, and the master
determination unmit 115/ waits for a master-3 or master-4
determination notification packet.

Next, the master-1 and -2 determination processing will
be described 1n detal.

FIG. 29 1s a flowchart illustrating an example of a
procedure of the master-1 and -2 determination processing
performed by the FPGA 115. The processing 1llustrated in
FIG. 29 will be described along with step numbers.

[Step S471] When recerving a CPD packet, the master
determination unit 115/ of the FPGA 115 determines
whether the CPD values 1n the CPD packet are “000.” If the
CPD values are “000,” the processing proceeds to step S472.
It the CPD values are not “000,” the processing proceeds to
step S474.

[Step S472] The master determination unit 115/ deter-
mines whether the CPD values of the management port that
has received the CPD packet are “111.” If the CPD values of
the management port are “111,” the processing proceeds to
step S473. If the CPD values of the management port are not
“111,” the processing proceeds to step S474.

[Step S473] The master determination unit 1135/ deter-
mines that the CM 110 serves as the master-2 CM, and the
processing proceeds to “END.”

[Step S474] The master determination unit 1135/ deter-
mines whether the CPD values 1n the received CPD packet
are “100.” If the CPD values are “100,” the processing
proceeds to step S475. If the CPD values are not “100,” the
processing proceeds to “END.”

[Step S475] The master determination unit 115/ deter-
mines whether the CPD values of the management port that
has received the CPD packet are “011.” If the CPD values
of the management port are “011,” the processing proceeds
to step S476. It the CPD values of the management port are
not “011,” the processing proceeds to “END.”

[Step S476] The master determination unit 1135/ deter-
mines that the CM 110 serves as the master-1 CM, and the
processing proceeds to “END.”

In this way, the master determination unit 115/ determines
the master level of the CM 110. If the CM 110 1s determined
to serve as a master, the FPGA 115 of the CM 110 monzitors
the operation of the corresponding monitoring target CM.




US 10,235,045 B2

29

FIG. 30 1s a flowchart illustrating an example of a
procedure ol the monitoring processing performed by the

FPGA 115. The processing illustrated in FIG. 30 will be

described along with step numbers. The processing 1llus-
trated m FIG. 30 1s regularly performed.

[Step S481] The monitoring unit 115¢g transmits a heart-
beat request to 1ts corresponding monitoring target CM.

[Step S482] The monitoring unit 115¢ determines whether
it has received a completion response from the monitoring
target CM. If the monitoring umt 115g¢ has received a
completion response, the processing proceeds to step S485.
If the monitoring unit 115¢ does not receive a completion
response within a predetermined time (for example, 200
ms), the processing proceeds to step S483.

[Step S483] The monitoring unit 115¢ determines whether
it has transmitted a heartbeat request three times. If the
monitoring unit 115¢ has not transmaitted a heartbeat request
three times, the processing returns to step S481. If the
monitoring unit 115¢ has already transmitted a heartbeat
request three times, the processing proceeds to step S484.

[Step S484] The monitoring unit 115¢ determines that the
monitoring target CM has malfunctioned and performs
tallover processing on the basis of the master level of the
monitoring target CM and the master level of the CM 110.
For example, 1f the master level of the monitoring target CM
1s “master 17 and the master level of the CM 110 1s “master
2,” the monitoring unit 115¢g switches the master level of the
CM 110 to “master 1.

[Step S485] The monitoring unit 115g acquires the system
information managed by the processor 111 of the CM 110.
For example, the monitoring unit 115¢g reads out the system
information from a predetermined area in the RAM 112 or

the SSD 113 and stores the read system information in the
storage unit 1134,

[Step S486] The monitoring umt 115g transmits the
system information to the different CM that 1s monitoring
the CM 110. When the momitoring unit 115¢g receives a
completion response 1n response to the transmitted system
information, the processing proceeds to “END.”

In this way, an individual FPGA 1s allowed to perform
DC-ON control to 1ts corresponding CM, determine whether
its corresponding CM needs to serve as a master, monitor a
master CM, and perform failover, without involving pro-
cessing of any processor based on firmware.

The above second embodiment achieves reduction 1n the
number of elements used 1n a scale-out-type storage system.
More specifically, since two SVCs are eliminated, reduction
of the installation space and the device cost 1s achieved. In
addition, since the system 1s provided with a redundant CM
management function by arranging the master-2 to master-4
CMs 1n addition to the master-1 CM, highly reliable CM
management 1s achieved without needing two SVCs.

In addition, a control device that manages all the control
devices 1s easily determined.

All examples and conditional language provided herein
are mtended for the pedagogical purposes of aiding the
reader 1n understanding the invention and the concepts
contributed by the mventor to further the art, and are not to
be construed as limitations to such specifically recited
examples and conditions, nor does the organization of such
examples in the specification relate to a showing of the
superiority and inferiority of the mnvention. Although one or
more embodiments of the present invention have been
described 1n detail, 1t should be understood that various
changes, substitutions, and alterations could be made hereto
without departing from the spirit and scope of the invention.
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What 1s claimed 1s:

1. A storage system comprising;:

a storage apparatus;

a first control apparatus which controls the storage appa-
ratus, which includes a first communication port satis-
fying, among execution conditions about predeter-
mined management processing, a neighboring port
condition about a communication port connected to an
execution apparatus that performs the management
processing, and which satisfies, among the execution
conditions, a neighboring apparatus condition about a
neighboring apparatus that neighbors the execution
apparatus;

a second control apparatus which controls the storage
apparatus, which includes a second communication
port that satisfies, among the execution conditions, a
connection port condition about a commumnication port
connected to the neighboring apparatus, which satis-
fies, among the execution conditions, an execution
apparatus condition about the execution apparatus, and
which determines that the execution conditions are
satisfied and performs the management processing
when the second communication port 1s connected to
the first communication port; and

a communication cable that connects the first communi-
cation port of the first control apparatus and the second
communication port of the second control apparatus.

2. The storage system according to claim 1,

wherein the neighboring port condition 1s about a port
number that i1denftifies a communication port in the
neighboring apparatus,

wherein the neighboring apparatus condition 1s about an
identification number that identifies the neighboring
apparatus 1n a first enclosure including the neighboring
apparatus,

wherein the connection port condition 1s about a port
number that idenftifies a communication port in the
execution apparatus, and

wherein the execution apparatus condition 1s about an
identification number that identifies the execution
apparatus 1n a second enclosure including the execution
apparatus.

3. The storage system according to claim 2,

wherein the second control apparatus acquires control
information 1ncluding a port number of the first port
and an apparatus number of the first control apparatus
from the first control apparatus via the communication
cable and determines whether the neighboring port
condition and the neighboring apparatus condition are
satisfied, based on the control information.

4. The storage system according to claim 1, further

comprising;

a third control apparatus which controls the storage appa-
ratus, which includes a third communication port that
satisfies, among monitoring execution conditions about
performing processing for monitoring the second con-
trol apparatus that performs the management process-
ing, a monitoring neighboring port condition about a
communication port connected to a momtoring appa-
ratus that performs the monitoring processing, and
which satisfies, among the monitoring execution con-
ditions, a monitoring neighboring apparatus condition
about a monitoring neighboring apparatus that neigh-
bors the monitoring apparatus;

a fourth control apparatus which controls the storage
apparatus, which includes a fourth communication port
that satisfies, among the monitoring execution condi-
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tions, a monitoring connection port condition about a
communication port connected to the monitoring
neighboring apparatus, which satisfies, among the
monitoring execution conditions, a monitoring appara-
tus condition about the monitoring apparatus, and
which determines that the monitoring execution con-
ditions are satisfied and performs the monitoring pro-
cessing when the fourth communication port 1s con-
nected to the third communication port; and

a monitoring apparatus connection communication cable
that connects the third communication port of the third
control apparatus and the fourth communication port of
the fourth control apparatus.

5. The storage system according to claim 4,

wherein, when the fourth control apparatus detects a
malfunction of the second control apparatus while
monitoring the second control apparatus, the fourth

control apparatus performs the management process-
ng.
6. A control apparatus controlling a storage apparatus, the
control apparatus comprising:
a memory holding execution conditions about predeter-
mined management processing, the execution condi-
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tions including a neighboring port condition about a
communication port connected to an execution appa-
ratus that performs the management processing, a
neighboring apparatus condition about a neighboring
apparatus that neighbors the execution apparatus, a
connection port condition about a communication port
connected to the neighboring apparatus, and an execu-
tion apparatus condition about the execution apparatus;
and

a management circuit which includes a first communica-

tion port that satisfies the connection port condition and
which determines that the execution conditions are
satisfied and performs the management processing
when the control apparatus satisfies the execution appa-
ratus condition and when the first communication port
1s connected to a second communication port of a
different control apparatus, the second communication
port satisiying the neighboring port condition and the

different control apparatus satisiying the neighboring
apparatus condition.
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