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FIG. 2B
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FIG. 3A
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IMAGE CODING METHOD AND
APPARATUS USING SPATIAL PREDICTIVE
CODING OF CHROMINANCE AND IMAGE

DECODING METHOD AND APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. application Ser.
No. 15/388,205, filed Dec. 22, 2016, pending, which 1s a

continuation of U.S. application Ser. No. 15/003,273, filed
Jan. 21, 2016, now U.S. Pat. No. 9,565,448, which 1s a
continuation of U.S. application Ser. No. 14/456,388, filed
Aug. 11, 2014, now U.S. Pat. No. 9,282,341, which 1s a
continuation of U.S. application Ser. No. 13/673,331, filed
Nov. 9, 2012, abandoned, which 1s a divisional of U.S.
application Ser. No. 11/882,869, filed Aug. 6, 2007, now
U.S. Pat. No. 8,345,995, which 1s a divisional of U.S.
application Ser. No. 10/673,186, filed Sep. 30, 2003, now
U.S. Pat. No. 7,266,247, which claims the priority of Korean
Patent Application No. 10-2002-0059468, filed Sep. 30,
2002, and Korean Patent Application No. 10-2003-0055887,
filed Aug. 12, 2003, mn the Korean Intellectual Property
Oflice, the disclosures of which are incorporated herein by
reference.

BACKGROUND

1. Field

The present invention relates to 1mage coding and decod-
ing, and more particularly, to a method and apparatus for
coding a chrominance component of an intra-image using
spatial predictive coding and a method and apparatus for
decoding the coded chrominance component.

2. Description of the Related Art

When an image or a motion image 1s compressed, the
image 1s usually divided mto a luminance component and a
chrominance component, which are coded. The luminance
component and the chrominance component have different
statistical characteristics. Since human eyes are more sen-
sitive to a change in the luminance component than to a
change in the chrominance component, a sampling fre-
quency for the luminance component 1s usually two or four
times higher than that for the chrominance component. Pixel
values of the chrominance component have a less variance
than pixel values of the luminance component.

In conventional international standard technology for
compressing a motion 1mage, a single image 1s divided into
a chrominance component and a luminance component and
then coded. The image 1s coded without referring to another
image. The coded image 1s referred to when 1mages tem-
porally following the coded image are predictively coded
using motion estimation and compensation. The image
coded without referring to another 1image 1s referred to as an
intra-image, and the 1mage coded using motion estimation
and compensation referring to another image 1s referred to as
an inter-image. The intra-image and the inter-image are
lossy compressed through discrete cosine transformation
(DCT), quantization, and entropy coding. Here, since tem-
poral prediction i1s not used for the intra-image, spatial
prediction 1s used for the intra-image to increase compres-
sion efliciency.

In motion 1mage compression technology according to
International Organization for Standardization/International
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Electrotechnical Commission (ISO/IEC) Motion Picture
Experts Group (MPEG)-4 and International Telecommuni-
cation Union-Telecommunication Standardization (ITU-T)
H.263+, when a spatial prediction 1s performed on the
intra-image, an 8x8 pixel block 1s defined, and DCT and
quantization are performed on each block. Next, direct
current (DC) values and alternating current (AC) values of
a current block are predictively coded referring to DC values
and AC values of adjacent blocks to increase compression
clliciency.

Recently, ISO/IEC MPEG and ITU-T Video Coding
Experts Group (VCEG) organized a joint video team (JVT)
to develop a new video coding standard. The final recom-
mendation of the JVT committee includes technology for
compressing an intra-image using spatial predictive coding.
In this technology, a block size and a spatial prediction
method used for a luminance component are different from
those used for a chrominance component. A block of 4x4 or
16x16 1s used for the luminance component. When a 4x4
block 1s used, 9 prediction methods are used according to a
prediction direction. When a 16x16 block 1s used, 4 predic-
tion methods are used according to a prediction direction.

Similarly to prediction using a 16x16 block for the
luminance component, prediction for the chrominance com-
ponent uses 4 prediction methods 1n which a block has a size
of 8x8. In FIG. 1A, “q” denotes a value of each pixel in a
current block of 8x8 to be coded or a value of a pixel 1n a
block adjacent to the current block. A pixel value m the
adjacent block 1s used to predict a pixel value 1n the current
block. Specifically, a DC prediction method, a vertical
prediction method, a horizontal prediction method, and a
plane prediction method are used. In each prediction
method, before pixel values in the current block are being
coded, values of the respective pixels in the current block are
predicted referring to values of pixels at the edges in
adjacent blocks. The edges of the adjacent blocks respec-
tively meet the left and the top of the current block. Next, a
differential value between a predicted value, 1.e., a predic-
tion value of each pixel in the current block and a corre-
sponding real pixel value 1n the current block 1s coded.

The DC prediction method uses an average of pixel values
referred to. Referring to FIG. 1B, S0 denotes an average of
pixel values q,,, 950, 930, and g,,. S1 denotes an average of
pixel values q-,, s, 90, and gg,. S2 denotes an average of
pixel values q51, 995, 903, and gq4. S3 denotes an average of
pixel values q,s, 956, 9o, and gq<. A pi1xel value in a block
A of 4x4 1s predicted using the averages S0 and S2. If only
one of the averages S0 and S2 can be referred to, prediction
1s performed using the average S0 or S2 that can be referred
to. If neither of the averages S0 and S2 can be referred to,
a value of 128 1s used for prediction. A pixel value 1n a block
B of 4x4 1s predicted using the average S1. If the average S1
cannot be referred to, the average S2 1s referred to. If even
the average S2 cannot be referred to, a value of 128 1s used
for prediction. A pixel value 1n a block C of 4x4 1s predicted
using the average S3. If the average S3 cannot be referred to,
the average S0 1s referred to. If even the average S0 cannot
be referred to, a value of 128 1s used for prediction. A pixel
value 1n a block D of 4x4 1s predicted using the averages S1
and S3. IT only one of the averages S1 and S3 can be referred
to, prediction 1s performed using the average S1 or S3 that
can be referred to. If neither of the averages S1 and S3 can
be referred to, a value of 128 1s used for prediction.

In performing predictive coding, a differential value “p,
obtained by subtracting a prediction value “pred” generated
using a pixel value 1n an adjacent block from a correspond-
ing pixel value “p,,” in a current block to be coded is coded.
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For example, when all of the averages S0 through S3 can be
used, the differential value “p_,” to be coded using frequency
transformation and quantization and the prediction value

“pred” depending on a coordinate value of the pixel are
defined by Formula (1).

Dy =D xyPred,
pred=(S0+52)/2, 1=x,y=4,
pred=S1, 5=x<8, 1=y=4
pred=5S3, 1=x=4, 5=y<8,

pred=(S1+53)/2, 5=x,y=8 (1)

Meanwhile, in the vertical prediction method, predictive
coding 1s performed 1n a vertical direction using a value of
a pixel above a current block. In other words, pixels on the
same column have the same prediction value g.sub.x0, and
a differential value to be coded 1s generated using Formula

(2).

(2)

In the horizontal prediction method, predictive coding 1s
performed 1n a horizontal direction using a value of a pixel
on the left of a current block. In other words, pixels on the
same row have the same prediction value g.sub.0Oy, and a
differential value to be coded 1s generated using Formula (3).

Doy =Py~ x0> 15X, ¥<¥

(3)

In the plane prediction method, a vertical variation and a
horizontal variation are obtained using pixel values retferred
to, and pixel values 1n a current block are predicted accord-
ing to a plane equation using the vertical and horizontal
variations and the pixel values referred to. In other words,
when a prediction value for a pixel value “p_” 1n a current
block 1s denoted by “pred,,”, the prediction value “pred,,”

A k)
and a differential value “p,,” are generated using Formula

(4).

Dry =Pxy—0,» 15X,y<8

(4)

PI}?! — pI}? — Prgdx}?"

predxy ={a+bX(x-3)+cx(y-3))/32,

a = 16X (ggo + gog)
b=(17TxdH)/32,

c =(17xdV)/32,

4
dH = Z x' X (Qél—l—x",ﬂ — ‘?4—1",0)

X' =1

4
dV = Z V' X (goary —Goa—y)
y'=1

Here, dH and dV denote the horizontal variation and the
vertical variation, respectively.

The plane prediction method 1s disadvantageous in that a
large amount of calculation 1s required because the vertical
and horizontal variations need to be calculated and a pre-
diction value of each pixel needs to be calculated using the
plane equation.

In order to indicate which of the four prediction methods
has been used during coding, entropy coding 1s performed
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using a variable-length code so that compensation during
decoding 1s performed using the prediction method used

during coding.
SUMMARY

The present invention provides a coding and decoding
method for performing eflective prediction with a small
amount of calculation taking account of a statistical char-
acteristic of a chrominance component when performing
spatial predictive coding of the chrominance component 1n
an intra-image, and an apparatus therefor.

The present invention also provides a recording medium
for storing a program code for executing the above-de-
scribed coding and decoding method 1n a computer.

According to an aspect of the present invention, there 1s
provided a coding apparatus including a varnation calculator,
which calculates a vertical variation and a horizontal varia-
tion with respect to a current block to be predictively coded
among blocks having a predetermined size, into which a
chrominance component of an input image 1s divided, using
pixel values 1n an upper reference block adjacent to the
current block and pixel values 1 a side reference block
adjacent to the current block; a hybrid predictor, which
divides the current block into a predetermined number of
regions according to the vertical and horizontal variations
and generates a prediction value of each pixel in each region
using a pixel value 1n the upper reference block or a pixel
value 1n the side reference block; a differential value gen-
crator, which generates a differential value between the
prediction value and a corresponding real pixel value 1n the
current block and codes the differential value using a pre-
determined coding method.

According to another aspect of the present invention,
there 1s provided a coding apparatus including a hybnd
predictor, which divides a current block to be predictively
coded among blocks having a predetermined size, into
which a chrominance component of an input 1mage 1s
divided, 1nto a predetermined number of regions according
to a predetermined number of prediction methods and gen-
erates prediction values of each pixel 1in the current block
according to the respective prediction methods using a pixel
value 1 an upper reference block adjacent to the current
block and a pixel value 1n a side reference block adjacent to
the current block; a differential value generator, which
generates differential values between the prediction values
corresponding to the respective prediction methods and a
corresponding real pixel value in the current block; a selec-
tor, which selects a differential value requiring a least
number of bits for coding among the differential values; and
a coder, which codes the selected differential value and
information on a prediction method corresponding to the
selected differential value using a predetermined coding
method.

According to still another aspect of the present invention,
there 1s provided a coding apparatus including a selector,
which selects one among predetermined prediction methods
comprising a direct current prediction method, a vertical
prediction method, a horizontal prediction method, and a
hybrid prediction method according to a user’s input; a
predictor, which generates a prediction value of each pixel
in a current block to be predictively coded among blocks
having a predetermined size, mto which a chrominance
component ol an mmput image 1s divided, using at least one
pixel value among pixel values 1n an upper reference block
above the current block and 1n a side reference block on left
of the current block, according to the selected prediction
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method; a differential value generator, which generates a
differential value between the prediction value and a corre-
sponding real pixel value in the current block; and a coder,
which codes the differential value and information on the
selected prediction method using a predetermined coding
method.

Preferably, the predictor includes a hybrnid predictor, and
the hybrid predictor calculates a vertical variation and a
horizontal variation with respect to the current block using
pixel values adjacent to the current block in the upper and
side reference blocks, divides the current block into a
predetermined number of regions according to the vertical
and horizontal variations, and generates prediction values of
respective pixels in each region using the pixel values 1n the
upper and side reference blocks.

According to still another aspect of the present invention,
there 1s provided an apparatus for decoding a bitstream
resulting from coding a chrominance component of an
image to restore the image. The apparatus includes a
decoder, which decodes each differential value for the
chrominance component included 1n the bitstream in units of
blocks using a predetermined decoding method correspond-
ing to coding information read from the bitstream; a pre-
diction method determiner, which determines whether a
prediction mode indicating information on a prediction
method 1s included 1n the bitstream, extracts the prediction
mode from the bitstream when the prediction mode 1s
determined as being included in the bitstream, determines
the prediction method based on the extracted prediction
mode, calculates a vertical variation and a horizontal varia-
tion with respect to a current block to be restored using pixel
values 1 an upper reference block and a side reference
block, which have been restored prior to the current block,
when the prediction mode 1s determined as not being
included in the bitstream, and determines the prediction
method according to the vertical and horizontal variations; a
prediction value generator, which generates a prediction
value of each pixel in the current block according to the
determined prediction method; and a predictive compensa-
tor, which adds the prediction value to a corresponding
differential value to restore the chrominance component of
the 1mage.

Preferably, when the prediction method 1s determined
according to the vertical and horizontal variations, the
prediction value generator compares the vertical variation
with the horizontal variation, divides the current block into
a plurality of regions 1n a predetermined direction according
to the result of comparison, and generates prediction values
of respective pixels 1n each region using pixel values in the
upper and side reference blocks.

According to still another aspect of the present invention,
there 1s provided a coding method including dividing pixels
of a chrominance component of an input 1image into blocks
having a predetermined size; generating a vertical variation
and a horizontal variation with respect to a current block to
be predictively coded, using pixel values 1n an upper refer-
ence block adjacent to the current block and pixel values 1n
a side reference block adjacent to the current block; dividing
the current block ito a predetermined number of regions
according to the vertical and horizontal vanations and
generating a prediction value of each pixel i each region
using a pixel value 1n the upper reference block or a pixel
value 1n the side reference block; and generating a differ-
ential value between the prediction value and a correspond-
ing real pixel value 1n the current block and coding the
differential value using a predetermined coding method.

[
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According to still another aspect of the present invention,
there 1s provided a coding method including dividing pixels
of a chrominance component of an input 1image nto blocks
having a predetermined size; dividing a current block to be
predictively coded into a predetermined number of regions
according to a predetermined number of prediction methods
and generating prediction values of each pixel in the current
block according to the respective prediction methods using
a pixel value 1 an upper reference block adjacent to the
current block and a pixel value 1n a side reference block
adjacent to the current block; generating differential values
between the prediction values corresponding to the respec-
tive prediction methods and a corresponding real pixel value
in the current block; and selecting a differential value
requiring a least number of bits for coding among the
differential values and coding the selected differential value
and information on a prediction method corresponding to the
selected differential value using a predetermined coding
method.

According to still another aspect of the present invention,
there 1s provided a coding method including dividing pixels
of a chrominance component of an input 1image nto blocks
having a predetermined size; selecting one among a direct
current prediction method, a vertical prediction method, a
horizontal prediction method, and a hybrid prediction
method according to a user’s mput; generating a prediction
value of each pixel in a current block to be predictively
coded, using at least one pixel value among pixel values 1n
an upper reference block adjacent to the current block and 1n
a side reference block adjacent to the current block, accord-
ing to the selected prediction method; generating a difler-
ential value between the prediction value and a correspond-
ing real pixel value i the current block; and coding the
differential value and information on the selected prediction
method using a predetermined coding method.

Preferably, the hybnd prediction method includes calcu-
lating a vertical variation and a horizontal variation with
respect to the current block using pixel values adjacent to the
current block 1n the upper and side reference blocks, divid-
ing the current block into a predetermined number of regions
according to the vertical and horizontal varnations, and
generating prediction values of respective pixels 1 each
region using the pixel values 1n the upper and side reference
blocks.

According to still another aspect of the present invention,
there 1s provided a method of decoding a bitstream resulting
from coding a chrominance component of an i1mage to
restore the 1image. The method includes (a) decoding each
differential value for the chrominance component included
in the bitstream 1n units of blocks using a predetermined
decoding method corresponding to coding information read
from the bitstream; (b) determining whether a prediction
mode indicating information on a prediction method 1s
included 1n the bitstream, extracting the prediction mode
from the bitstream, and determining the prediction method
based on the extracted prediction mode; (¢) when 1t 1s
determined that the prediction mode 1s not included 1n the
bitstream, calculating a vertical vanation and a horizontal
variation with respect to a current block to be restored using
pixel values 1 an upper reference block and a side reference
block, which have been restored prior to the current block,
and determining the prediction method according to the
vertical and horizontal varniations; (d) generating a prediction
value of each pixel i the current block according to the
prediction method determined 1n step (b) or (c¢); and (e)
adding the prediction value to a corresponding differential
value to restore the chrominance component of the image.
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Preferably, the prediction method determined 1n step (c)
includes comparing the vertical variation with the horizontal
variation, dividing the current block mnto a plurality of
regions 1n a predetermined direction according to the result
of comparison, and generating prediction values of respec-
tive pixels 1in each region using pixel values in the upper and
side reference blocks.

BRIEF DESCRIPTION OF THE

DRAWINGS

The above and other features and advantages of the
present invention will become more apparent by describing
in detail preferred embodiments thereof with reference to the
attached drawings 1n which:

FIGS. 1A and 1B illustrate a conventional spatial predic-
tion method for a chrominance component;

FIG. 2A 1s a block diagram of an image coding apparatus
according to an embodiment of the present invention;

FIG. 2B i1s a flowchart of an image coding method
according to an embodiment of the present invention;

FIGS. 3A through 3D are schematic block diagrams of
preferred embodiments of a chrominance predictive coding,
unit shown 1n FIG. 2A;

FIGS. 4A through 4D are tlowcharts of preferred embodi-
ments of spatial prediction of chrominance shown in FIG.
2B;

FIGS. 5A through 5H illustrate a method of dividing a
block 1mto two regions to perform predictive coding of a
chrominance component according to the present invention;

FIG. 6A 1s a block diagram of an 1mage decoding appa-
ratus according to an embodiment of the present invention;

FIG. 6B 1s a flowchart of an image decoding method
according to an embodiment of the present invention;

FIG. 7A 1s a block diagram of a chrominance spatial-
predictive compensation unit according to an embodiment of
the present mnvention;

FIG. 7B 1s a flowchart of spatial-predictive compensation
of chrominance according to an embodiment of the present
invention; and

FIGS. 8A and 8B are graphs showing the test results of
comparing a method of the present mvention and a method
suggested by the recommendation of the joint video team
(JVT) committee 1n terms of compression efliciency.

DESCRIPTION OF EMBODIMENTS

Hereinafter, an image coding and decoding apparatus and
method according to preferred embodiments of the present
invention will be described in detail with reference to the
attached drawings.

FIG. 2A 1s a block diagram of a coding apparatus accord-
ing to an embodiment of the present invention. The 1mage
coding apparatus imncludes an input unit 100, a luminance
predictive coding unit 200, a chrominance predictive coding,
unit 300, a temporal predictive coding unit 400, a transior-
mation/quantization unit 500, and an entropy coding unit
550.

An 1mage coding method and apparatus according to the
present invention will be described with reference to FIGS.
2A and 2B. When an 1mage (for example, a motion 1mage)
to be coded 1s 1nput to the mput unit 100 1n units of frames
(S100), the mnput unit 100 determines whether the 1image 1s
an mtra-image or an inter-image and outputs the image to the
temporal predictive coding unit 400 when the 1mage 1s
determined as the inter-image and to the luminance predic-
tive coding unit 200 when the image 1s determined as the
intra-image (S110).
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The luminance predictive coding unit 200 codes a lumi-
nance component at each predetermined block in the 1ntra-
image (S200). Here, the luminance predictive coding unit
200 spatially predicts a pixel value of a luminance compo-
nent 1n a current block to be coded using a pixel value 1n an
adjacent block and generates a differential value between the
predicted pixel value and a corresponding real pixel value of
the luminance component i1n the current block.

The chrominance predictive coding unit 300 spatially
predicts a pixel value of a chrominance component in the
intra-image and generates a differential value between the
predicted pixel value and a corresponding real pixel value of
the chrominance component (S300). A function and opera-
tion of the chrominance predictive coding unit 300 will be
described later 1n detail.

The temporal predictive coding umt 400 receiving the
inter-image temporally predicts pixel values in the inter-
image using an intra-image or an inter-image input 1n
advance to the current inter-image, generates a diflerential
value between each predicted pixel value and a correspond-
ing real pixel value 1n the current inter-image, and outputs
the differential value to the transformation/quantization unit
500 (S400).

The transformation/quantization unmit 300 receives the
spatially predicted differential values, 1.e., the differential
value of the luminance component and the differential value
of the chrominance component, and the temporally pre-
dicted differential value, transforms the predicted differen-
tial values 1nto values 1n frequency domain using a trans-
formation method such as discrete cosine transformation
(DCT), quantizes the predicted differential values in the
frequency domain using predetermined quantization bits,
and outputs the quantized predicted differential values to the
entropy coding unit 5350 (5500). The entropy coding unit 550
codes the quantized predicted differential values using
entropy coding such as Huflman coding or arithmetic coding
(S550).

After describing hybrid prediction used to perform pre-
dictive coding of a chrominance component according to the
present imvention with reference to FIGS. SA through 5H,
the chrominance predlctwe coding unit 300 and step S300
will be described in detail with reference to FIGS. 3A
through 3D, which are schematic block diagrams of pre-
ferred embodiments of the chrominance predictive coding
unit 300, and FIGS. 4A through 4D, which are flowcharts of
preferred embodiments of the chrominance spatial predic-
tion.

FIGS. 5A through 5H illustrate spatial prediction of a
chrominance component according to the present invention.
In FIGS. 5A through 5H, each of the squares and circles
denotes a pixel. A circle-shape pixel denotes a pixel 1n a
current block, and 8x8 circle-shape pixels constitute a single
block. Pixel value prediction i1s performed in each 8x8
block. A square-shape pixel denotes a pixel in a block
adjacent to the current block and 1s used to predict a pixel
value 1n the current block. For clarity of the description, a
pixel 1n an adjacent block above the current block 1s colored
black, and a pixel in an adjacent block on the left of the
current block 1s colored white. Values of eight black square-
shape pixels above the current block change from left to
right, and a variation of these values 1s denoted by dH.
Values of eight white square-shape pixels on the leit of the
current block changes from top to bottom, and a variation of
these values 1s denoted by dV. A change 1n a value 1n the
current block can be predicted based on these variations dH

and dV.
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According to a plane prediction method suggested by the
recommendation of a joint video team (JVT) committee, a
predicted value has a plane shape gradually changing
according to the variations dH and dV. However, 1n an actual
image, a change in a value of a chrominance component 1s
not great, and a change in the value 1s intermittent unlike in
the plane prediction method 1 which a value changes
gradually. While a value of luminance gradually changes
according to mtensity of 1llumination or an angle between an
object and light, a value of chrominance changes intermait-
tently because an object has a unique color.

In order to find a region having such an intermittent
change 1n a current block, the block can be divided as shown
in FIGS. SA through SH. Value of black circle-shape pixels
are predicted using values of black square-shape pixels
above the current block, and values of white circle-shape
pixels are predicted using values of white square-shape
pixels on the left of the current block.

A value of each hatched circle-shape pixel 1s predicted
using a value of a black square-shape pixel, a value of a
white square-shape pixel, or an average of the values of the
black and white square-shape pixels. For example, 1n FIG.
5B, a value of a hatched circle-shape pixel above the line can
be predicted using a value of a black square-shape pixel, and
a value of a hatched circle-shape pixel below the line can be
predicted using a value of a white square-shape pixel.
Alternatively, a value of a hatched circle-shape pixel can be
predicted using an average of values of a black square-shape
pixel and a white square-shape pixel, respectively, which
correspond a position of the hatched circle-shape pixel. In
this situation, methods 1illustrated 1n FIGS. 5B and SH have
the same result, and methods illustrated 1n FIGS. 5D and SF
have the same result.

FIGS. 5A through 5H illustrate eight methods of dividing
a block. Two schemes can be considered to determine which
of the eight methods to use. In a first scheme, all of the eight
methods are used, and then among the results of the eight
methods, a method having the most optimal result 1s used.
When the first scheme 1s used, a prediction error can be
mimmized. However, it 1s necessary to embed information
indicating which method has been used during coding nto
a bitstream to be coded so that the method used during
coding can be used during decoding. Since the mnformation
1s coded, the amount of bits to be coded increases. Accord-
ingly, a method that minimizes a prediction error and needs
a small amount of bits when it 1s coded must be selected 1n
order to achieve optimal compression efliciency.

In a second scheme, a particular one among the eight
methods 1s determined using information which can be
obtained during decoding, without coding information indi-
cating a method used during coding. For example, since
values of pixels 1 blocks adjacent to a current block, 1.e., the
values of the square-shape pixels, can be obtained during
decoding, one among the eight methods can be selected
using the values of the square-shape pixels. Specifically, the
variations dH and dV can be used. When the variation dH 1s
greater than the variation dV, the method illustrated 1n FIG.
5A, SB, or 5H can be used. When the variation dV 1s greater
than the variation dH, the method 1illustrated in FIG. 5D, SE,
or SF can be used.

Information imndicating a method selected among the three
methods can be embedded into a bitstream to be coded, as
in the first scheme. Alternatively, one among the three
methods can be also selected using the values of the square-
shape pixels. For example, a vaniation of values of the upper
four pixels among the white square-shape pixels and a
variation of values of the lower four pixels among the white
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square-shape pixels are obtained. When the upper variation
1s greater than the lower variation, the method 1illustrated 1n
FIG. 5B 1s selected. When the lower variation 1s greater than
the upper variation, the method illustrated 1in FIG. SH 1s
selected. When the upper and lower variations are almost the
same, the method illustrated 1n FIG. SA 1s selected. Simi-
larly, a variation of values of the first four pixels among the
black square-shape pixels and a variation of values of the
last four pixels among the black square-shape pixels are
obtained. When the varniation of values of the first four pixels
among the black square-shape pixels 1s less than the varia-
tion of values of the last four pixels among the black
square-shape pixels, the method illustrated in FIG. 5D 1s
selected. When the first variation 1s greater than the last
variation, the method 1illustrated in FIG. SF 1s selected.
When the two varnations 1s almost the same, the method
illustrated 1n FIG. 5E 1s selected.

In addition, a difference between the vertical variation dV
and the horizontal variation dH 1s compared with a threshold
value. When the difference 1s not greater than the threshold
value, one of the methods illustrated 1n FIGS. 5C and 5G 1s
used for prediction. When a difference between an average
of the values of the black square-shape pixels and an average
of the values of the white square-shape pixels 1s great, the
method 1llustrated 1n FIG. 5C 1s used. When the difference
between the two averages 1s small, the method 1llustrated in
FIG. 3G 1s used.

When all of the eight methods are used, a large amount of
calculation 1s required. In order to decrease the amount of
calculation, the number of methods used for prediction may
be reduced. For example, only the method 1llustrated in FIG.
5C 1s used without obtaining the variations dH and dV. In
another case, the method 1llustrated in FIG. 5A 1s used when
the variation dH 1s greater than the vanation dV, and the
method illustrated in FIG. SE 1s used when the vanation dV
1s greater than the varniation dH. In still another case, when
an average ol values of a black square-shape pixel and a
white square-shape pixel 1s used as a value of a hatched
circle-shape pixel, the methods 1llustrated 1in FIGS. 5B and
SH have the same result, and the methods 1llustrated in
FIGS. 5D and SF have the same result. Accordingly, when
the method 1illustrated 1n FIG. 5G 1s excluded, a total of
usable methods 1s reduced to five.

Conversely, when more directions of the line are added or
another shape of the line dividing a block 1s considered,
more methods can be defined. Even 1n this situation, which
of the methods to use can be determined using the above-
described two schemes.

When a value of a pixel in a current block 1s predicted
using a value of a black or white square-shape pixel, it 1s
simplest to use a value of a white or black square-shape pixel
on the same column or row as the pixel in the current block.
Alternatively, values of pixels on the left and the right of a
white or black square-shape pixel on the same column or
row as the pixel in the current block may be used. According
to a direction of the line dividing the current block, a white
or black square-shape pixel parallel to the line may be used.
Pixels immediately adjacent to the current block and pixels
adjacent to the pixels immediately adjacent to the current
block may be used together.

FIGS. 3A and 4A show the chrominance predictive cod-
ing umt 300 and the chrominance predictive coding (5300),
respectively, according to a first embodiment of the present
invention. The chrominance predictive coding unit 300
according to the first embodiment includes a variation
calculator 302, a hybnid predictor 304, and a diflerential
value generator 306.
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When the chrominance component of the itra-image 1s
input to the chrominance predictive coding unit 300, the
variation calculator 302 calculates a horizontal variation and
a vertical variation of pixel values 1n the current block using
pixel values in reference blocks adjacent to the current 5
block, as described above, and outputs the vertical and
horizontal varnations to the hybrid predictor 304 (5302).

The hybrid predictor 304 compares the horizontal varia-
tion and the vertical variation to determine a hybrid predic-
tion method, generates a prediction value of each pixel in the 10
current block according to the determined hybrid prediction
method, and outputs the prediction value to the differential
value generator 306 (S304).

More specifically, the hybrnid predictor 304 determines
whether a difference between the vertical vanation and the 15
horizontal vanation 1s less than a predetermined threshold
value. When the difference between the two variations 1s
determined as being less than the predetermined threshold
value, prediction 1s performed using the method illustrated
in FIG. 5C or 5G according to the magnitude of an average 20
pixel value, as described above. However, when the differ-
ence between the two vaniations 1s determined as not being
less than the predetermined threshold value, one of the
methods illustrated in FIGS. SA, 5B, and 5H i1s used for
prediction 1f the horizontal varnation i1s greater than the 25
vertical varniation, and one of the methods illustrated 1n
FIGS. 5D, SE, and 5F 1s used for prediction if the vertical
variation 1s greater than the horizontal variation, as
described above. A scheme of selecting one among three
methods has been described above. 30

The differential value generator 306 subtracts each pre-
diction value from each corresponding real pixel value of the
chrominance component in the intra-image to generate a
differential value and outputs the differential value to the
transiformation/quantization unit 500 (5306). 35

FIGS. 3B and 4B show the chrominance predictive cod-
ing umt 300 and the chrominance predictive coding (S300),
respectively, according to a second embodiment of the
present ivention. The chrominance predictive coding unit
300 according to the second embodiment 1includes a hybrid 40
predictor 312, a differential value generator 314, and a
selector 316.

The hybrid predictor 312 generates prediction values of
cach pixel in an mput block of the chrominance component
by performing the eight methods illustrated 1 FIGS. 5A 45
through 5H or a predetermined number of prediction meth-
ods and outputs the prediction values corresponding to the
respective prediction methods to the differential value gen-
crator 314 (5312).

The differential value generator 314 subtracts each of the 50
prediction values corresponding to the respective prediction
methods from a corresponding real pixel value of the
chrominance component 1n the mtra-image to generate dif-
terential values corresponding to the respective prediction
methods, and outputs the diflerential values to the selector 55
316 (S314).

The selector 316 selects a diflerential value having a least
amount of data to be coded among the differential values and
a prediction method corresponding to the selected difleren-
tial value and outputs the selected differential value and 60
prediction method to the transformation/quantization unit
500 (S316). The selector 316 can use various schemes to
select a prediction method and a differential value. In the
simplest schemes, a prediction method giving the least sum
ol absolute values of differential values for all pixels 1n a 65
current block and a differential value corresponding to the
prediction method are selected. The entropy coding unit 550

12

codes 1nformation on the selected prediction method
together with quantized diflerential values and embeds the
information into an output bitstream.

FIGS. 3C and 4C show the chrominance predictive cod-
ing umt 300 and the chrominance predictive coding (5300),
respectively, according to a third embodiment of the present
invention. The chrominance predictive coding unmit 300
according to the third embodiment 1includes a selector 320,
a direct current (DC) predictor 332, a vertical predictor 334,
a horizontal predictor 336, a hybrid predictor 338, and a
differential value generator 340. The hybrid predictor 338 is
implemented by one of the hybrid predictors 304 and 312
shown 1n FIGS. 3A and 3B. The selector 320 receives the
chrominance component of the itra-image, selects a spatial
prediction method to be performed on the chrominance
component among a DC prediction method, a vertical pre-
diction method, a horizontal prediction method, and a hybnd
prediction method, and outputs the chrominance component
to a unit corresponding to the selected prediction method
(S322). The selector 320 may select a prediction method
simply according to a value previously set or currently 1nput
by a user or according to characteristics of an mput 1mage.

The DC predictor 332, the vertical predictor 334, the
horizontal predictor 336, or the hybrid predictor 338 receiv-
ing the chrominance component from the selector 320
generates a prediction value of each pixel according to 1ts
prediction method and outputs the prediction value to the
differential value generator 340 (S324). The diflerential
value generator 340 subtracts the prediction value from a
corresponding real pixel value of the chrominance compo-
nent to generate a differential value and outputs the differ-
ential value and information on the prediction method to the
transformation/quantization unit 500 (5326). The DC pre-
diction method performed by the DC predictor 332, the
vertical prediction method performed by the vertical predic-
tor 334, and the horizontal prediction method performed by
the horizontal predictor 336 have been described above. The
hybrid prediction method performed by the hybrid predictor
338 has been also described above with reference to FIGS.
5A through 5H.

Accordingly, a bitstream generated according to the third
embodiment includes coded diflerential values of the
chrominance component and information on the selected
prediction method. In addition, when the hybnd prediction
method 1s selected and the hybrid predictor according to the
second embodiment 1s used, mformation on a hybrid pre-
diction method selected from a plurality of hybrid prediction
methods 1s also 1included 1n the bitstream.

FIGS. 3D and 4D show the chrominance predictive cod-
ing umt 300 and the chrominance predictive coding (5300),
respectively, according to a fourth embodiment of the pres-
ent mvention. The chrominance predictive coding unit 300
according to the fourth embodiment includes a DC predictor
352, a vertical predictor 354, a horizontal predictor 356, a
hybrid predictor 358, a difierential value generator 360, and
a selector 370. The hybnd predictor 358 1s implemented by
one of the hybrid predictors 304 and 312 shown 1n FIGS. 3A
and 3B. The chrominance component of the intra-image 1s
iput to all of the DC predictor 352, the vertical predictor
354, the horizontal predictor 356, and the hybrid predictor
358, each of which generates a prediction value of each pixel
using 1ts prediction method and outputs the prediction value
to the diflerential value generator 360 (S332).

The differential value generator 360 subtracts the predic-
tion value from each of the predictors 352, 354, 356, and 3358
from a corresponding real pixel value of the chrominance
component 1n the mtra-image to generate diferential values
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corresponding to the respective prediction methods and
outputs the differential values to the selector 370 (S334).
The selector 370 outputs a differential value having a least
amount of data to be coded among the differential values and
a prediction method corresponding to the selected difleren-
tial value to the transformation/quantization unit 300 (S336).
The selector 370 may use the selection scheme used by the
selector 316 shown 1n FIG. 3B.

Accordingly, a bitstream generated according to the
fourth embodiment includes coded differential values of the
chrominance component and information on the selected
prediction method. In addition, when the hybrid prediction
method 1s selected and the hybrid predictor according to the
second embodiment i1s used, information on a hybrid pre-
diction method selected from a plurality of hybrid prediction
methods 1s also included 1n the bitstream.

Image coding apparatuses and methods according to the
first through fourth embodiments of the present mmvention
have been described. Heremaflter, an apparatus and method
for decoding 1mages coded by the above coding methods
will be described.

FIG. 6A 1s a block diagram of an 1mage decoding appa-
ratus according to an embodiment of the present invention.
The image decoding apparatus includes an entropy decoding
unit 600, a dequantization/inversion unit 630, a temporal-
predictive compensation unit 650, a luminance spatial-
predictive compensation unit 680, a chrominance spatial-
predictive compensation unit 700, and an output unit 800.

FIG. 6B 1s a tlowchart of an 1mage decoding method
according to an embodiment of the present invention. Refer-
ring to FIGS. 6A and 6B, the entropy decoding unit 600
receives a bitstream obtained by coding an image, decodes
the bitstream using an entropy decoding method correspond-
ing to an entropy coding method used during the coding to
generate quantized values, and outputs the quantized values
to the dequantization/inversion unit 630 (S600).

The dequantization/inversion umt 630 dequantizes the
quantized values from the entropy decoding unit 600 using
a predetermined quantization bit number read from a header
of the bitstream and inversely transforms values in fre-
quency domain to values i time domain using an mversion
method such as mverse DCT (IDCT) corresponding to
frequency transformation used during the coding, thereby
generating a differential value for each pixel in an 1mage
(S630). In addition, the dequantization/inversion unit 630
determines whether the generated diflerential values are for
an intra-image and outputs the differential values to the
luminance spatial-predictive compensation unit 680 when
the differential values are determined as for the intra-image
and to the temporal-predictive compensation unit 650 when
the differential values are determined as for an inter-image
(S635).

The temporal-predictive compensation unit 6350 generates
a prediction value for each pixel in a current 1mage referring
to a currently decoded intra-frame image and a previously
decoded inter-frame 1mage and adds each prediction value
and a corresponding differential value received from the
dequantization/inversion unit 630, thereby restoring the cur-
rent 1mage (S650).

Meanwhile, the luminance spatial-predictive compensa-
tion unit 680 receives the diflerential values for a luminance
component of the intra-image, generates a prediction value
for each pixel of the luminance component using a predic-
tion method read from the bitstream, and adds each predic-
tion value and a corresponding differential value recerved
from the dequantization/inversion unit 630, thereby restor-
ing the luminance component of the current 1image (S680).
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The chrominance spatial-predictive compensation unit
700 recerves differential values for a chrominance compo-
nent of the intra-image, compensates for the differential
values to restore the chrominance component, and outputs
the restored chrominance component to the output unit 800
(S700).

The output unit 800 combines the restored luminance
component and the restored chrominance component to
output a restored image (S800).

FIG. 7A 1s a block diagram of the chrominance spatial-
predictive compensation unit 700 according to an embodi-
ment of the present mvention. FIG. 7B 1s a flowchart of
chrominance spatial-predictive compensation (S700)
according to an embodiment of the present imvention.

A prediction method determiner 720 receives the decoded
differential values of the chrominance component and
attempts to extract information (hereinafter, referred to as a
“prediction mode”) on the prediction method from the
bitstream (S722).

When the chrominance component has been coded
according to the image coding method and apparatus accord-
ing to the first embodiment, the prediction mode does not
exist. In this situation, the prediction method determiner 720
calculates a varniation for the current block to be decoded,
using pixel values in blocks which have been decoded prior
to the current block and are located above and on the left of
the current block (S724). Thereatfter, the prediction method
determiner 720 selects one among the prediction methods
illustrated 1n FIGS. 5A through SH or predetermined pre-
diction methods according to the varnation (5726).

When the prediction mode 1s included 1n the bitstream, the
prediction method determiner 720 extracts and analyzes the
prediction mode and determines the prediction method used
during the coding (5728).

A prediction value generator 740 generates a prediction
value of each pixel 1n the current block to be decoded, using
previously decoded blocks according to the determined
prediction method 1n the same manner as used to code the
chrominance component, and outputs the prediction value to
a predictive compensator 760 (S740). The prediction
method used by the prediction value generator 740 1s one
among the DC prediction method, the vertical prediction
method, the horizontal prediction method, or the hybnd
prediction method.

The predictive compensator 760 adds the prediction value
to a differential value of each corresponding pixel of the
decoded chrominance component to restore the chromi-
nance component of the intra-image (S760).

FIGS. 8A and 8B are graphs showing the test results of
comparing a method of the present invention and a method
suggested by the recommendation of the JVT commuittee. In
the present invention, the variations dH and dV were com-
pared with each other, only two methods illustrated in FIGS.
5A and 5E were used, and a prediction value of each pixel
in a current block was generated using a value of a white or
black square-shape pixel on the same column or row as the
pixel 1n the current block. The prediction method according
to the present invention was used instead of a plane predic-
tion method among the methods suggested by the recom-
mendation of the JVT committee. When the present inven-
tion 1s compared with the plane prediction method suggested
by the recommendation of the JVT committee, the plane
prediction method required 323 additions, 130 multiplica-
tions, and 6°7 shiit operations per one block while the present
invention required only one conditional operation. Accord-
ingly, the present invention requires just a slight amount of
calculation and shows better performance than the conven-
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tional technology by utilizing a statistical characteristic of a
chrominance component, as shown i FIGS. 8A and 8B.

In the recommendation of the JVT committee, informa-
tion indicating a chrominance prediction method used for
cach 8x8 block 1s coded using a variable-length code. In the
present invention, a fixed-length code 1s used because the
fixed-length code shows better compression performance
than the variable-length code when a probability of each of
the DC, vertical and horizontal prediction methods and the
method of the present invention being selected 1s consid-
ered. Alternatively, a prediction method to be used for a
current block 1s determined using information regarding
adjacent reference blocks so that the prediction method can
be used during decoding without coding the information
indicating the prediction method used during coding. As
described above, the present invention provides a simple and
cilicient prediction method when a chrominance component
of an intra-image 1s spatially and predictively coded, by
using a statistical characteristic of a chrominance component
that color does not gradually change but intermittently
changes 1n different regions.

The present invention can be realized as a code which 1s
recorded on a computer readable recording medium and can
be read by a computer. The computer readable recording
medium may be any type of medium on which data which
can be read by a computer system can be recorded, for
example, a ROM, a RAM, a CD-ROM, a magnetic tape, a
floppy disc, or an optical data storage device. The present
invention can also be realized as carrier waves (for example,
transmitted through Internet). Alternatively, computer read-
able recording media are distributed among computer sys-
tems connected through a network so that the present
invention can be realized as a code which 1s stored in the
recording media and can be read and executed in the
computers.

As described above, according to the present invention, a
chrominance component 1s eflectively predictively coded so
that compression efliciency 1s increased. In addition, since
additions or multiplications are not required, the amount of
calculation 1s reduced. Accordingly, time required for coding
and decoding 1s reduced.

In the drawings and specification, preferred embodiments
of the invention have been described using specific terms but
it 1s to be understood that such terms have been used only 1n
a descriptive sense and such descriptive terms should not be
construed as placing any limitation on the scope of the
invention. Accordingly, 1t will be apparent to those of
ordinary skill in the art that various changes can be made to
the embodiments without departing from the scope and spirit
of the invention. Therefore, the scope of the mvention is
defined by the appended claims.

What 1s claimed 1s:

1. An apparatus for processing a color component in a
video, the apparatus comprising at least one processor
configured to:

obtain a residual value of the color component by per-

forming entropy decoding on a bitstream to generate
quantized values from the bitstream, performing
dequantization on the quantized values to generate
transiorm coeflicients and performing inverse transior-
mation on the transform coethlicients,

check information related to intra prediction from the

decoded bitstream, for a current prediction block of the
color component,

generate a prediction value for the current prediction

block of the color component, by performing the intra
prediction on the current prediction block 1n response
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to checking of the information related to the intra

prediction from the decoded bitstream, and
reconstruct the current prediction block of the color

component by using the prediction value and the

residual value,

wherein the intra prediction i1s performed,

based on an intra prediction mode determined from a
neighboring block of the current prediction block of
the color component, the neighboring block being
located on at least one of a left side of the current
prediction block of the color component or an upper
side of the current prediction block of the color
component, or

based on an intra prediction mode from among a

plurality of intra prediction modes as indicated by

the information related to the intra prediction from

the decoded bitstream, the plurality of intra predic-

tion modes include a direct current (DC) prediction

mode, a vertical prediction mode and a horizontal
prediction mode.

2. A method of processing a color component 1n a video,
implemented by at least one processor, the method compris-
ng:

generating residual values of the color component by

performing intra prediction on a current prediction
block;

generating information related to intra prediction to 1ndi-

cate an 1ntra prediction mode for the current prediction
block of the color component; and

performing entropy-encoding on quantized transforma-

tion coeilicients of the residual values of the color
component and the information related to intra predic-
tion to output a bitstream,

wherein the intra prediction 1s performed, based on an

intra prediction mode determined from a neighboring
block of the current prediction block of the color
component, or based on an intra prediction mode
determined from among a plurality of intra prediction
modes,

the information related to intra prediction 1s generated to

indicate the determined intra prediction mode.
3. An apparatus for processing a color component 1n a
video, the apparatus comprising at least one processor
configured to:
generate residual values of the color component by per-
forming intra prediction on a current prediction block,

generate information related to intra prediction to indicate
an intra prediction mode for the current prediction
block of the color component, and

perform entropy-encoding on quantized transformation

coellicients of the residual values of the color compo-
nent and the information related to intra prediction to
output a bitstream,

wherein the intra prediction 1s performed, based on an

intra prediction mode determined from a neighboring
block of the current prediction block of the color
component, or based on an intra prediction mode
determined from among a plurality of intra prediction
modes,

the information related to intra prediction 1s generated to

indicate the determined intra prediction mode.

4. A method of processing a color component 1n a video,
implemented by at least one processor, the method compris-
ng:

generating residual values of the color component by

performing intra prediction on a current prediction

block;
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generating information related to intra prediction to indi-
cate an intra prediction mode for the current prediction
block of the color component; and

performing entropy-encoding on quantized transforma-

tion coellicients of the residual values of the color
component and the information related to intra predic-
tion to output a bitstream,

wherein the intra prediction 1s performed,

based on an intra prediction mode determined from a
neighboring block of the current prediction block of
the color component, the neighboring block being
located on at least one of a left side of the current
prediction block of the color component or an upper
side of the current prediction block of the color
component, or

based on an intra prediction mode determined from
among a plurality of intra prediction modes, the
plurality of intra prediction modes include a direct
current (DC) prediction mode, a vertical prediction
mode and a horizontal prediction mode,

the information related to intra prediction 1s generated to

indicate the determined intra prediction mode.

5. An apparatus for processing a color component 1n a
video, the apparatus comprising at least one processor
configured to:

generate residual values of the color component by per-

forming 1ntra prediction on a current prediction block,

generate information related to 1ntra prediction to indicate
an intra prediction mode for the current prediction
block of the color component, and

perform entropy-encoding on quantized transformation

coellicients of the residual values of the color compo-

nent and the mformation related to intra prediction to
output a bitstream,

wherein the intra prediction 1s performed,

based on an intra prediction mode determined from a
neighboring block of the current prediction block of
the color component, the neighboring block being
located on at least one of a left side of the current
prediction block of the color component or an upper
side of the current prediction block of the color
component, or

based on an intra prediction mode determined from
among a plurality of intra prediction modes, the
plurality of intra prediction modes include a direct
current (DC) prediction mode, a vertical prediction
mode and a horizontal prediction mode,

the information related to intra prediction 1s generated to

indicate the determined intra prediction mode.

6. A method of processing a color component 1n a video,
implemented by at least one processor, the method compris-
ng:

generating prediction values for a current prediction block

of the color component by performing intra prediction

on the current prediction block;

generating residual values of the color component based

on the prediction values for the current prediction block

of the color component and the original values for the
current prediction block of the color component;

performing transformation on the residual values of the
color component to generate transiform coeflicients of
the color component;

performing quantization on the transform coethicients of

the color component to generate quantized values of the

color component;
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generating information related to intra prediction to 1ndi-
cate an 1ntra prediction mode for the current prediction
block of the color component; and

performing entropy-encoding on the quantized values of

the color component and the information related to
intra prediction to output a bitstream,

wherein the intra prediction i1s performed,

based on an intra prediction mode determined from a
neighboring block of the current prediction block of
the color component, the neighboring block being
located on at least one of a left side of the current
prediction block of the color component or an upper
side of the current prediction block of the color
component, or

based on an intra prediction mode determined from
among a plurality of mftra prediction modes, the
plurality of intra prediction modes include a direct
current (DC) prediction mode, a vertical prediction
mode and a horizontal prediction mode,

the information related to intra prediction 1s generated to

indicate the determined intra prediction mode.

7. An apparatus comprising a bitstream stored on a
non-transitory computer-readable storage medium, the bit-
stream being generated by executing operations for video
encoding using at least one processor of the apparatus, the
bitstream comprising:

residual values of the color component generated by

performing intra prediction on a current prediction

block; and

information related to intra prediction to indicate an intra

prediction mode for the current prediction block of the

color component,

wherein the operations, executed using the at least one

processor of the apparatus, include:

performing the intra prediction, based on an intra
prediction mode determined from a neighboring
block of the current prediction block of the color
component, or based on an intra prediction mode
determined from among a plurality of intra predic-
tion modes;

generating the information related to intra prediction to
indicate the determined intra prediction mode, and

outputting the bitstream by performing entropy-encod-
ing on quantized transformation coeflicients of the
residual values of the color component and the
information related to intra prediction.

8. An apparatus comprising a bitstream stored on a
non-transitory computer-readable storage medium, the bit-
stream being generated by executing operations for video
encoding using at least one processor of the apparatus, the
bitstream comprising:

residual values of the color component generated by

performing intra prediction on a current prediction

block; and

information related to intra prediction to indicate an intra

prediction mode for the current prediction block of the

color component,

wherein the operations, executed using the at least one

processor of the apparatus, include:

performing the intra prediction,

based on an intra prediction mode determined from a
neighboring block of the current prediction block of
the color component, the neighboring block being
located on at least one of a left side of the current
prediction block of the color component or an upper
side of the current prediction block of the color
component, or
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based on an intra prediction mode determined from
among a plurality of intra prediction modes, the
plurality of intra prediction modes include a direct
current (DC) prediction mode, a vertical prediction
mode and a horizontal prediction mode,
generating the mformation related to intra prediction to
indicate the determined itra prediction mode, and

outputting the bitstream by performing entropy-encoding,
on quantized transformation coethicients of the residual
values of the color component and the information
related to intra prediction.

9. An apparatus comprising a bitstream stored on a
non-transitory computer-readable storage medium, the bit-
stream being generated by executing operations for video
encoding using at least one processor of the apparatus, the
bitstream comprising:

quantized values of the color component generated by

performing intra prediction on the current prediction
block to generate prediction values for a current pre-
diction block of the color component, by generating
residual values of the color component based on the

prediction values for the current prediction block of the
color component and the original values for the current
prediction block of the color component, by performing
transformation on the residual values of the color

component to generate transiorm coeflicients of the
color component, and by performing quantization on
the transiform coeflicients of the color component; and

information related to intra prediction to indicate an intra
prediction mode for the current prediction block of the
color component,
wherein the operations, executed using the at least one
processor of the apparatus, include:
performing the intra prediction, based on an intra
prediction mode determined from a neighboring
block of the current prediction block of the color
component, or based on an intra prediction mode
determined from among a plurality of intra predic-
tion modes,
generating the information related to intra prediction to
indicate the determined intra prediction mode, and
outputting the bitstream by performing entropy-encod-
ing on the quantized values of the color component
and the information related to intra prediction.
10. An apparatus comprising a bitstream stored on a
non-transitory computer-readable storage medium, the bit-
stream being generated by executing operations for video
encoding using at least one processor of the apparatus, the
bitstream comprising:
quantized values of the color component generated by
performing intra prediction on the current prediction
block to generate prediction values for a current pre-
diction block of the color component, by generating
residual values of the color component based on the
prediction values for the current prediction block of the
color component and the original values for the current
prediction block of the color component, by performing
transformation on the residual values of the color
component to generate transform coeflicients of the
color component, and by performing quantization on
the transform coellicients of the color component; and

information related to intra prediction to indicate an intra
prediction mode for the current prediction block of the
color component,
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wherein the operations, executed using the at least one
processor of the apparatus, include:
performing the intra prediction,
based on an intra prediction mode determined from
a neighboring block of the current prediction
block of the color component, the neighboring
block being located on at least one of a left side of
the current prediction block of the color compo-
nent or an upper side of the current prediction
block of the color component, or
based on an intra prediction mode determined from
among a plurality of intra prediction modes, the
plurality of intra prediction modes include a direct
current (DC) prediction mode, a vertical predic-
tion mode and a horizontal prediction mode,
generating the information related to intra prediction to
indicate the determined intra prediction mode, and
outputting the bitstream by performing entropy-encod-
ing on the quantized values of the color component
and the information related to intra prediction.
11. An apparatus comprising a bitstream stored on a

non-transitory computer-readable storage medium, the bit-
stream being generated by executing operations for video
encoding using at least one processor of the apparatus, the
bitstream comprising:

quantized values of the color component generated by
performing intra prediction on the current prediction
block to generate prediction values for a current pre-
diction block of the color component, by generating
residual values of the color component based on the
prediction values for the current prediction block of the
color component and the original values for the current
prediction block of the color component, by performing
transformation on the residual values of the color
component to generate transform coeflicients of the
color component, and by performing quantization on
the transform coeflicients of the color component;
prediction mode information to indicate whether the intra
prediction or inter prediction 1s performed; and
information related to intra prediction to indicate an intra
prediction mode for the current prediction block of the
color component,
wherein the operations, executed using the at least one
processor of the apparatus, imnclude:
performing the intra prediction,
based on an intra prediction mode determined from
a neighboring block of the current prediction
block of the color component, the neighboring
block being located on at least one of a left side of
the current prediction block of the color compo-
nent or an upper side of the current prediction
block of the color component, or
based on an intra prediction mode determined from
among a plurality of intra prediction modes, the
plurality of intra prediction modes include a direct
current (DC) prediction mode, a vertical predic-
tion mode and a horizontal prediction mode,
generating the information related to intra prediction to
indicate the determined intra prediction mode, and
outputting the bitstream by performing entropy-encod-
ing on the quantized values of the color component,
the prediction mode information, and the informa-
tion related to intra prediction.
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