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1
TELECOMMUNICATIONS NETWORKS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. Nationalization of PCT Appli-
cation Number PCT/GB2015/050025, filed on Jan. 8, 20135,
which claims prionity to GB Patent Application No.

1400302.4, filed on Jan. 8, 2014, the entireties of which are
incorporated herein by reference.

TECHNICAL FIELD

The present invention relates to a mobile telecommuni-
cations network including a radio access network having
radio means for wireless communication with a plurality of
terminals registered with the telecommunications network
and control means operable to provide services to the users
of the terminals connected thereto; and a core including a
store of policy information. A corresponding method 1s also
provided.

BACKGROUND TO THE INVENTION

Recently, a dramatic rise 1 sales of both smart-phones
and laptop data cards has resulted in a substantial increase 1n
the amount of data communications passing through mobile
telecommunications networks. This volumetric increase can
also be attributed to enhancements made to the capabilities
of the networks. The most popular use for mobile data 1s
HTTP browsing, although usage of HTTP streaming 1is
growing considerably. Other mobile data uses include HTTP
downloading and Peer-to-Peer (P2P) activities such as file
sharing.

This ability to use the cellular networks for mobile data
services, such as Internet browsing 1s resulting in subscrib-
ers treating their mobile networks in much the same way as
they treat their fixed networks. That 1s, users are tending to
expect the same service from the Internet, 1rrespective of
their access method. However, mobile networks have a more
restricted capacity and are more costly to operate, as com-
pared to fixed networks.

In this regard, from the network operator’s viewpoint, as
the mobile broadband traflic volume carried over 2G, 3G,
HSPA (High Speed Packet Access) and 4G networks con-
tinues to grow, the cost of supporting this data volume 1s
becoming more and more expensive based on the current
network architecture and deployments. This cost differential
1s exacerbated by one of the current business models being
utilised, whereby operators charge a flat rate for unlimited
amounts ol data.

The increased usage 1s also unfortunately likely to result
in an increase of data traflic jams, and hence a degradation
of service for mobile users if not properly managed.

It has been proposed to control data-heavy users by
“choking” the bandwidth available to them when a maxi-
mum data volume limit 1s exceeded. Whilst this addresses
the problem on an individual level, it does not address the
network capacity problem as a whole.

It 1s therefore apparent that mobile broadband i1s at a
crossroads as networks and business models are strained by
bandwidth demand that 1s unmatched by revenue generation.

These problems will only get worse with moves to
position mobile data as a replacement for fixed DSL (Digital
Subscriber Line) access and with the advent of higher radio
access speeds with 4G LTE/SAE (Long Term Evolution/

System Architecture Evolution) network. A large percentage
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of this trathic will consist of data which 1s destined for the
public Internet, a significant proportion of which mobile
operators will not be able to add value to, despite carrying
the data on their own backhaul transport, core transport or
cellular core infrastructure.

In addition to the problems discussed above, conventional
mobile telephone communications networks have architec-
tures that are hierarchical and traditionally expensive to
scale. Many of the network elements, such as the BTS,
routers, BSC/RNC etc are proprietary: devices of one manu-
facturer often do not interface with devices from another
manufacturer. This makes it dithicult to mtroduce new capa-
bilities 1nto the network as a diflerent interface will be
required for devices from each manufacturer. Further, con-
ventional base stations are not capable of intelligent local
routing or processing. Furthermore, the capacity of existing
networks 1s not always used effectively. For example, many
cell sites are under used, whilst others are heavily used.

The current cellular network architecture has the follow-
ing disadvantages:—

Hierarchical and expensive to scale

Backhaul 1s a major problem

Proprietary platforms: BTS, BSC/RNC etc

Closed nodes and interfaces

Very limited application or customer awareness (except

for QoS priority)

No mtelligent local routing or processing

Ineflicient use of installed capacity

There 1s therefore a need to overcome or ameliorate at
least one of the problems of the prior art. In particular there
1s a need to address the needs of both the network operators
and the users 1 1improving the provision of mobile broad-
band data services.

EP2315412 describes the introduction of a novel platform
at the network edge. To open the radio access part a “General
Purpose Hardware Platform™ may be implemented at the
network edge. This may allow operators to split the func-
tions of an Radio Network Controller (RNC) and/or a
(¢)NodeB between hardware and software. As a conse-
quence operators have the capability to place applications
and content directly at the edge of the network.

Despite the capability to place content and applications at
the edge, such as games, M2M, CDN or cached content,
mandatory core network functions, such as Lawiul Intercept
(LI), Adult Content Filter (ACF), charging or others, must
still be supported.

As content and applications located at different radio
locations require the same services and functions located 1n
the core network, the mobile operator has to offer a service
parity 1f a user or machine gets served e.g. content from the
¢.g. (¢)NodeB or the core network. This 1s seen as one of the
major 1ssues i bringing content and applications to the radio
locations. The proposed solution should preferably offer all
functions and services oflered by the core and Gi1 networks
to the customers.

The following known arrangements are, in the majority,
disclosed in EP2315412 and will now be described with
reference to the accompanying Figures in which:

FIG. 1 illustrates known a high level packet data network
architecture, usetul for explaining the prior art and embodi-
ments of the present mvention;

FIG. 2 illustrates the mtroduction of a functional “plat-
form™ 1n a 3G network;

FIG. 3 shows the “platform™ 1n more detail provided 1n
the Radio Access Network:

FIG. 4 shows possible locations of the platform within a
mobile telecommunications network:
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FIG. 5 1s a flow chart showing the steps performed when
a mobile terminal 1s activated;

FIG. 6 shows the optimisation of content delivery to a
mobile terminal;

FI1G. 7 shows a further optimisation of content delivery to
a mobile terminal;

FIG. 8 1s a flow chart showing the procedures performed
when a mobile terminal moves within the network;

FIG. 9 shows the transier of information between plat-
forms.

In the figures, like elements are generally designated with
the same reference numbers.

Key elements of a 3G mobile telecommunications net-
work, and 1ts operation, will now brietly be described with
reference to FIG. 1.

Each base station (e.g. Node B 1 and Femto 2) corre-
sponds to a respective cell of the cellular or mobile tele-
communications network and receives calls from and trans-
mits calls to a mobile terminal (not shown) 1n that cell by
wireless radio communication 1n one or both of the circuit
switched or packet switched domains. The mobile terminal
may be any portable telecommunications device, including,
a handheld mobile telephone, a personal digital assistant
(PDA), machine to machine device (M2M) or a laptop
computer equipped with a network access datacard.

The nodeB 1 or Femto 2 can be considered to comprise
two main parts: a radio frequency part (radio unit) and a
baseband part. The radio frequency part handles the trans-
mission of radio frequency signals between the antenna of
the nodeB 1 or Femto 2 and the mobile terminal, and for
converting radio frequency signals into digital baseband
signals (and vice versa). The baseband part 1s responsible for
controlling and managing the transmission of the baseband
signals to other components of the mobile telecommunica-
tions network.

In a macro 3G network, the Radio Access Network (RAN)
comprises Node Bs and Radio Network Controllers (RNCs).
The Node B i1s the function within the 3G network that
provides the physical and transport radio link between the
mobile terminal (User Equipment, UE) and the network. The
Node B performs the transmission and reception of data
wirelessly across the radio interface, and also applies the
codes that are necessary to describe channels in a WCDMA
system. The RNC 1s responsible for control the Node Bs that
are connected to 1t. The RNC performs Radio Resource
Management (RRM), some of the mobility management
functions and 1s the point where encryption 1s done before
user data 1s sent to and from a mobile terminal. The RNC
connects to the Circuit Switched Core Network through a
Media Gateway (MGW) (or MSC/MSS 1n case of R4
architecture) and to an SGSN (Serving GPRS Support Node)
5 1n the Packet Switched Core Network. In FIG. 1, Node B
1 1s controlled by RNC 3 across the Iub interface. An RNC
may control more than one node B.

FIG. 1 also illustrates a Femto 3G RAN, with Femto 2
operating as the base station. Femto 2 1s connected to an
Access Gateway (AGW) (a.k.a Concentrator) 4 via an Iuh
interface. Femto 1s an abbreviation of “femto-cells”, and
many other different names have been used, including home
access points (HAPs), access points (APs) and femto-base
stations, but all names refer to the same apparatus.

The radio link between the Femto 2 and the mobile
terminal uses the same cellular telecommunication transport
protocols as Node B 1 but with a smaller range—ifor
example 25 m. The Femto 2 appears to the mobile terminal
as a conventional base station, so no modification to the
mobile terminal 1s required for it to operate with the Femto
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2. The Femto 2 performs a role corresponding to that of
Node B 1 in the macro 3G RAN.

The Femto 2 would typically be configured to serve a
home or oflice, 1n addition to GSM/UMTS/LTE networks.
The WLAN could belong to the subscriber of the mobile

terminal, or be an independently operated WLAN. The
owner of Femto 2 can prescribe whether it 1s open or closed,
whereby an open AP 1s able to carry communications from

any mobile device in the GSM/UMTS/LTE network, and a

closed AP 1s only able to carry communications from
specific pre-assigned mobile devices.
Conventionally, 1n a 3G network (macro or Femto), the

RANs are controlled by a mobile switching centre (MSC)
and an SGSN (Serving GPRS Support Node) 5 of the core

network. The MSC supports communications in the circuit
switched domain, whilst the SGSN 5 supports communica-
tions 1n the packet switched domain—-such as GPRS data
transmissions. The SGSN 1s responsible for the delivery of
data packets from and to the mobile terminals within 1ts
geographical service area. It performs packet routing and
transier, mobility management (attach/detach and location
management), logical link management, and authentication
and charging functions. A location register of the SGSN
stores location mformation (e.g., current cell, current VLR)
and user profiles (e.g., IMSI, address(es) used 1n the packet
data network) of all mobile terminals registered with this
SGSN. In FIG. 1, since the embodiment 1s concerned with
data transmaission, only the SGSN 1s illustrated as being 1n
communication with RNC 3 and AGW 4, across the Iu
interface. The RNC 3 typically has a dedicated (not shared)
connection to 1its SGSN 5, such as a cable connection.

Communications between the AGW 4 and the SGSN 5 are
preferably IP based communications, and may be, for
example, transmitted over a broadband IP network. Further
the connection between the Femto and the AGW 4 may use
the PSTN (Public Switched Telephone Network). Typlcally
a DSL cable connects the AGW to the PSTN, and data 1s
transmitted there-between by IP transport/DSL transport.
The Femto or AGW converts the cellular telecommunica-
tions transport protocols used between the mobile terminal
and the Femto 2 to the appropriate IP based signalling. The
Iuh 1nterface 1s similar to RAP with some Femto extensions.

The femto 2 may be connected to the AGW by means
other than a DSL cable and the PSTN network. For example,
the femto 2 may be connected to the AGW by a dedicated
cable connection that 1s independent of the PSTN, or by a
satellite connection.

The SGSN 5 15 in communication with the GGSN 6
(Gateway GPRS Support Node) across the Gn interface. The
GGSN 1s responsible for the interworking between the
GPRS network and external packet switched networks, e.g.
the Internet. The GGSN enables the mobility of mobile
terminals 1n the networks. It maintains routing necessary to
tunnel the Protocol Data Units (PDUs) to the SGSN that
service a particular mobile terminal. The GGSN converts the
GPRS packets coming from the SGSN 1nto the appropriate
packet data protocol (POP) format (e.g., IP or X.25) and
sends them out on the corresponding packet data network. In
the other direction, POP addresses of incoming data packets
are converted to the mobile network address of the destina-
tion user. The readdressed packets are sent to the responsible
SGSN. For this purpose, the GGSN stores the current SGSN
address of the user and their profile 1n 1ts location register.
The GGSN 1s responsible for IP address assignment and 1s
the default router for the connected mobile terminal. The
GGSN also performs authentication and charging functions.
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Other functions include IP Pool management and address
mapping, QoS and POP context enforcement.

In turn the GGSN 6 may route data via any applicable
Value Added Service (VAS) equipment 7, before data 1s
torwarded towards its intended destination via the Internet 8.
As an example of the functionality of the VAS equipment,
the traflic may be inspected for adult content before reaching,
the end-user 1f this user 1s under 18 years of age.

For billing purposes, for example, a PCRF (Policy and

Charging Rules Function) apparatus 9 1s also provided, 1n
communication with the GGSN 6.

The SGSN 5. GGSN 6, VAS 7 and PCRF apparatus 9

comprise the core network of the mobile telecommunica-
tions network. The core also comprises further elements,
such as the HLR 1s (which 1s not shown).

Mobile telecommunications networks have an active state
of communication with their mobile terminals and an 1nac-
tive/idle state of communication with their terminals. When
in the active state, as the mobile terminals move between
different cells of the network, the communication session 1s
maintained by performing a “handover” operation between
the cells. In the 1nactive/idle state, as a mobile terminal
moves between different cells of the network the mobile
terminal performs “cell reselection” to select the most
appropriate cell on which to “camp” 1n order that the mobile
terminal can be paged by the network when mobile termi-
nating data 1s destined for that mobile terminal.

Conventionally, the mobile terminal or network deter-
mines whether a handover/cell reselection procedure should
be triggered 1n dependence upon measurements of the radio
signals of the cells 1n the region of the mobile terminal. A
filter 1s applied to the signals (either by the network or by the
mobile terminal) which calculates an average (e.g. arith-
metical mean) value of these signals over a particular time
period. The filtered/average values of the cells are then
compared with each other or with a threshold value. In
dependence upon these comparisons, cell reselection/han-
dover related procedures are triggered. This cell reselection/
handover process generally comprises taking radio signal
measurements of neighbouring cells and comparing these to
cach other and to the radio signal of the current cell to
determine which cell provides the best signal strength/
quality. Handover/reselection to the best cell can then occur.

Generally calculations to determine whether to perform a
handover from one base station to another base station are
performed by the network, whereas calculations whether to

perform cell reselection are performed by the mobile termi-
nal.

Data 1n a mobile telecommunications network can be
considered to be separated into “control plane” and “user
plane”. The control plane performs the required signalling,
and includes the relevant application protocol and signalling
bearer, for transporting the application protocol messages.
Among other things, the application protocol 1s used for
setting up the radio access bearer and the radio network
layer. The user plane transmits data trathic and includes data
streams and data bearers for the data streams. The data
streams are characterised by one or more frame protocols
specific for a particular interface. Generally speaking, the
user plane carries data for use by a recerving terminal—such
as data that allow a voice or picture to be reproduced—and
the control plane controls how data are transmitted.

In addition to the elements and functions described above,
mobile telecommunications networks also include facilities
for transmitting SMS messages. SMS messages are trans-
mitted over the control plane only (and not the user plane).
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This architecture 1s what currently 1s being used to carry
all packet data to and from mobile terminals. That 1s, 1n
today’s implementation of the Packet data architecture, user
plane traflic traverses across all the network elements shown
between the Node B or Femto on which the user 1s camped
and the internet. That 1s, all data 1s directed from the
applicable RAN through the core network components
SGSN, GGSN and VAS before reaching the imnternet. All PS
tratlic accordingly follows the same path and therefore has
the same network costs. All applications are processed on
the client (on the mobile device) or on the server (which 1s
connected to the internet), and the network core therefore
acts like a bit-pipe in the current architecture. For data,
where the mobile network operator cannot add any value by
carrying it on 1ts own backhaul transport, core transport or
cellular core 1nfrastructure (the core network), such as data
destined for the public internet without required intervention
from the core network, there 1s no benefit to routing this data
via the core network.

However, a large percentage of this traflic can be handled
in a more telligent manner for example through content
optimisation (Video & Web), content caching, or locally
routed or directly routing content to the public Internet. All
these techniques reduce the mnvestment required by a mobile
operator to carry the data on its own backhaul and core
transport or cellular core infrastructure.

In order to offer low cost packet data, to support new
services and to manage customer expectation, a step-change
reduction in the end-to-end cost per bit 1s required.

Mobile operators want to reduce their packet data han-
dling costs through alternate network architectures based on
commoditised IT platforms, breaking away from the tradi-
tional architecture based on their voice legacy. These new
network architectures overcome the Access architecture
issues of today

In order to successtully offer cheap packer data and be
able to compete with the fixed broadband offers (flat fee) a
solution 1s proposed which focuses on the reduction of the
end-to-end cost per bit, especially for Internet access ser-
viCe.

This enables mobile operators to reduce packet data
handling costs by means of an alternative network cost
model architecture, which breaks out of the traditional
network architecture and nodes and utilises lower cost
transport networks to optimise the data flow.

In this regard, FI1G. 2 shows a high level description of the
architecture that may be adopted to deploy this on a 3G
network. Such an architecture 1s described 1n EP2315412.

According to this arrangement, novel “platforms™ (control
units/means, also referred to as “SAV1”) 24, 25, 26 for
performing functions such as caching, routing, optimisation
and offload/return decision functionality are integrated into
the network. This decision functionality may be incorpo-
rated 1n the radio architecture. In this regard, the platforms
24, 25, 26 may be incorporated into the NodeBs 1 (25),
RNCs 3 (26) or exist as separate physical entities (24). It 1s
these platforms 24, 25, 26 that, for example, determine the
path of communications originating from the mobile termi-
nals.

The exact placement of the platform 24, 25, 26 1s not
essential, and, for a macro 3G network, 1t can be placed at
or between the Node Bs and the RNCs, and also between the
RNCs and the SGSNs (or any combination thereof). It would
also be possible to place the platiorm 24, 25, 26 at the GGSN
or P-GW.

In the 3G Macro network, the aim 1s to offload a high
percentage of the macro network tratlic from the core and




US 10,194,448 B2

7

transport (IuPS, Gn, etc) by diverting specific tratlic type for
certain user(s) class directly to the Internet.

Where the platform 24, 25 1s located 1n the Node Bs (or
on the Iub interface), 1t may be possible to redirect the data
from all the remaining mobile network elements (e.g. the
RNC, SGSN, GGSN and VAS for macro 3G), and sending
the data directly to the Internet 8. In a similar manner, where
the platform 26 1s located at the RNC (or on the Iu interface),
it becomes possible to redirect the data from the SGSN 5,
GGSN 6 and the VAS 7. The alternative data route 1is
preferably a DSL using ADSL.

It 1s also preferable to aggregate the alternative data routes
tor each cell, where applicable. In this regard, each cell will
have at least one RNC 3 and a plurality of Node Bs, so where
the decision blocks are situated at or in the vicinity of the
Node Bs, for instance, there will be a plurality of links which
should ideally be aggregated before being passed to the
Internet 8. At the point of this aggregation 42, there is
preferably a further decision block which enables data to be
returned to the legacy route. For instance, a new policy rule
may have been implemented, which requires or enables
previously offloaded data to be returned to the core network
route. This new policy rule may be communicated to the
return decision module by the core network policy module.
In FIG. 2, this returning of data 1s only shown to the VAS 7,
but the data may be returned to one or more of the other core
network elements.

Each of the NodeBs 1 1s connected to the mobile network
core through a Point of Concentration (PoC) 27. All traflic
from the NodeBs 1 which 1s to be routed through the core
mobile network 1s routed to the PoC 27. This includes both
user plane and control plane data. On the control plane level,
the PoC 27 routes data to and from the SGSN 5 and the
GGSN 6. Control data 1s also sent to and from other core
network components, including the Lawiful Interception
Database (LI DB) 30, DNS Server 32, Policy Server 9
(including Charging rules and IT Network 9A) and Home
Location Register/Home Subscriber Server (HLR/FISS) 36
(which contains subscriber and device profile and state
information).

User plane data 1s transmitted by the PoC 27 to the SGSN
5 and the GGSN 6. From the GGSN 6, data 1s routed across
a VAS 7 node to the Internet 8. In 3G this 1s the standard data
path from the mobile terminals to the Internet.

The embodiment of FIG. 2 1s 1n relation to a 3G network.
Embodiments of the imnvention are equally applicable to 4G
(LTE/SAE) networks.

The LTE/SAE macro network includes eNode Bs which
make up the RAN. The eNode Bs effectively combine the
tfunctionality of the node B and the RNC of the 3G network.
These eNodeBs are the network components which com-
municate with the mobile communication devices. It 1s
envisaged that the eNodeBs will be arranged 1n groups and
cach group controlled by a Mobility Management Entity
(MME) and a User Plane Entity (UPE).

The MME performs many of the mobility functions
traditionally provided by the SGSN. The MME terminates
the control plane with the mobile device. It 1s responsible for
terminating NAS (Non Access Stratum) Signalling such as
MM (Mobility Management) and SM (Session Manage-
ment) information as well as coordinating Idle Mode pro-
cedures. Other responsibilities of the MME 1include gateway
selection inter MME Mobility and authentication of the
mobile device.

The UPE manages protocols on the user plane such as,
storing mobile terminal contexts, terminating the Idle Mode
on the user plane, and PDP context encryption.
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The platforms would operate i the same manner as
described 1n relation to the 3G network. The platforms may
be located at many different locations in the 4G network.

Arrangements 1n which the Radio Access Network con-
trols the use of resources by mobile terminals will now be

described.
Platform Architecture
As discussed above, a mobile telecommunication network

1s modified by the introduction of a “platform™ 24,25,26.
Such a platform (or control unit/means, also referred to as
“SAV1”) 1s shown 1n more detail at 700 FIG. 3 and which
includes three principal parts: soft nodes 702 (physical/
transport layer), network functions 704 and services 706
(application layer).

The platform 700 communicates with the radio frequency/
RF part (radio unit) of a base station, such as a NodeB 1. The
soit nodes 702 of the platform 700 comprise components
such as a soft NodeB 708, soft BTS 710, soft eNodeB 711
and soft RNC 712 and soft SGSN/GGSN 714. The soft
nodeB 708 provides functions equivalent to the baseband
part of a conventional NodeB 1n a 3G telecommunications
network. The soft BTS 710 provides baseband functions
equivalent to the baseband functions of a BTS 1n a conven-
tional 2G mobile telecommunications network. The soft
enodeB 711 provides baseband functions equivalent to the
baseband functions provided by a conventional enodeB 1n a
4G mobile telecommunications network. The plattorm 700
may therefore communicate with the radio frequency part of
a 2G, 3G or 4G base station and provide appropriate
baseband services for 2G, 3G or 4G technologies (or indeed
for other technologies). A 3G mobile terminal that wishes to
obtain telecommunication services from the mobile tele-
communications networks connects wirelessly to the radio
frequency part of a NodeB. Baseband functions may be
provided either by a baseband part of the conventional
NodeB or by the soft NodeB 708 forming an element of the
soit node part of the platform 700. For example, the soft
NodeB 708 may receive radio measurements from the radio
frequency part of the NodeB to which it 1s connected, and
may provide these radio measurements to other elements of
the platform 700.

The network functions part 704 of the platform 700
includes modules for performing functions similar to those
performed by the core network of a mobile telecommuni-
cations network, such as billing 720, location tracking 722
and the radio resource management (RRM) 724. The net-
work functions may further comprise an offload decision
module 726 that performs a function similar to the offload
decision modules 24, 25 and 26 described above. The
network functions part 704 may turther comprise a caching
function 728 and Content Delivery Network function 730.

The network functions part 704 of the platform 700
provides an Application Programming Interface (API)
framework to the services part 706 of the platform 700. The
services part 706 of the platform supports a plurality of
applications 740, 742 etc.

The network functions fall into three main categories,
those that enable the network operation (e.g. charging,
O&M), those that support service operation (e.g. Location)
and those that optimise the usage of the network by certain
applications and services (e.g. Caching, Video Optimisa-
tion).

The applications supported on the Platform 700 are the
entities that supply or demand the flow of data on the
network, akin to a server on the internet, e.g. gaming server,
navigation server.
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The API 1s implemented by a software program running,
on the network function part 704 which presents a novel
standardised interface for the applications 740, 742 etc of the
services part 706. The novel standardised API provides a
consistent interface, defining communication protocols,
ports etc. Full details of the API may be published to allow
a multiplicity of applications to be developed for the plat-
form 700 by multiple developers. This should be contrasted
with prior art arrangements where each component of a
mobile telecommunications network (such as BTS, BSC/
RNC, SGSN etc) 1s proprietary and tends to have a unique
interface, meaning that a different application must be
written for each node of a conventional network.

The applications 740, 742 etc may provide services to
users of the telecommunications network by co-operating
with other parts of the platform 700.

The details of the use of each application used by a user
ol the mobile telecommunications network are stored in an
application context/container. The Application context con-
tains application names, protocol used to carry such appli-
cation, their characteristics that are measured/reported over
period of time and some statistical information about these
applications (volume, number of users using these applica-
tions, etc.).

As shown 1 FIG. 4, a platform 700 may be provided at

cach base station of the mobile network (where it 1s con-
nected to the radio frequency part of the base station—
NodeB 1 1n FIG. 2), forming an access node 800. Platform
700 may also be provided at the RNC (item 3 1n FIG. 2)
where 1t forms a gateway 802. The access node 800 and the
gateway 802 are both configured to communicate directly
with the network core 804 (for example, comprising the
SGSN 5, GGSN 6 and VAS 7). The access node 800 and
gateway 802 may also be connected to the internet 8 for
direct 1nternet access via direct links 806 and 808, respec-
tively, such that at least a portion of the core network 804 1s
bypassed in the manner described above.

The following are examples of access technologies that

can be provided within the access node 700:

3GPP: GSM/GPRS, UMTS/HSPA & LTE

IEEE: 802.11 family & 802.16 family

ITU: DSL, ADSL, VDSL, VDSL2

Allocation of Functions to Platforms

The steps performed when a mobile terminal 1s activated

at a NodeB, at the Femto or at the Access Point (AP) of the
network which icludes the novel platform 700 will now be
described with reference to FIG. 5. At step 9A the mobile
terminal (UE) 1s activated within the coverage area of a
particular NodeB, at the Femto or at the AP. The access part
of the NodeB, at the Femto or at the AP communicates
information from the mobile terminal to the platform 700
associated with the NodeB, at the Femto or at the AP. At step
9B the platform 700 then allocates the baseband NodeB, at
the Femto or at the AP function and the RNC or BRAS
(Broadband Remote Access Server) function either at access
node 800 at the NodeB at the Femto or at the AP site or at
the gateway 802 at the RNC or BRAS site of the network or
even from neighbouring nodes that have spare resources to
pull. The decision as to whether the RNC or BRAS function
1s allocated at the platform 700 of access node 800 or the
gateway node 802 may be made depending on various
criteria, including:

The device type—1or example this decision can be based
on the radio access capabilities that the mobile terminal
indicates upon activation, such as whether 1t 1s operat-
ing in the circuit switched or packet switched domains.
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The location of the mobile terminal. If the mobile terminal
1s near the edge of the cell (which can be determined by
network power measurements or neighbour cell mea-
surements from the mobile terminal, within a plus or
minus 3 dB range for the RACH).

The establishment cause of the connection request: such
that the NodeB can filter the unnecessary signalling
information from the mobile terminal which 1s not
critical—tor example periodic routing area update mes-
sages.

Upon allocating the baseband NodeB at the Femto or at
the AP and the RNC or BRAS function, the NodeB at the
Femto or at the AP may allocate the mobile terminal to a
particular carrier dedicated to the RNC or BRAS function.

Once the RNC or BRAS function 1s allocated to either the
access node 800 or the gateway 802 at step 9C, other
functions performed by the platform 700 at the access node
800 (or other access node) and the gateway 802 (or other
gateway) are allocated to the mobile device. All other
platform functions may be provided by the platform where
the RNC or BRAS function 1s allocated to the mobile

terminal. However, a platform at a different location to that
which provides the RNC or BRAS function to the mobile
terminal may provide some or all other functions.

At step 9D the platform which 1s allocated the RNC or
BRAS function 1s provided with a Common ID message
from the core network 804.

At step 9E, this message 1s used by the platform 700 to
look up the complete subscription information for the
mobile terminal, as well as the resource requirements (QoS)
of the services required and negotiated PDP context, this
information being provided by the core network 804.

The subscription information relating to the device that 1s
obtained from the central nodes (e.g., core network) 804 1s
used to allocate the other functions at access node 800 and/or
the gateway 802 1n dependence upon various factors, includ-
ng:

Detailed information regarding the mobile terminal type
obtained from the core network.

-

T'he subscription characteristics of the mobile terminal.
The applications previously used most frequently by the
mobile terminal.

The characteristics of the applications previously used by
the mobile device and the performance requirements
thereof.

The historic mobility of the mobile terminal (speed,
connection, distance traveled etc).

The location of the mobile terminal and the likely desti-
nation of traflic from the mobile terminal based on historic
usage patterns.

The load of the NodeB providing RF services to the
mobile terminal, and the historic traflic trends at that NodeB
at Femto or at AP.

The characteristics of the NodeB at the Femto or at the AP
providing RF services (for example, the location, what other
devices are connected through the NodeB at the Femto or at
the AP, the number of machine to machine devices being
attached and served by the NodeB, etc).

As mentioned above, a single mobile terminal may have
platform functions/applications allocated on a plurality of
platforms. Generally, when a mobile terminal 1s near-sta-
tionary 1t 1s most eflicient for 1ts functions/applications to be
served from an access node 800 (1.e. distributed), whereas
mobile terminals with greater mobility (or lower anticipated
cell hold times) will be most efliciently served by having
fewer or no functions/applications served from the access

Node 800, and more or all functions/applications served
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from a gateway 802 (i1.e. centralised). The assignment of
functions/applications to a mobile terminal between an
access node 800 and a gateway 802 will also depend upon
the characteristics of the service type provided by the
application (for example, the average IP session duration,
the popularity of the particular application, the average
mobility of mobile terminal using the service provided by
the application etc).

Traflic management may be performed at the access node
800, where there 1s access to real-time radio information
from the radio frequency part of the NodeB, the Femto or the
AP serving the mobile device.

Centralised Radio Resource Management (RRM) may be
provided at the gateway 802, and maintains performance
across different access modes 800, which may have different
radio access technologies, frequency bands, coverage efc.
The RRM function 724 of the platform 700 of the gateway
802 may obtain information regarding radio traflic manage-
ment from each access node 800 to dynamically position
subscribers to particular radio technology. This technique
will be used to allocate network resources based on the
resource availability, application used and user mobility, For
example, the traflic management imnformation may be pro-

vided by the soft NodeB 708, Femto or AP of the platform
700 at the access node 800. This soft NodeB 708 obtains
radio information relating to the mobile terminal from the
radio frequency part of the NodeB to which the mobile
terminal 1s wirelessly connected.

For a particular mobile terminal, functions provided by an
access node 800 and gateway 802 may be coordinated to
work together 1n an advantageous manner (1.¢. a hybrid or
distributed arrangement). For example, the gateway 802
may set operating limits or ranges within which functions
performed by the access node 800 may be performed,
without reference to the gateway 802. When the functions
move outside the ranges set, control of those functions may
be passed to the gateway 802.

Further, the access node 800 and the gateway 802 may
cooperate to advantageously optimise content delivery to a
mobile terminal.

The optimisation of content delivery will now be
described with reference to FIG. 6 of the drawings. Content
may be optimised at gateway 802 and at an access node 800.
The gateway 802 may serve multiple access nodes 800, and
my distribute content to those multiple access nodes 800, for
onward transmissions from each of those access nodes 800
to a mobile terminal via the radio frequency part of NodeB,
the Femto or the AP serving that node. Radio quality
measurements are reported by the mobile terminal to the
access node 800 at regular intervals, such as 2 millisecond
intervals. Radio quality measurement relating to that mobile
terminal are transmitted between the radio frequency part of
the NodeB, the Femto or the AP serving the mobile terminal
to the access node 800 at regular intervals, such as between
2 and 10 millisecond intervals. These radio measurements
are received at the soft nodes 702 and are passed to functions
704 (e.g. to QoS function 732 for analysis). These radio
frequency measurements from the mobile terminal and the
NodeB are reported by the access node 800 to the gateway
802 (e.g. to QoS function 732 of the gateway 802 for
analysis) at regular intervals, such as itervals of between 1
and 10 seconds. The gateway 802 may receive radio inifor-
mation from multiple access nodes 800. The radio measure-
ments received by the gateway 802 may be analysed over a
relatively long period, such as between 1 and 2 minutes. The
radio quality measurements may be averaged (for example,
the arithmetical mean of the radio quality maybe deter-
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mined) over this time period. The transmission of content
from the gateway 802 may then be optimised according to
this calculation. Where the content 1s distributed by the
gateway 802 to a plurality of access nodes 800, the content
distribution will be based on the analysis of the radio quality
indicators from all of the access nodes 800. The analysis
may consider the maximum or peak radio performance over
the time period of between 1 and 2 minutes.

When the content 1s recerved by each access node 800, the
access node 800 then distributes the content to each mobile
terminal. This distribution 1s optimised based on real-time
network mode and mobile terminal specific radio link qual-
ity, as determined over a period of, for example, between 1
and 10 milliseconds. That 1s, content delivered to a mobile
terminal that has high radio link quality may be optimised in
a different manner to a mobile terminal that had poor radio
link quality.

The co-operation between access nodes 800 and gateways
802 may further enhance the distribution of content 1n a
manner now to be described with reference to FIG. 7.

When a mobile terminal requests a particular content
item, this request i1s transmitted to the access node 800
serving that mobile terminal, assuming that this 1s the first
request for this content item to the access node 800, the
access node 800 passes this request to the gateway 802
serving the access node 800. Assuming that this 1s the first
request for this content item from the gateway 802, the
gateway 802 retrieves the content from a content server. The
content 1s then provided by the content server to the gateway
802, and from there 1s distributed to the access node 800, and
onwardly to the requesting mobile terminal. Advanta-
geously, the gateway 802 maintains a record of content 1tems
that are requested frequently. When a content item 1s deter-
mined by the gateway 802 to be requested frequently, this 1s
stored 1n a cache 1110 associated with the gateway 802
(which may be the cache 728 of the platform 700). Subse-
quent requests for that content item from access nodes 800
to the gateway 802 can then be serviced by retrieving the
content item from the cache 1110 and distributing the
content item to the requesting access node 800, and thus
avoiding the need to request the content from the content
SErver.

The gateway 802 may be further configured to identify
popular content items that are likely to be requested by a
large number of access nodes 800. When 1t 1s determined
that a content 1tem 1s popular, the gateway 802 may push
these content 1tems to each of the access nodes 800 associ-
ated therewith (so that this content 1s hosted at the access
node 800, using Content Delivery Network (CDN) function
730 of the network tunctions 704 of the gateway 802 and the
access node 800). The content 1s then available at the access
node 800 for transmission to any mobile terminal that
requests 1t, without having to retrieve this content from the
gateway 802 or the content server. Advantageously, the
distribution of such content 1tems 1s performed 1n a manner
which takes into account the capacity or the congestion of
the link between the mobile terminal and the gateway 802
and the nature of the content. For example, typically a link
between a mobile terminal and the gateway 802 may expe-
rience very little usage and congestion 1n the early hours of
the morning. The content 1item can be advantageously trans-
mitted 1n between the gateway 802 and the access node 800
at this time, when there 1s spare capacity. The gateway 802
will determine whether the content item 1s suitable for
transmission on this basis, for example, by taking into
account a number of times that the content 1tem has been
requested, the size of the content 1tem and the storage space
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at the access node 800. If a content 1tem 1s relatively small
and 1s time-critical, such as news headlines, then such a
content 1tem may be distributed frequently throughout the
day, as such content 1s not suitable for transmission once a
day at early hours of the morning, as 1t becomes quickly out

of date.

Relocation of Mobile Terminal

The procedures performed when a mobile terminal moves
between cells 1n the mobile telecommunications network
will now be described with reference to FIG. 8. In the
conventional manner at step 12A, when the mobile terminal
moves to the edge of its current serving cell, the radio
measurements reported from the mobile terminal and the
radio frequency part of the NodeB, the Femto or the AP
serving that mobile terminal are used by the core network to
determine when to perform a handover and to which target
cell the handover should be performed. When the best target
cell has been 1dentified, handover to that target cell from the
serving cell 1t 1s performed at 12B in a conventional manner.

At step 120 selected platform functions may be relocated
from the source access node (that served the old cell) to the
destination access node (that serves the new target cell).

When the source and destination access nodes are served
by the same gateway, only base station function (such as soft
NodeB functions 708) may be relocated to the destination
access node.

The relocation of functions of the access nodes 1s per-
formed independently to the radio handover, so for some
time after the radio handover, the source access node con-
tinues to serve content to the mobile terminal through the
destination access node. The routing of data packets for the
3G network between the destination and the source access
nodes may be performed using an Iu interface between the

ANC or BRAS function 712 of the destination access node
and the SGSN/GGSN function 714 of the source access
node. Alternatively, the routing of data packets between the
destination and the source access nodes can be completed by
the SGSN/GGSN function 714 of the destination access
node connecting directly to functions of the source access
node through an IP interface.

After handover has been completed at step 12B, the
access node controlling the mobile terminal may be relo-
cated from the source access node to the destination access
node 1n coordination with the gateway. the standardised
handover decisions (mainly based on coverage, quality,
power, iterference, etc.) for 2G, 3G, LTE & fixed network
are used to move the mobile from one node or system to
another. However, the platform 700 introduces new oppor-
tunity to make the handover decision based on type or
characteristics of the certain application, type of user and the
QoS requirements.

The timing of the relocation of access node functions
from the source to destination platform may be dependent on
the following:

the duration of the current connection/communication of

the mobile terminal
the speed of movement of the mobile terminal
the characteristics of the applications being used by the

mobile device, the quality of service, the predicated
type and amounts of transmission ongoing.

The radio resource allocations status at the mobile termi-

nal

The respective node of the source and destination and

access nodes.

At step 12D, optionally, some functions will be reallo-
cated from the access nodes to the gateway. For example, 1
the destination access node 1s heavily loaded and 1s con-
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gested, or has a lower capability then the source access node,
or the mobile terminal 1s determined to be very mobile, 1t
may be advantageous to transier functions to the gateway.
Functions are reallocated from the access node to the
gateway by, for example, a Serving Radio Network Subsys-
tem (SRNS) relocation between the RNC function 712 of the
access node and the gateway. Alternatively the functions
may be reallocated by performing a radio reconfiguration of
user connection to the mobile terminal.

The reallocation of functions from an access node to the
gateway may be performed at call/communication sessions
set-up. At call/communication session set-up, further sub-
scriber information will be provided, which may be used by
the access node or gateway to be determine whether 1t would
be advantageous to reallocate functions from the access
node to the gateway. Reallocation of functions from the
access node 800 to the gateway 802 may be performed
during an active connection when a requirement of the
communication sessions has been modified, or where the
required resource 1s not available at the access node 800.

According to the same principles, applications may be
(re)located (or distributed) between access nodes 800 and
for gateways 802 to provide optimised application delivery/
best use of the communication resources.

As mentioned above, information about each application
used by the user at the mobile terminal 1s stored in an
application context. The application context 1s shared
between each access node 800 and gateway 802 that control
the user connection for that mobile terminal. One of the
access nodes 800/gateways 802 will be the “master” for that
particular application, and that will also be the master of an
application specific record 1n the application context. The
application context 1s advantageously periodically synchro-
nised between the access node 800 and the gateway 802.

The application information 1s the application context
specific to a particular mobile terminal, and this 1s passed
between access nodes and gateways during reallocation for
a mobile terminal, enabling the application to be seamlessly
passed access nodes/gateways, avoiding impacts to the user
experience.

FIG. 9 shows the transfer of application information
between access nodes and gateways.

Tailoring Bandwidth to Application

Radio measurements received from the radio frequency
part of the NodeB, the Femto or the AP serving the mobile
terminal are passed to the soft nodes 702 of the platform 700
(of the access node 800 or gateway 802 serving the mobile
terminal), and are passed to the network functions 704 of the
plattorm 700, which then distributes the measurements to
where necessary within the platform 700. The platform 700
has access to the subscriber information from the core
network, which allows the network functions 704 to deliver
data traflic 1n a manner that 1s optimised for radio conditions
as indicated by the radio measurements. The data traflic may
also be optimised according to the subscription of the user
of the mobile terminal available radio resource, mobile
terminal capability, and/or for the class of the terminal (e.g.
access technologies used). This optimisation allows band-
width usage to be balanced with customer experience. The
subscriber mformation may include information about the
price plan of the user of the mobile terminal. The mobile
network operator may track the type of application used by
the user, the total data usage of the user, and may difleren-
tially target radio resources the highest data value stream of
users.

By hosting applications 740, 742 1n the services part 706
of the platform the access node 800 (or at least the gateway
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802), the point of the network that 1s aware of the application
being used by the user of the mobile terminal closer in the
link between the mobile terminal and the core network to the
NodeB serving the mobile terminal. This enables the sharing
ol network resources to the most appropriate data streams,
such as the most profitable data streams. Such awareness of
the application to which a request for data transmission
relates allows the use of low value data streams, such as
peer-to-peer file sharing, to be allocated only limited band-
width, so that remaining bandwidth can be targeted to
particular users. In the uplink, transmission of data can be
controlled by the access node 800 (or gateway 802) hosting
the application to control data tlow appropriately before data
1s onwardly transmitted towards the core of the network
(which was not possible with conventional arrangements).

Application Programming Interlace (API)

As mentioned above, a novel API i1s provided which
defines the language that each of the software modules 740,
742 of the platform 700 use to communicate to coordinate to
optimise application delivery to users. The platform 700
negotiates which each application 740, 742 the specific
resource and performance requirements based on the appli-
cation characteristics, allowing the application to directly
communicate the scheduling performance requirements,
rather than using a predefined set of quality of service
parameters. This negotiation between the platform 700 and
the applications 740, 742 1s facilitated by the API.

The API may also facilitate the provision of radio link
quality information (e.g. from QoS function 732) to appli-
cations 740, 742.

The API may further enable the platform 700 to control
use of the applications 740, 742—e.g. to allow, disallow or
adapt the applications.

By way of example, the application 740 may be a Voice
over IP (VoIP) application. The nature of Voice over IP
communications 1s that there 1s a virtually continuous suc-
cession ol small data packets in which voice data 1s com-
municated. The voice data must be communicated with no or
mimmal latency 1n order that a two-way conversation can be
performed successtully. The Voice over IP application 740 1s
able to compress voice data before transmission using a
variety ol techmiques/CODECs. The compression tech-
niques/CODECs may range from a relatively low compres-
s10n technique, which provides high quality voice reproduc-
tion but requires a large bandwidth, to a much higher
compression techmque which provides reduced voice qual-
ity and which requires a much lower bandwidth.

The API 1s operable to provide details of the application
characteristics to the network functions part 704 of the
plattorm 700. This makes the network functions part 704 of
the platform aware of the characteristics of the application.
In the present example, as the application 1s a Voice over IP
application, the network functions part 704 may be made
aware that the application will tend to transmit continuous
successions of small data packets that require transmission
with no or low latency. The network function 704 may then
be configured appropriately.

The API may further be operable to allow the network
functions part 704 to communicate radio link quality infor-
mation to the application 740. For example, when the
network functions part 704 recerved information regarding,
the application characteristics (via the API), 1t may allocate
radio link resources to that application 740. This allocation
of radio link resources may be communicated by the net-
work functions part 704 to the application 740 (via the API).
The application 740 may then select an appropriate com-
pression techmque/CODEC in dependence upon the radio
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link quality available. During a Voice over IP call, the
available radio link quality may be communicated regularly
from the network functions part 704 to the application 740
(via the API) to allow the application 740 to vary the
compression technique/CODEC used in accordance with
changes to the radio link quality.

The network functions part 704 may control how the
applications 740, 742 work (via the API). The network
functions part 704 may allow, disallow or adapt the appli-
cations 740, 742 hosted in the services part 706 of the
plattorm 700. For example, the network functions part 704
may require the Voice over IP application 740 to use a
particular compression technique/CODEC 1f radio link
bandwidth 1s restricted.

Another example of how the network functions part 704
may advantageously provide radio link quality information
to an application (via the API) 1s when the application 742
1s a gaming application used by several users. I1 the radio
link quality information received by the application 742
indicates that bandwidth 1s restricted, the application 742
may adapt 1s communications to the users such that latency
of the communications 1s increased uniformly for all of the
users (so that they all experience the same delay), 1n order
that each of the users 1s provided with the same gaming
experience.

In the arrangements described, the devices that connect to
the platforms 700 are mobile devices that connect to the
platiforms via the radio access network of a mobile/cellular
telecommunications network. It should be appreciated that
non-mobile (fixed) devices may be connected to the plat-
forms 700, for example by a wired or cable connection.

Allocation of Services

The control means 1s responsible for allocating the service
instance for each UE, based on the UFE locations and the
control means capacity, capability and available resources to
host another instance of a service. The UE is using service
but the User (MSISDN) gives access to specific services.

For certain low popularity services or where the available
serving control means capacity or capability 1s limited, the
service can be hosted from a central control means, or from
a neighbouring distributed control means.

For some services/functions, where the source and desti-
nation client applications are in the same geographical
region, being served by the same site (e.g. BTS location) or
site cluster (e.g. fimte number of sites), the access node
800/gateway 802 ensures that the server for the service 1s
located close to both users, and the traflic 1s routed between
the users within the site.

The arrangement described above in relation to FIGS. 1 to
9 15 the subject-matter of EP2315412. Such an arrangement
deals with LI and other core network functions by always
routing tratlic that must be subject to LI and other core
network functions through the core network, or by providing
LI and other core network functions functionality at the
network edge.

An alternative known representation of the platform 700
1s shown 1n FIG. 10. The platform 700 includes a platiorm
core 1000 which communicates based on two sets of APlIs:

Application APIs 1010—which, as discussed above,
offers standardised hosting environment for applica-

tions providing communication to Service Software

741, 742 and Network Functions Software 1015, 1016

hosted on the platform 700.

Network APIs 1017—which provide control and connec-
tivity to network nodes 1030 through a vendor specific

Adaptors 1020; Network API defines standardised

communication between core 1000 and the Adaptors
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1020; Communication between Adaptor 1020 network
nodes and 3GPP/LTE node, such as (¢)NodeB 1, BBU

1032, RNC 3, SGSN 5, GGSN 6/P-GW and MME

1040, remains proprictary
The Platform 700 includes common network functions
Software 1015, 1016 such as Scheduling, Routing, Billing/
accounting, security and Policy functions, which allow the
architecture to ofler seamless experience across the network.
The Platform 700 will provide capability to meet the Lawiul
Intercept (LI) requirements.

The Adaptors 1020 translate the Vendor specific imple-
mentation on the 3GPP/LTE nodes 1030, such as eNB,

BBU, RNC, SGSN, GGSN/P-GW and MME, to common
and open 1nterface to the environment of platform 700.

The Adaptor 1020 for each 3GPP/LTE node 1030, such as
eNB, BBU, RNC, SGSN, GGSN/P-GW and MME, is
responsible for ensuring communication between the Net-
work API 1017 and 3GPP node 1s secure.

The Platform 700 provides the capability for some Appli-
cations 741,742 hosted 1n the Platform 700 to be contacted
remotely from the platform 700.

Logically control and data tratflic interfaces (control plane
and user plane) between the physical manifestations of the
platforms 700 exist independent of the underlying 3GPP/
LTE network nodes 1030. These interfaces will require to be
made secure through functionality included within each
plattorm 700.

The Platform 700 also provides the capability for hosted
Network 1015,1016 and Service Applications 741,742 on
different platforms 700 to communicate and pass data 1n a
secure manner without mandating security to be provided by
the application 741,742,1015,1016.

In contrast to the arrangements described above, 1n this
implementation the platform 700 may handle both control
and data trathic interfaces (control plane and user plane),
rather than just the data tratlic/user plane. Further, 1n contrast
to the arrangements described above the nature of the
gateway 802 may be different. In the implementation
described hereinafter, the gateway 802 may be located other
than at the RNC. For example, the gateway 802 may be
located at the SGSN 5, GGSN 6. VAS 7 or PCRF apparatus
9, or in any part of the network core or RAN. In the
implementation described hereinafter, the gateway 802 may
be considered to be an interface between the platforms 700
at the access node (800) and the core network, rather than
part of the “control means”.

When the platform 700 environment 1s mtroduced into a
mobile network 1t means that traflic can be inserted, hosted
or created 1n the data path between GGSN 6 and UE,
potentially impacting the operation of existing core systems
(such as charging, policy enforcement & LI from other core
network components (Charging rules and IT Network 9A,
Policy Server 9 and including the Lawful Interception
Database (LI DB) 30—see FIG. 2) which need to be

replicated.

SUMMARY OF THE

INVENTION

According to an aspect of the present invention, there 1s
provided a mobile telecommunications network including;
a radio access network having radio means for wireless
communication with a plurality of terminals registered
with the telecommunications network and control
means operable to provide services to the users of the
terminals connected thereto, and
a core 1ncluding a store of policy information comprising,
group policy data applicable to a group of the terminals
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and 1ndividual policy data applicable to respective ones
of the terminals, and distribution means operable to

provide to the control means associated with each of
the terminals an indicator of the group policy data
applicable to each of the terminals and the individual
policy data applicable to each of the terminals.

The individual policy data applicable to a one of the
terminals may include an indication of vanations from the
group policy data that are applicable to the terminal. This
may reduce the amount of data transmitted as the group
policy data can be transmitted once to the control means, and
applied to a plurality of terminals. Variations to the group
policy and can then be applied based on the individual policy
data.

The core may be operable to provide the group policy data
to the control means separately from the individual policy
data applicable to each of the terminals.

The core may be operable to provide to the control means
the group policy data applicable to a plurality of the termi-
nals associated with the control means, and wherein the
indicator of the group policy data enables the control means
to determine to which of the terminals the group policy data
1s applicable.

The control means may be operable to derive from the
indicator of the group policy data and the individual policy
data applicable to a one of the terminals a policy for the
terminal to be applied by the control means.

When group the policy data common to a group of the
terminals 1s modified, the core may be operable to only send
an 1ndication of the modifications to the control means.

Individual policy data may be a small amount of data,
mainly indicating variations to the group policy for a par-
ticular terminal.

According to another aspect, there may be provided a
telecommunications network including a core and an access
network, wherein the core network includes a central reposi-
tory of policy for, a multitude of customers, wherein the
policy for the multitude of customers 1s processed to pro-
duce a customer policy common to a group of customers,
and customer specific deltas for each customer, wherein the
customer specific delta includes a reference to the common
policy which 1s applicable to the customer. The core network
may be responsible for separately distributing the customer
policy common to a group of customers, and a customer
specific delta for each customer. The user device of the
policy may be responsible for reconstructing the user policy
from the common policy and the user specific delta. When
the policy common to a group of customers 1s modified, the
core network 1s responsible for only sending an update of the
common policy.

BRIEF DESCRIPTION OF THE

DRAWINGS

For a better understanding of the present invention
embodiments will now be described by way of example,
with reference to the accompanying drawings, in which:

FIGS. 1 to 10 show known “platform” arrangements, as
described above;

FIG. 11 shows flow for policy installation via SAVi
(ateway;

FIG. 12 shows flow registration of an application on a
SAV1 Gateway;

FIG. 13 shows a new communication tunnel established
between the SAVi1 Platform and the Gateway;

FIG. 14 shows the SAV1 Platform configured with Appli-
cation Templates;

FIG. 15 shows an example model for the SAV1 Gateway;
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FIG. 16 shows Content Positioning via SAV1 Gateway
Architecture:

FIG. 17 shows Information Retrieval via SAV1 Gateway
Architecture;

FIG. 18 shows Flow for information retrieval via SAVi
(Gateway;

FIG. 19 shows Flow for SAV1 application charging via

SAV1 Gateway;

FIG. 20 shows Architecture Diagram for SAVi-to-SAVi
Mobility;

FIG. 21 shows Architecture Diagram for SAVi-to-non-
SAV1 Mobility;

FIG. 22 shows flow for SAV1 network layer mobility;

FIG. 23 shows application context transier flow;

FIGS. 24 A-C show central or local storage of application
information/context, when the UFE releases RRC connection;

FI1G. 25 shows a SAV1 User plane uplink spooling via EPS
Bearer tlow diagram:;

FI1G. 26 1s a Flow Diagram of an Attach or TAU on source
eNB policy subscriber persists via P-GW;

FIG. 27 1s a Flow Diagram of re-installation of Policy
alter new service request via P-GW;

FIG. 28 1s a Flow Diagram of re-installation of Policy
after S1 Release procedure;

FIG. 29 1s a Flow Diagram of re-installation of Policy at
original Source eNB at Handover return from Target eNB;

FIG. 30 1s a Flow Dlagram of Modily Policy after or
during a new service request via MME;

FIG. 31 shows SAV1 Policy dlstrlbutlon via SAV1 Gate-
way Architecture; and

FIG. 32 shows the distribution of group policy and
individual policy 1n accordance with an embodiment of the
invention.

In the figures, like elements are generally designated with
the same reference numbers.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

Optional Aspects of the Invention

The present invention provides these aspects, which may

be implemented individually or 1n any combination.
(18.1.2) MME Based Capability Discovery—Support
Indication of SAV1 Enabled PDN-GW Via MME

Signalling flows are described 1n below with reference to
FIG. 11, which shows tlow for policy installation via SAVi
(Gateway.

Policy Installation

In this example, the User Identity 1s provided to the SAVi
Platform by the MME over the S1-c interface.

The following flows occur:

1) When the UE10 1s 1n RRC Idle mode and has data to
send, the UE10 sends a Service Request message to the
MME 2010 requesting a data service.

2) In line with the normal LTE service activation proce-
dure, the MME 2010 sends the Imitial Context Setup
Request message to the eNB 2000 including the service
parameters for eNB 2000 to correctly handle the UE1O.
This message 1s enhanced to mnclude SAVI SUB INFO

IE carrying the UE Identifier and other SAVi param-
cters from the Subscriber Information received from
the HSS36, and the SAVI E-RAB INFO IE for each
H-RAB with activate Radio Bearers carrying the APN
information. The inclusion of the E-RAB INFO IE
indicates to the SAVi Platform 700 that the P-GW

associated to the E-RAB has been upgraded to support
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SAV1 functionality. The MME 2010 determines the
P-GW SAV1 support through enhancing the existing
capability signalling over S5/8 & S11, or by performing
a DNS lookup of the P-GW node, where the DNS
response includes capability information.

3) The eNB 2000 informs the SAV1 Plattorm 700 that a
UE has been assigned radio resources on a cell con-
trolled by the eNB 2000 and provides the UE Identifier
and APN information.

4) The SAVi1 Plattorm 700 contacts the SAVi1 Gateway
2020 and registers interest 1n the UE10 with the SAVI
UE REGISTER message. The SAVi1 Platform 700 uses
the UE Identifier and APN information to reference the
UE and Bearer.

5) If the SAV1 Gateway 2020 does not already have Profile
information for this UE1O, 1t contacts the Core Systems
2030——c.g. the PCRF9 and HSS536- and retrieves the
necessary Customer/Bearer information.

6) The SAVi1 Gateway 2020 stores the UE Profile and a
binding of the UE10 and SAV1 Platiorm 700 1n a local
database.

7) The SAV1 Gateway 2020 provides the Policy informa-
tion for the UE10 to the SAV1 Platiorm 700 1n the SAVI
UE PROFILE TRANSFER message, where 1t 1s stored.
The SAVI UE Profile includes a list of Customer Group
IDs to which the UE belongs, and each Customer
Group would have a configured Profile on the SAVi

Platform. The Profile Information may trigger the SAV1

Platform to request/pull any Application specific infor-
mation for the UE stored centrally.
Policy Modification
Later, 1f the profile 1s changed within the network for a
UE:
8) The Core Systems 2030 inform the SAV1 Gateway
2020 of a change 1n Policy for a UE.

9) The SAVi1 Gateway 2020 stores the updated profile for
the UE10, and looks up which SAV1 Platforms 700
have active registrations for a UE10.

10) The SAV1 700 Gateway 2020 sends a SAVI UE
PROFILE TRANSFER message to each of the SAV1
Platforms 700 including the latest Policy Information
for the UE10.

Alternatively, if the change in Profile impacts a large
group of UEs and these UEs all belong to the same Customer
Group the SAVI GW may send the SAVI GROUP CONFIG
TRANSFER message to the SAV1 Platform to modily the
Profile information associated with the Customer Group.
The SAV1 Platform responds with the SAVI GROUP CON-
FIG TRANSFER ACK message confirming that the Profile
has been changed.

(12.2.1) The SAVi1 Platform 700 1s made aware that the
MME 2010 has been upgraded to support SAVi1 procedures
by the inclusion of SAV1 SUB INFO IE within the Initial
Context Setup Request message over the S1 interface.

The inclusion of the E-RAB INFO IE into the Initial

Context Setup Request message indicates to the SAV1 Plat-
form 700 that the P-GW associated to the E-RAB has been
upgraded to support SAVi1 functionality. The MME 2010
determines the P-GW SAV1 support through enhancing the
existing capability signalling over S3/8 & S11, or by per-
forming a DNS lookup of the P-GW node, where the DNS
response includes capability information.

Similar changes are also made to the E-RAB SETUP
message, the UE CONTEXT MODIFICATION REQUEST
and the HANDOVER REQUEST messages on the Sic

interface, with a common implication for the SAVi1 Platform.
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Capability Discovery

This aspect incorporates a means by the MME 2010 to
interrogate the capability of the PDN-GW to support SAVi
procedures, through DNS lookup, and trigger the procedure
to include SAV1 related information within 3GPP signalling
to the SAVi1 Platform 700 if the PDN-GW associated with

the user bearer supports SAV1. The mnclusion or omission of
the SAV1 policy for the UE may be an implicit indication to
the SAV1 Platform 700 about whether the PDN-GW supports
SAV1 functionality.

(18.1.4) Application Signalling/Tunneling Over Sls

Section: 3.5, SAV1 Gateway

The SAV1 Gateway 2020 1s a logical function within the
architecture which 1s responsible for connecting with the
SAV1 Platforms 700 hosted in the Radio Access Network,
over a new 1nterface referred to as the S1-s interface.

The SAV1 Gateway 2020 1s responsible for performing a
number of roles:

Terminating User and Application specific Interfaces to
cach of the SAV1 Platforms and managing the mapping
between Customers and SAVi1 Platforms.

Acting as a mediator between core systems and the many
SAV1 Platforms across the access network for the
delivery of User and/or Application specific policy to
the SAV1 Platiorm.

Acting as an aggregator of information from SAV1 Plat-
forms before the exposure to centrally hosted applica-
tions or functions. Potentially involved 1n the support
of mobility

7.3.1.1, Functions of Each Involved Enftity

The SAVi1 Applications 741, 742, A communicate with the
S AVi1 Charging functionality on the SAV1 Platform 700 using
a defined API, to provide both user specific and application
specific charging information. The SAV1 App 1s configured
at 1nstallation with the rules associated with the rights
associated with access to the Charging APIs available on the
SAV1 Platiform.

The SAV1 Charging functionality on the SAVi Platform
aggregates the charging material from multiple applications,
packaging these for delivery to the SAV1 Gateway 2020. The
S AV1 Charging functionality on the SAV1 Platform may also
perform volume counting or event based reporting for
specific applications, and for specific users. UE or Applica-
tion policies define whether any Application Charging func-
tionality related to SAVi applications located on the SAVi

Platform 1s required. The Charging material is passed to the
peer SAV1 Charging functionality on the SAV1 Gateway
2020 which 1s responsible for unpacking the charging mate-
rial and iterfacing these into the Charging Systems (for
example to the GIG).

The SAV1 Platform 700 1s responsible for the establish-
ment of an S1-s Application associated signalling connec-
tion between the SAVi Platform and the SAV1 Gateway 2020
when 1t 1s 1nitialised, and passing any Charging messages to
or from the SAV1 Charging functionality to this signalling
connection.

The SAV1 Gateway 2020 1s responsible for establishment
of an S1-s Application associated signalling connection with
the SAV1 Platform, and passing any Charging messages to or
from the SAV1 Charging functionality hosted on the SAVi
(Gateway.

12.3.2 Application Registration

As shown in FIG. 12, when an application (App A) 1s
initialised on the SAVi Platform 700, the SAV1 Platform
registers the Application on the SAVi Gateway 2020:
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1) The SAVi1 Platform 700 sends the SAV1 App Register
message to the SAV1 Gateway including the Identifier
of the Application.

2) The SAV1 Gateway 2020 accepts the registration
through the SAV1 App Register Accept message and the
Application associated S1 s connection 1s established
for the Application.

3) The Application A can then pass messages to the SAV1
Platform 700 for transmission by the SAVi Platform
700 to the SAV1 Gateway 2020. The SAV1 Platform 700
packages the message up in the SAV1 APP UL INFO
message icluding the 1dentifier of the Application and
passes this to the SAV1 Gateway 2020 on the Applica-
tion associated signalling channel on the S1 s interface
to the SAV1 Gateway 2020. The SAV1 Gateway 2020
passes this message to the SAV1 App hosted locally
indicating the identifier of the SAVi1 Platform where the
Application 1s being hosted.

4) The Application hosted on the SAVi Platform may also

send messages to another instance of the Application on

a SAV1 Platform by passing a message to the SAVi
Gateway with an indication of the SAV1 Plattorm where
the mstance 1s being hosted. The SAV1 Gateway pack-
ages the message in the SAV1 APP DL INFO message
over the S1s interface with the respective SAV1 Plat-
form. The SAV1 Platform receiving the message for-
wards this message to the intended application.

It 1s noted 1n relation to this aspect that within the 3GPP
L TE architecture, the main control interface to the eNB 1s the
S1-c interface, and this interface provides functionality to
deliver control information to the SAVi1 Platform 700, and
also to tunnel UE control information running between the
MME 2010 & the UEIO.

One vanant of the SAV1 Architecture design involves the
inclusion of the SAV1 Gateway 2020 and this new entity 1s
responsible for acting as a mediator between the many SAVi
Platforms 700 and the central systems of a mobile network.
The SAVi1 Plattorm 700 and the SAV1 Gateway 2020 com-
municate over an interface defined as the Sls.

As shown 1n FIG. 13, 1t 1s proposed that a new commu-
nication tunnel 1s established between the SAVi Platform
700 and the SAV1 Gateway 2020 for any application which
requires control-like signalling to a central entity in the
network—and therefore the SAV1 Platform 700 does not
need to expose and manage/protect an external interface for
every application hosted on the SAV1 Platform 700—and the
hosted Application can only communicate control informa-
tion via the SAV1 Gateway 2020.

Similar to the 3GPP architecture, 1t 1s proposed that a new
Control tunnel (encapsulation mechanism) 1s established
between the SAVi1 Plattorm 700 and the SAV1 Gateway 2020
for the delivery of Control information to Applications
hosted on the SAV1 Platform 700. Within the SAV1 Gateway
2020 the control information may be handled by the SAVi
Gateway 2020, or by a peer application of that hosted on the
SAV1 Platform 700. The benefit of this solution 1s that the
modules within the SAV1 Platform 700 and the SAV1 Gate-
way 2020 which are responsible for the communication/S1s
are not required to understand the contents of the Applica-
tion control information and therefore roadmaps of the
different SW modules (i.e. Application & S1s interface) will
be mdependent.

When an Application 1s mitialised the SAV1 Platiorm 700
registers the application with the SAV1 Gateway 2020 and an
Application associated S1s connection 1s established—all
future trathic between the peer Applications tlows transpar-

ently over the S1s interface.
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(18.1.5) Application Templates—Use of Templates to
Control the Service Chaining within the SAVi1 Platform for
a Specific UE

Section: 4.3.3.1, Functions of Each Involved Entity

The HSS subscriber information may be updated to
include some specific SAV1 Policy information, which

would be passed to the MME 2010 as part of the normal
Insert Subscriber Data process from the HSS 36.

The SAV1 Policy information identifies the list of the
Applications applicable to the UE10, and a template refer-
ences pre-configured rules 1 the SAV1 Platform 700 which
allows the SAVi1 Platform 700 to build a routing table for
packets from this UE10 between the hosted Applications.

4.3.4.2, Functions of Each Involved Enfity

The Subscriber records in the HSS 36 are updated to
include a new UE i1dentifier, which 1s passed to the MME
2010 with the existing Subscriber Information when the
device attaches to the network.

The MME 2010 1s enhanced to include the UE Identifier
and APN information associated with the device and 1its
established Radio bearers in existing signalling on the S1-c
interface as part of Radio bearer establishment and S1 based
handover signalling.

The eNB 2000 indicates to the SAV1 Platiorm 700 that a
new UE10 has arrived on a cell controlled by the eNB 2000,
and provides the UE Identifier and the APN information for
cach activated bearer.

The SAV1 Platform 700 registers the UE10 and APN
information with the SAV1 Gateway 2020 that the eNB 2000

1s configured to communicate with.

If the SAV1 Gateway 2020 does not have policy associated
with registered UE10, the SAV1 Gateway 2020 retrieves the
necessary information from the HSS36 (for static and
dynamic SAV1 policy elements) and potentially from the
PCRF9 (alternative path for dynamic policy elements),
stores a binding between the UE10 and the SAVi Platform

700, and provides the policy information to the SAVi Plat-
tform 700 where it 1s stored.

The SAV1 UE Policy information identifies the list of the
Applications applicable to the UE10, and a template (appli-

cation service chain) references pre-configured rules in the
SAV1 Platform 700 which allows the SAV1 Platform 700 to

build a routing table for packets from this UE between the
hosted Applications.

When the UE policy related to SAVi changes 1n the Core
Systems 2030, the SAV1 Gateway 2020 1s informed. The
SAV1 Gateway 2020 retrieves a list of which SAVi1 Platforms
700 have an active registration for this UE10, and distributes
the updated policy to them.

The SAV1 Platform 700 can host many applications. This

aspect 1s concerned with which route between the applica-
tions should a packet take.

As shown 1n FIG. 14, 1t 1s proposed that the SAVi Platform
700 1s configured with Application Templates, defining the
order in which applications should be transversed for a
specific packet

a. Application Template configured at SAV1 Platiform

indicates the order which a packet would pass through
the hosted Applications

Appl App 2 App 3 App n
Template 1 1 2 4 3
Template 2 1 2 3 4
Template 3 2 1 3 4
Template n 4 3 2 1
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b. The SAV1 Platform may also configured with the
Application Traflic Filters indicating which type of
tratlic are of interest to each application, for example:

Web Video DNS
App 1 Y Y Y
App 2 N N Y
App 3 N Y N
App n Y N Y

Where the packet type could be described on a port
number, protocol, state, etc. basis—example shown above
on a service basis for a simple example.

1. The List of Allowed Applications for a UE would be

passed as part of the UE profile to the SAV1 Platforms:

Allowed
App 1 Y
App 2 Y
App 3 N
App n Y

2. The SAV1 UE profile will be updated to include a
Template reference/pointer to i1dentily to the SAVi
Platform which of the installed Application Templates
should be used for the UE.

The SAV1 Platform 700 creates the specific routing rules
for a UE10 between the hosted Applications from merging
the referenced Application Template and the list of the SAV1
Applications allowed for the UE as defined in the UE
policy/profile; to create the subset of the Application Tem-
plate for the UE.

For example, 11 the UE
Template 3 should be used:

Profile indicates Application

App 1 App 2 App 3 App n
Template 3 2 1 3 4
Apps Allowed Y Y N Y
UE App Order 2 1 — 3

The SAV1 Platform 700 could perform this on a service
basis if Application Tratlic Filters are present, for example:

App 2 App3 Appn
Template 3 2
Apps Allowed Y
Web Y
Video Y
DNS Y
Web 1
Video 1

2

DNS

| < ZZ
| Z <27

UE App
Order per
Service

W | o2

According to a particularly preferred aspect, there may be
provided a method of application or service chaining within
a platform providing applications or services in a radio

access network. The method comprises receiving a data
packet, identifying the type of packet from a predefined set
of types, checking the type against a template defining the
order 1n which the packet should pass through a plurality of
applications (optionally the template being specific to the
respective user equipment associated with the packet) and
passing the packet through the applications in the order
defined by the template.
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(18.1.6) SAV1 GW Environment—Structure of the SAVi
GW

Section 14.4, SAV1 Gateway

A means 1s required to provide the SAV1 Platform with the
Customer Identifier and APN information. A solution 1s for

this information to be provided by the SAVi Enhanced
MME.

Unique 1dentifiers of Customer and Bearer are required to
allow unambiguous communication about a customer or
bearer between the SAVi1 Platform 700 and the SAV1 Gate-
way 2020, e.g. to expose information gathered on the SAVi
Platform or to retrieve Policy information for the customer

and applications hosted the SAV1 Platiorm.

The SAV1I GW can be broken into a number of constitu-
ents: S1s-AP, User-plane Services & Application hosting
environment, UE Register. An example model for the SAVi
Gateway 1s shown 1n FIG. 15.

The hosted Apps could support the application-based
charging functionality, information retrieval/analytics func-
tionality, content positioning and content retrieval function-
ality that could be needed on the SAV1 Gateway.

As shown 1n FIG. 15, the SAV1I GW 2020 can be broken
into a number of constituents: S1s-AP, Userplane Services &

App hosting environment, UE Register.

(18.1.7) Content Pre-Positioning—Structure and Concept
of Index Files with Content Restriction Indicators

Section: 9.3.1.1, SAV1 Gateway Overview

The SAV1 Gateway 2020 informs the SAV1 Plattorm 700
that new content 1s available for download to the platform
for a specific application by sending a URL of a description
file to the SAV1 Platform. The SAV1 Plattorm 700 downloads
the description file from a File Server 2050. The description
file 1s structured as follows:

Field Description

Number of Number of Objectives included 1n the

Objects Description file
Object
URL Location of the Object/File on the Fileserver

(Optional) Indicates for which Application the
Object i1s 1ntended.

(Optional) Indicates 1f the content i1s for a specific
User

(Optional - 1 or more instances) Indicates if the
content 1s for a specific User Group(s)

Indicates 1f Content is subject to Adult Content
Restrictions or not

(Optional) Indicates if there 1s any specific
scheduling information associated with the
download

(Optional) Indicates 1f the SAV1 Platform should
re-request the object at any given period, and

for how many periods.

Which order should the SAV1 Platform should
request Objects

Informs the SAV1 Platform of which DSCP should
be set for this Object.

Indicates 1f content 1s subject to LI or not

Application ID

Customer ID

Customer Group 1D

Adult Content
Indicator
Scheduling Info

Periodicity Info

Download Priority
Transport Priority

<LI Applicability>

Structure ol Description File

The SAV1 Platform 700 pulls objects from the File Server
in accordance with the Download priority, and the DSCP of
the IP packets associated with each HT'TP GET requests for
an object would be marked in accordance with the Transport
Priority parameter included within the description file. The
File Server marks downlink packets for delivery to the SAVi
Platform 700 1n accordance with the DSCP of the received
HTTP GET message.
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FIG. 16 shows Content Positioning via SAV1 Gateway
Architecture.

According to this aspect, the introduction of SAV1 1n the
Access Network allows new use cases such as Content
Caching. To maximise the user performance benefit the
content will need to be available prior to 1t being requested
by the customer.

A scheme 1s defined whereby a central content cache
application, after retrieving information from a central ana-
lytics application, creates a content description file listing
the content objects which are required to be obtained by the
SAV1 Platform 700, and against each (one or more of):

a) the classification of content type

b) the application for which the content 1s intended.

¢) the download priority order, and/or download schedule

time

d) a transport priority,

¢) Serving priority for transmission to an end user,

1) Time to live for content

o) An indication of whether the objects are for an i1ndi-

vidual, a customer group (e.g. adults), or all customers,

h) The linkage between different objects,

1) The location of each on the central cache.

The SAV1 Platform 700 1s notified that the Content
Description file 1s ready at a specific location, and the
Platform 700 downloads the file.

The SAV1 Platiorm 700 analyses the file and downloads
cach of the objects according to their priority. The SAVi
Platform 700 marks each request in accordance with the
Transport priority. The File Server 2050 serves the objects to

the SAV1 Platform 700, setting the priority of the payload

packets to the priority of the request from the SAV1 Platiform

700.

The SAV1 Platform 700 loads these objects 1nto the local
cache along with imnformation associated—e.g. the restric-
tions associated with 1ts use—{for instance adult content
restrictions.

(18.1.8) Information Retrieval Mediation by SAV1I GW—
Flows and Logic for Mediation by SAVI GW

Section 8, Information Retrieval

An 1mportant category of applications above 1s the report-
ing via APIs, of network events from the SAVi1 Platform 700
to other systems and applications that may be located in
recommendations network or externally. It 1s possible to
define specific interfaces between SAVi1 Platform 700 and
other core and external services but as the number of SAVi
applications grows, this should be managed through a single
mechanism for simplicity.

The solution proposed here 1s supported by a SAVi
Gateway 2020.

Specific Requirements

The scope of this solution 1s the transfer of information
that 1s not user traflic. It may be measurement reports,
network events, radio KPIs or information calculated or
derived based on information at the SAV1 Platform 700.
Consequently there 1s no requirement to apply LI to this
information.

The solution fulfils the following requirements:

The SAV1 Platform 700 shall not have a direct connection
to a system hosted outside of the telecommunications
network
It shall be possible to anonymise any information specific

to a customer

It 1s possible for a central/external service to set and
update rules about the mformation to be retrieved from the

SAV1 Plattorm 700.
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Use Case(s)
1) Radio KPIs provided to central optimisation platform

2) Geo-location mformation provided for an external
enterprise service

3) Per-subscriber KPIs provided to the telecommunication
network analytics engine, where it 1s possible to update
the set of rules associated with the KPIs

Solution Description

SAV1 Gateway

Overview

The SAV1 Gateway 2020 1s responsible for interfacing
with the SAV1 Platforms 700 and selectively retrieving
information which is being produced by the SAV1 Platiform
700 or an application hosted on the SAVi Platform 700, and

delivering it to other centrally hosted services 2070. This

information may be cell, user or application specific.
FIG. 17 shows Information Retrieval via SAV1 Gateway

Architecture.

Functions of Each Involved Entity
When the Analytics functionality 2060 on the SAV1 Plat-

form 700 1s mitialised the SAV1 Platform registers the
functionality with the SAV1 Gateway 2020 and an Sls

Application associated connection 1s established between
the SAV1 Platform 700 and the SAVi Gateway 2020. The

Platform 700 sends an Analytics Update message which
provides a list of Information Topics to which the SAVi
Gateway 2020 can later subscribe. The Topics may be about
the Cells, about UEs which are connected to the Platform,

and Applications which are hosted on the Platiorm.

When the Analytics functionality 2060 changes the list of
Topics, or the list of Applications, the Analytics function-
ality 2060 sends the Analytics Update message including the
new list of Topics that are available. The message 1s passed

to the SAV1 Platiorm 700, and the SAV1 Platform 700 passes
the message to the SAVi Gateway 2020 1n the SAV1I APP UL
INFO message on the S1s Application Associated connec-

tion.
When a UEIO arrnives on a cell hosted by an SAVi

enhanced eNB 2000, the SAV1 Platform 700 1s informed
over the API. The SAV1 Platform 700 registers the existence

of the UE10 on the Platiorm 700 with the SAV1 Gateway
2020. The SAV1 Gateway 2020 can then subscribe to receive
information about the UE10, from the list of available topics
that the Platform 700 has been advised of in the Analytics
Update message.

The SAV1 Gateway 2020 subscribes to topics hosted on
the SAV1 Platiorm 700 using the MQTT protocol. The topics
would be defined 1n format “Category”/*Topic”/*Sub-
Topic™:

Category Topic Sub-Topic
“C"—LCell Cell ID Load, User Population, . . .
“U"—User User Radio Quality, Throughput, . . .
Reference
“G"—User Group Type Average Radio Quality, Average
Group (e.g. Throughput, Average Dropped Call Rate, . . .
Smartphones,
iPhone35)
“A”—SAV1 Application ID Resource Usage, Application specific Topics
Apps
“S”—SAVI System Item Memory Usage, Processing Load, . .
System
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Subscribe Topics on the SAV1 Platform for Information
Retrieval

Any application on the SAV1 Platform 700 which wishes
to publish data outside of the SAVi1 Platform 700 would
communicate with the analytics functionality 2060 hosted
on each SAV1 Platform 700 and request that 1ts Topic 1s made
available outside the SAVi Platform 700. If the SAV1 Appli-
cation 1s authorised to export information the analytics
functionality would contact the SAV1 Gateway 2020 to
advertise the availability of the Topic on behalf of the SAVi
Application. All subscriptions to the Topic and all informa-
tion subsequently flowing on the Topic from the SAVi
Application, 1s mediated through the analytics functionality
on the SAV1 Platform 700.

Application to Use Case(s)

FIG. 18 Shows Flow for Information Retrieval Via SAVi
Gateway

When the Analytics functionality 1s imtialised on the
SAV1 Platform 700, the SAV1 Platform 700 registers the
functionality with the SAV1 Gateway 2020 and provides a
list of services/topics to which the Analytics functionality
can provide mmformation—if this list changes the SAVi
Platform 700 updates the SAV1 Gateway 2020.

1) When a UE10 has an established RRC connection with
the eNB 2000, the eNB 2000 provides the necessary
information about the UE10 for the SAVi1 Platform 700
to mitiate the UE Registration procedure with the SAVi
Gateway 2020. The SAV1 Gateway maintains a list of
which UEs are registered through which SAVi Plat-
forms 700.

2) When a Service requires 2070 information about a UE
(or other topic), the Service sends 2070 a MQTT

Subscribe message to the SAV1 Gateway 2020 request-
ing specific information about a UE, 1t subscribes for an
Information service from the Analytics functionality

within the SAV1 Gateway 2020.

3) The Analytics functionality within the SAVi Gateway
2020 mterrogates a local database to determine which
SAV1 Platform 700 1s current serving the UE10 and
which Information 1s already being requested for this

UE10. If suitable information 1s already available, the
Analytics functionality in the SAV1 Gateway 2020
fulfils the request with this information.

4) IT the Analytics functionality 1n the SAVi1 Gateway
2020 does not have the necessary information, the SAVi
Gateway 2020 Subscribes for a UE specific Topic
available from the Analytics functionality 2060 hosted
on the SAVi1 Platform 700 by sending the MQTT
Subscribe message to the SAVi Platform 700.

5) The Analytics functionality on the SAVi1 Platform 700
accepts the Subscription with the Suback message.

6) The SAV1 Gateway 2020 1n turn accepts the Subscrip-
tion of the Service with the Suback message.

7) When new information 1s available for the subscription,
the Analytics functionality 2060 on the SAVi1 Platiorm
700 sends the Publish message.

8) The Analytics functionality 1n the SAV1 Gateway 2020
distributes the Published data to each Service with an
active subscription for this topic using the Publish

message.
9) The Analytics functionality 1n the SAV1 Gateway 2020

acknowledges the Publish message with the Puback

message.
10) The Service i turn acknowledges the Publish mes-
sage with the Puback message.
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Requests to Suppliers

Information

ID CORE-9-01 Requirement Area  retrieval

Information retrieval solution shall be supported as specified
in section 0 via SAV1 Gateway using S1-s interface specified

Requirement

Impacted PDN-GW N S-GW N

nodes SAVI-GW Y MME N
eNB N SAVI Y

Platform

Vendor

Response

Compliance Availability Product

(FC/PC/NC) Date Release

According to this aspect, it 1s noted that the introduction
of the SAV1 Platform 700 at the eNB 2000 allows informa-
tion to be gathered from Radio, network functions and
hosted applications to i1mprove customer experience or
enable new services.

To avoid scalability 1ssues on the SAVi1 Platform 700 and
the system, 1t 1s proposed that a mediator function 1s
included within the SAV1 Gateway 2020 to manage the
interactions with the SAV1 Platform 700.

The role of the mediator function includes one or more of
the following:

a) To sit 1 between remote services 2070 and SAVi
Platforms 700, hiding the need for Remote services to
discover the SAV1 Platform 700 for a specific UE10.

b) Subscription management of Services for specific
topics, avoiding SAV1 Platform 700 having to manage.

¢) Caching of uplink published data for specific topics—
to data to be immediately served to a Service subscrib-
ing for a Topic—without requiring the SAVi Platform
700 to re-send or wait for the next change/period
occurrence.

d) Aggregation of published data to create different aver-
age periods/trends etc

¢) Selection of Reported Topics/Topic granularity to
ensure SAV1 Platform 700 processing 1s minimised—
Mediator selects the lowest common denominator of
Topic to be provided.

1) Anonymising data when required

(18.1.9) Charging Consolidation on the SAV1 Platform
Section: 7.3.1.1 (See Above)

Section 7.3.1.2, Application to Use Case(s)

FIG. 19 shows Flow for SAVi1 application charging via

SAV1 Gateway
If he UE10 is accessing content hosted by a 3" Party

Application 740 on the SAVi1 Platiorm 700:

1) (*or other use cases) The SAV1I App 700 provides

Charging material to the SAV1 Charging functionality
of the SAV1 Platiorm 700 over the defined SAVi1 Charg-
ing API.

2) (For this use case) The SAV1 Charging functionality of
the SAV1 Platform 700 is responsible for generating
CDRs associated with volume or events. The SAVi
Charging functionality aggregates this material with
the Charging material received from diflerent applica-
tions.

3) The Charging material 1s placed into a Charging Info
message which 1s carried 1n the SAV1 App UL Info

message on the signalling connection associated with

the SAV1 Charging function on the Sl1s interface.
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4) The SAV1 Gateway 2020 retrieves the message from
the Application associated Signalling Connection and
passes to the SAV1 Charging functionality, which
unpacks the Charging material from the Charging Info
message and interfaces this information to the Charging
systems 2080.

In this use case, the charging data i1s required to be zero
rated by existing P-GW charging mechanisms, the Copy
functionality of the SAV1 Platform 700 includes additional
information mto the SAVi Copy Data packet, either an
Application ID, an Event ID or an explicit indication that
Zero-rate charging should be applied. The Application ID or
Event ID would correspond to a specific Charging rule
defined at the P-GW for this UE,

According to this aspect, 1t 1s envisaged there being
multiple sources of charging records within the SAV1 Plat-
form 700, e.g. different application instances, and volume/
event information generated by the Charging functionality
of the SAV1 Platiform.

A Charging consolidation function 1s mntroduced which 1s
responsible for aggregating information recerved from the
hosted applications and the Charging functionality of the
platform and delivering 1t to the Charging function 2080 in
the SAV1 Gateway 2070.

When an application 1s 1nstalled, the application 1s accom-
panied by a configuration file

In the SAV1 GW 2020 there 1s another Charging consoli-
dation function—which 1s responsible for gathering the data
from multiple SAV1 Platforms—providing a consolidated
view to the charging systems.

(18.1.10) Control of P-GW Charging by SAV1 Platform

For SAV1 it has been proposed that charging 1s maintained
on the P-GW, by re-using the ex1st1ng GTP-U tunnel of the
UE between the eNB and P-GW via the S-GW,

It 1s proposed that additional/complementary charging
schemes are added to the SAVi1 Platform 700, in which case
there 1s the challenge how to synchronise the charging
between the P-GW and the SAV1 App 740.

The charging rules for a customer are based on detecting,
the destination address of the data stream, and zero rating
(where required) instead charging on Event,

It 1s proposed that the COPY data passed to the P-GW 1s
marked with:

a) Application/Event Ds, to allow the P-GW to process the
COPY data and link to specific charging rules for the
customer or Application—i.e. 1f subscribed then an
event would be charged rather than data volume.

b) Application/Event IDs, to allow the P-GW to process
the COPY data and link to generate new Charging
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Records for Applications rather than UE. These Charg-
ing Records would be used by the Charging systems to
create bills for the Application provider; and zero rate
the customer traflic.

c) Specific indication that specific traflic/IP packets

should be zero rated by the P-GW.

The Charging functionality on the SAVi1 Platform 700 1s
responsible for creating parallel charging records for either:
events or volume and for etther users or applications and the
Charging systems would be responsible for aggregating.

18.1.11 Multiple S1-u Uplink/Downlink—and Associated
Filtering Rules 1n S-GW

Within the 3GPP system the S-GW function sits on the
User plane connection between the eNB 2000 and the P-GW
and 1s responsible for hiding the mobility events of the UE
from the P-GW.

The user plane connection between the S-GW and the
eNB 2000 1s made up of an uplink and a downlink GTP-U
tunnel, where the Tunnel Endpoint ID of the S-GW acts as
the pivot point at mobility events. Only 1 uplink and 1
downlink tunnel exists for the UE/Bearer at any one time.

When a UE moves between eNBs when in RRC con-
nected state the new eNB 1s provided with the IP address of
the S-GW as well as the TEID, and any uplink trafhic
received from the UE by the new eNB can be sent directly
to the S-GW without any explicit signalling. In the downlink
direction the tunnel 1s switched from old eNB to new eNB
when the S-GW 1s mnformed by the MME to switch the end
point of the tunnel. The S-GW marks the last downlink
packet sent to the Old eNB with an end-point marker.

When SAV1 1s itroduced, and an application hosted on
the SAV1 platform 700 gathers packets from the UE10 at a
quicker rate than the packets being sent to the P-GW, some

packets would still be stored on the SAV1 Platiform 700 11 the
UE 1s handed over to another cell.

A) Separation of RRc/S1c & S1-u connections, alterna-
tive release procedures via MME, UL GTP-U end marker

It 1s therefore proposed to allow multiple connections for
the UE/bearer with the S-GW, the connection from the new
eNB; and as well maintaining the connection to the old eNB.

In the uplink, the S-GW 1s required to map multiple uplink
GTP-U tunnels from multiple eNBs on to a single OTP-U
tunnel to the P-GW.

B) In the downlink, 1t 1s proposed that a filtering function
1s mcluded on the S-GW to select which downlink packets
are sent on the GTP-U connection to the old eNB, and which
are sent on the connection to the new eNB.

18.1.12 SAVi1 Network Mobility—Repository of Applica-
tion Mobility Information 1n SAV1I GW

Section 11.2.3, Solution Description

Overview

When a UE moves between cells 1n the network (hosted
by different RAN nodes), the 3GPP user and control paths
may no longer pass through the previous SAV1 Platform
where content or services are hosted or optimised.

There are two main scenarios we need to consider for

Mobility, between SAV1 enabled eNBs, and between SAVi
enabled and non-SAV1 enabled RAN nodes and the archi-
tectures will be described separately for simplicity.

FIG. 20 shows Architecture Diagram for SAVi-to-SAVi
Mobility

FIG. 21 shows Architecture Diagram for SAVi-to-non-
SAV1 Mobility

Functions of Each Involved Entity

When a UE commences use of an Application hosted on
the SAV1 Platform, where the application requires service
continuity following a mobility event to another radio site,
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the Source SAV1 Platform 700A 1s responsible for register-
ing the Application use with the SAV1 Gateway 2020 and
providing an associated trathic template. The Traflic template
identifies the IP addresses, port numbers, protocols etc,
which can be used to 1dentify future traflic associated with
an application; and the details of the Source SAV1 Platform
700A which 1s hosting the Application.

For the SAV1 to SAVi mobility, the Target SAVi Platform
700B 1s responsible for registering with the SAV1 Gateway
2020 and retrieving the list of applications which currently
registered for mobility support, and their associated trathic
templates.

For the SAV1 to non-SAV1 mobility, a centrally hosted
Virtual SAVi Platform 7000 1s responsible for replicating
some of the services that the Source SAV1 Platform 700A 1s
delivering to the customer, ensuring service continuity when
the UE leaves a SAV1 area. As the Virtual SAVi1 Platform 1s
also responsible for registering with the SAVi1 Gateway 2020
on behalf a UE, and retrieving the list of applications which
currently registered for mobility support, and their associ-
ated traflic templates. The registration of the UE by the
Virtual SAVi1 Platform 700C would be triggered by the first
uplink packet sent by the UE by the P-GW 2090 for any
service—requiring the Virtual SAVi1 Platform to determine
the UE Customer Identifier from the IP address and the Gi
L AN from which the UE packet was received.

Whilst an Application remains registered for mobility, any
future Target SAVi1 Platform 700B is responsible for estab-
lishing a connection to the Source SAVi Platform 700A
hostmg the application, and bridging UE trailic matching the
Trathic template. For the case where the UE moves to the
Virtual SAV1 Platiform hosted centrally, the routing of pack-
cts on a transport level may be via the SAV1 Gateway 2020.

When the Application no longer requires mobility, or the
Trathic template changes, the hosting (Source) SAVi1 Plat-
form 700A mnforms the SAVi Gateway, which informs other
Registered (Target) SAVi1 Platforms 700B.

Application to Use Case(s)

FIG. 22 shows tlow for SAV1 network layer mobility. The
following flows occur:

1) A UE starts using an application hosted on the Source

SAV1 Platform 700A.

2) Either, the SAVi1 Application indicates to the Source
SAV1 Platform 700A that Mobility 1s required for the
session underway between the App and the UE (i.e.
based on knowledge of the content, the UE historic
behaviour);

Or, the Source SAV1 Platform 700A implicitly knows that

the mobility 1s required for the UE session, e.g. the SAVi
Platform 1s configured to provide mobility support for any

session to a specific application.
3) The Source SAV1 Platform 700A updates the Registra-
tion of the UE at the SAV1 Gateway 2020 through the
SAVI UE REGISTER UPDATE message, to idicate

that the UE has an on-going session with a specific
application which requires SAV1 mobility support. This
message provides the specifics of the application traflic
template to allow a future (Target) SAVi1 Platform 7008
to 1dentily the trathic, as well as the details of the
(Source) SAV1 Platform 700A hosting the Application.
The registering of the Application by the (Source) SAVi
Platform 700A may be dependent on the mobility state
of the UE and relative position of the UE to the cell
boundary.
4) The SAV1 Gateway 2020 acknowledges the Registra-
tion with the SAVi UE REGISTER UPDATE

RESPONSE message.
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At a later time, 1f the UE moves to a new cell not
controlled by the Source SAVi Platiorm 700:

5) The Target SAVi1 Platform 700B 1s made aware that a
new UE has arrived, and 1s provided the basic details of
the UE. This may be from the UE (as depicted) or 1f this
1s the Virtual SAV1 Platform 7000, 1t may be the tlow
of traflic from a UE to a specific IP address.

6) The Target SAVi1 Platform 700B registers the arrival of
the UE with the SAVI UE REGISTER message.

7) The SAV1 Gateway 2020 accepts the Registration with
the SAVI UE PROFILE TRANSFER message which
includes the SAV1 UE Profile. This profile indicates that
there 1s an Active Application Registration for the UE
on another (Source) SAV1 Platform 700A, and includes
the Trailic Template and information about how to
contact the (Source) SAV1 Platform 700A hosting the
application (from step 3).

8) The Target SAV1 Platform 700B establishes a tunnel to
the Source SAV1 Platform 700B.

9) The Source SAV1 Platform 700A responds to the

establishment, and a bi-directional tunnel 1s established
between the two SAV1 Platforms.
10) Downlink or Uplink UE trailic associated with the

Application can flow between the SAVi Platforms. The
Target SAV1 Platform 700B 1dentifies Uplink trathic to

be sent to the Source SAV1 Platform 700A by use of the

Trailic template.
At a Later time, when the Application no longer requires
mobility for the session:
11) The SAV1 App 740 indicates to the Source SAVi
Platform 700B that Mobility 1s no longer required.
12) The Source SAV1 Platform 700A de-registers the

Application with the SAV1 Gateway 2020 with the
SAVI UE REGISTER UPDATE message. If this 1s the
last Application which requires Mobility support, the
SAV1 Platform sends the SAVI UE DEREGISTER
message.

13) The SAV1 Gateway 2020 informs the current (Target)
SAV1 Platform 7008 that Mobality 1s no longer required
for this Application for the UE by Updating the SAVI

UE profile of the UE through the SAVI UE PROFILE
TRANSFER message.

14) The SAV1 Gateway 2020 acknowledges the change in
Registration to the Source SAV1 Platform 700A.

15) The Tunnel between the SAV1 Platforms 1s released.
The Tunnel between the SAVi1 Platforms would also be
released when the UE performs a subsequent handover
to another eNB, or 1t the RRC connection for the UE
released.

For the scenario where the UE releases the RRC connec-
tion during an Application session, and re-establishes the
RRC connection on another eNB—the same mechanism
would apply—the instance of the Application could remain
on the SAV1 Platform for a number of minutes before
mactivity triggers the instance of the Application to be
purged by the SAV1 Platform. When the application instance
1s purged the SAV1 Platform hosting the Application, the
SAV1 Platform would de-register the requirement for Appli-
cation mobaility support with the SAVi Gateway for this User.

In accordance with this aspect, 1t 1s noted that within the
3GPP system, radio information 1s passed between the

Source eNB 2000A and the target eNB 20008 at handover
via the MME 2010 or directly between eNBs.
With the inclusion of SAV1, Applications are added on the

data path between the UE and the P-GW 2090. When the UE
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changes cell hosted by different eNBs, the user’s data path
no longer passes through the location where the application
1s hosted.

A means 1s required to allow the application to access the
data path of the UE on a different site.

It 1s proposed that the SAVi Platform 700B on the Target
eNB 2000B 1s responsible for tapping into the data path and
extracting or injecting trailic related to the application.

The SAV1 Platform 700B on the Target eNB 20008
requires mnformation to allow 1t to:

A. Create a tunnel to the SAV1 Platform 700A hosting the

Application 740.
B. Identily which packets received from the UE should be
sent on the tunnel to the Application 740.

Identification of packets may be completed by sending the
Application ID associated with the application, which
implicitly imnforms the target SAVi1 Platform 700B of the
Application filtering rules.

To avoid the race condition at handover the proposal 1s
that the rules are available prior to the first uplink packet 1s
received on the new SAVi1 Platiform 700B.

The Handover procedure between source and target eNB
1s used as a trigger for the SAV1 Platform 700B on the new
eNB 2000B to register the UE with the SAV1 Gateway 2020
and retrieve the UE profile.

It 1s proposed that the UE profile stored at the SAVi
Gateway 2020 1s updated by the SAV1 Platform 700A on the
source eNB 2000A when the UE imitiates an application
which requires mobility support, and the application cannot
be relocated to the new SAV1 Platform 700B. The SAVi
Gateway 2020 1s provided with the filtering rules associated
with the application such that traflic associated with the
specific application can be 1dentified by the new Enb 2000B.

When the application has finished the SAV1 Platform
700A de-registers the UE from the SAVi1 Gateway 2020,
which 1n turn informs the new SAVi1 Platform 7008, which
disconnects the tunnel and discards the routing rules/filter.
Any future packets are handled in the normal way on the
SAV1 platform 700.

18.1.13 SAV1 Network Mobility—X2 Based Signalling

Within the 3GPP system, radio information 1s passed
between the Source eNB 2000A and the target eNB 20008
at handover via the MME 2010 or directly between eNBs.

With the inclusion of SAV1, Applications are added on the
data path between the UE and the P-GW 2090. When the UE
changes cell hosted by different eNBs, the user’s data path
no longer passes through the location where the application
1s hosted.

A means 1s required to allow the application to access the
data path of the UE on a diflerent site.

It 1s proposed that the SAVi Platform 700B on the Target
eNB 2000B 1s responsible for tapping into the data path and
extracting or mnjecting traflic related to the application.

The SAV1 Platform 700B on the Target eNB 20008
requires information to allow it to:

A. Create a tunnel to the SAV1 Platform 700A hosting the

Application

B. Identily which packets received from the UE should be

sent on the tunnel to the Application

Identification of packets may be completed by sending the
Application ID associated with the application, which
implicitly imnforms the target SAVi1 Platform 700B of the
Application filtering rules.

It 1s proposed that this information 1s appended to the
Handover signalling which 1s passed over the S1 or X2
interfaces. The Target SAV1 Platform 700B as part of the
handover preparation phase can establish the SAVi Platform
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to SAV1 Platform tunnel to the Source Platform. Once the
Handover 1s executed the Source eNB 2000A informs the
Source SAV1 Platform 700A that the handover has been
triggered and future downlink packets are routed on the
SAV1 to SAV1 tunnel.

The Target SAV1 Platform 700B will invoke the uplink
filtering rules as soon as the UE arrives on the target cell;
routing the selected packets back to the Source SAV1 Plat-
form 700A.

a) X2 Based Alternative

An alternative 1s to handle the encapsulation of the

Application specific packets over an extension to the X2
interface. In this case the Source SAV1 Platform 700A
informs the Source eNB 2000A of the SAV1 Mobility
information (Application IDs, and packet filtering rules
associated with the Application).

The Source eNB 2000A includes the Application 1n the
Handover messages to the Target eNB 20008 and the
interface between the eNB platforms 1s used to route packets
associated with the Application. This interface may be based
on GTP-U. This requires the eNB platforms to perform the
filtering and routing in the uplink and downlink.

When an Application no longer requires the support of

Mobility between eNBs, the Source eNB 2000A marks a
downlink packet which is passed to the Target Enb 20008,
where 1ts significance 1s understood and the target eNB
he connection for this application.

releases t

If the UE 1s handed over again from the target eNB 20008
to a new target eNB; the first target 1s responsible for
forwarding the information received from the source eNB
2000A (about the Application) onto the new target eNB; and
the procedure to establish a connection between the new
target eNB and the source 1s 1nitiated.

(18.1.14) Mobility—Passing App/TCP State Machine
Context Between SAV1 Platforms During Mobility, Includ-
ing Application Negotiation Between Source & Target eNB

Section 11.3.4, Application Context Transier

Overview

When a UE10 transitions between two eNBs, the state
machine (or instance) of the Applications on the source SAVi
Platform 700A are packaged up and passed to the target
SAV1 Platform 7008, where a copy of the same Applications
are mnitialised with the received state machines/information.

The delivery of the state machine/information as
described below 1s performed through extensions to existing
3GPP signalling procedures over the X2 interface; however
they could be provided through a new signalling scheme
between the SAVi Platforms, or via the SAV1 Gateway 2020.

The main challenge for this approach is that the design of
the Application would need to incorporate the concept of
Application Context Transier, and may be only applicable to
simpler applications.

Use Case(s)

1) A basic web service hosted on the SAV1 Platiorm 1s
gathering information from a User about a new sub-
scription, and the transactions are stateful. When the
User moves to a new SAV1 Platform during the session
the session 1s required to continue seamlessly.

Application to Use Case(s)

FIG. 23 shows application context transier flow:

When the UE10 1s commumicating with a service/ Appli-

cation 740 hosted on a SAV1 Plattorm 700A at the Enb
2000A, and the UE moves to a location where the eNB needs
to trigger a Handover procedure with a neighbour Enb
2000B:

1) The Source eNB 2000A sends a Handover Request

message to the Target eNB to request that resources are
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reserved on the Target Enb 20008 for the UE10. This
message 1s updated to include the Basic SAV1 policy
including the customer 1dentifier, the APN information,
and an indication of whether SAV1 1s allowed for this
customer. It could be further enhanced to include a
container with the list of SAV1 Applications or content
which the customer 1s currently using—yprovided by the
SAVi1 Platform.

2) The Target Enb 20008 accepts the handover request
and send the Radio configuration information that the
UE10 should use on the target Enb 20008 after per-
forming handover together with an indication that the

Application or Content being used by the customer are
available on the SAV1 Platform 700B of the Target Enb

20005.

3) The Source eNB 2000A 1ndicates to the SAV1 Platform
700A that the Handover Command i1s about to be sent
to a specific UE, allowing the SAV1 Platform 700A to
freeze the state of the Applications/Content for the UE
which are available on the Target Enb 2000B, and
package the state/context information. Applications not
available at the Target eNB 20008 may be supported
through SAV1 Network Layer Mobility solution.

4) The Source eNB 2000A sends the Handover Command
to the UE10 providing the Radio configuration to be
used on the cell of the Target Enb 2000B.

5) The SAV1 Platform 700A provides the Status/Context
information of the specific applications which require
mobility support to the Source Enb 20005.

6) The Source eNB 2000A sends the SN Status Transfer
message (this requires that the SN Status Transfer
message 1s triggered for SAV1 flow, rather than just for
RLC Acknowledged flow) to the Target eNB 20008
including a container with the SAV1 Status/Context
information.

7) The Target eNB 2000B forwards this information to the
SAV1 Plattorm 700B, which initialises the Applications
740B for the UEI10 with the SAV1 Status/Context
information.

If the Handover 1s completed successiully the Source eNB
2000A informs the associated SAV1 Plattorm 700A which
can remove any stored information about the UE10 which 1s
no longer required. If the Handover fails, the Source eNB
2000A informs the SAV1 Platform 700A and the Applica-
tions for the UE10 can be re-initialised.

For Applications which require the Application Instance/
Context to be relocated as part of the handover procedure, 1n
the scenario where the RRC connection of the UE 1s released
temporarily during an Application session, the Source eNB
2000A transfers the Application Instance/Context to a cen-
tral location. When the UE10 appears on a new eNB 20008
and re-establishes the RAC connection, the SAV1 Platform
700B at the new Enb 2000B 1s triggered 1n the UE10 profile
to download the centrally stored copy of the Application
Instance/Context, for initialisation on the SAV1 Platform
700B.

According to this aspect, 1t 1s noted that, within the 3GPP
system, when a UE10 1s using acknowledged mode or VoIP
connection, there 1s a state machine 1n the eNB to manage
the state of the RLC/PDCP protocol between the eNB & the
UE; as the RoHC (IP Header compression).

When there 1s a mobility event, which causes the eNB of
the UE to change, the state machine 1 the Source eNB
2000A 1s transierred to the Target Enb 2000B, and re-
initialised.

For SAVi1, a similar concept 1s required, but instead of
being for the radio tunnel/protocols running between the UE
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and eNB; 1t 1s required for the Transport connection (e.g.
TOP) and the Application 1tself (i.e. the higher layers of the
protocol stack.)

This state machine of the Application Transport, and the
Application 1tself would be frozen at the Source Enb 2000A,
packaged up, and passed to the Target eNB 20008 as part of
Handover signalling; where 1t 1s re-initialised. The freezing
of the state machine may be implemented by packaging up
the memory used by the nstance of the application, and the
memory of the target eNB 20008 could be mitialised with
this packaged information.

For complicated Applications/contexts, the Source eNB
2000A may package up the Information and store 1t on a
local file server; and the Source eNB 2000B only includes
the URL of this packaged state machine information in the
Handover messages. When the Target eNB 2000B receives
the Handover messaging with the URL, the Target opens a
connection to the Source and retrieves the packaged infor-
mation.

(18.1.15) “Dormant” Applications—Central or Local
Storage of Application Information/Context; when the UE
Releases RRC Connection

When Applications are hosted centrally within a network,
the connection state of the UE (e.g. RRC) and the mobility
state of the UE are hidden from the Application. When the
RRC connection 1s re-established following a mobility
event, the UE can continue communications with applica-
tion as though the Radio connection had not been released,
nor had there been a change 1n the data path of the UE-APP
communication channel.

Hosting an Application in the RAN through SAV1 means
that when the UE re-establishes the Radio connection on a
new cell, the SAV1 Platform 1s no longer on the data path of
the UE and therefore communications between the UE and
the Application cannot occur.

The new SAV1 Platform on the customer’s data path can
support any new requests/interactions with the UE, but 1t
will not have any mformation about the on-going commu-
nication which occurred recently (to the instance of the
Application on the old data path).

It 1s therefore proposed that when a RRC connection of
device 1s released when an Application hosted on the SAVi
plattorm 1s active for the UE, the Application context
information 1s stored locally 1n a Register, and a copy 1s also
passed centrally to be stored 1n a central register.

When the Application context information 1s retrieved
from the central store the Central store informs the old SAV1
Platform and the context 1s purged from the local store.
When the UE next has an ARC connection on this eNB the
associated SAV1 Platform downloads any centrally stored
context mformation from the Central Register to all the
applications on the platform.

Diagrams of the Steps

FIG. 24A 1. UE10 enters a cell hosted by an eNB 2000 and
establishes RRC connection; the UE10 uses a Temporary
Mobile ID to identify itself to the core network 2030 (e.g.
the GUTI).

2. As part of the procedure to transition to Active State, the
UE10 context 1s downloaded to the eNB 2000. The UE
context has been enhanced to include the SAVI UE
identity and APN information for the bearer.

3. The eNB 2000 informs the SAV1 platform 700 that a
UE10 has transitioned between Idle and Active State;
andprovides a copy of the UE context information.

4. The SAVI platform 700 contacts the core network 2030

and retrieves the SAV1 profile for this user. The UE10
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-continued

may then be offered services hosted by the SAVI

Platform 700.

The UE10 moves to a new cell (or returns to Idle State-

following inactivity on network resources).

6. The eNB 2000 informs the SAV1 Platform 700 that the
UEL0 1s no longer controlled by/connected to the eNB
2000.

7. The SAV1 Platform 700 sends the latest SAV1 Profile

including the packaged contexts/state machines of

specific applications which had been hosted for the UE10,
to a Central Register in the Core 2030 where it 1s stored.

When the UE10 enters a new cell hosted by the eNB at a

later time.

9. The eNB 2000 contacts the Core 2030 and downloads the

UE context (as in step 2 above), including: SAViI UE

identity and APN information for the bearer.

The eNB 2000 informs the SAV1 Platform 700 that the

UE10 has become active and passes the SAV1 Platform

700 the UE context.

The SAV1 Platform 700 contacts the Core 2030 network

and retrieves the SAV1I UE Profile stored in the Central

Register, including the Application state information, and

installs the information for the UE.

FIG. 248 3.

FIG. 14C 8.

10.

11.

(18.1.16) UE Control of Uplink Spooling from SAVi
Platform (Small E Existing)

Extension to

For the previous use case which defines the concept of UE
content being cached on the SAVi1 platform 700 (after
transmission from the UE10), before being sent up to the
central cloud.

The content store 1n this example would be seen as an
extension of the UE storage—and the UE10 1s be respon-
sible for triggering the upload of the content into the
network. Subject to local approval, the content would only
be subject to LI once the content is released from the storage.

However, charging 1s be based on the transmission of the
content but more importantly on the time the content is
stored on the platform 700.

(18.1.8) Uplink Optimisation

In the scenario where a UE 1s uploading a file to cloud
storage hosted on the internet, the round trip time between
the UE and the storage server may be considerable. The
large round trip time can cause the connection performance
1ssues, particularly with respect to the slow connection start,
and long recovery times following packet loss.

TCP proxy functions, where the end-to-end TOP connec-
tion 1s broken 1nto two separate paths 1s the normal solution,
and 1n this scenario, the TOP proxy 1s included in the SAVi
Platform such that 1t can fully optimise the connection for
varying radio condition/contention.

When the connection between the SAVi Platform and the
Internet server 1s very poor (e.g. where the site backhaul
connection 1s over a satellite link), some data may accumu-
late on the SAV1 Platform whilst 1t waits to pass it to the
Internet server.

Once the UE has finished transmitting the file to the TOP
proxy and the UE has no further data to send, the eNB may
decide to release the RRC connection of the UE. If there 1s
data 1s still awaiting transmission to the network, the eNB
may be configured to delay the release of the S1 connection
user plane tunnel, whilst releasing the RRC connection on
the radio.

The eNB may then later release the S1 connection when
all the remaining data has been sent to the Internet server.

Basic Case:

If the UE10 changes eNB during a file upload, the TCP
connection would fail on the new eNB 2000B, upon expe-
riencing TOP connection failure the UE10 would need to
trigger the fail transter again on the new cell.

This functionality may be suitable for small file transfers
and stationary devices where mobility between eNB 1s very

unlikely.
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Further Enhancement:
This solution could be further enhanced to maintain the

S1 connection to the old eNB 2000A even after the UE10

changes cell.
a) When the UE10 1s 1n a data session delivering data to
an 1nternet server which 1s optimised at the SAVi
Platform 700A, and handover is triggered after data

transmission has finished from the UE10, but uplink
data between the SAVi Plattorm 700A and the Internet

server has still to be delivered.

When the UE10 changes eNB, the 3GPP architecture as
part of the handover procedures re-plumbs the S1 User and
Control plane connections for the UE10 from between the
original eNB 2000A and Core Network 2030 (MME2010/
S-GW2100), to between the New eNB 2000B and the Core
Network (MME/S-GW). All User packets for the UE10 after
the handover are routed via the new S1 user plane connec-
tion.

The TCP proxy on the original eNB 2000A would no
longer have connectivity to the Internet Server for the
UE10—and therefore 1t 1s proposed that the network be
enhanced to support multiple S1 connections for a UE
(bearer).

For the uplink the S-GW 2100 would bridge the two S1
connections from the two eNBs to a single S5/8 connection
to the P-GW20 2090, 1n which way the existence of multiple
connections 1s hidden from the P-GW 2090.

For the downlink packets, the S-GW 2100 would need to
know which S1 connection to route each downlink packet
received on the S5/8 tunnel, 1t 1s proposed that the S-GW
2100 1s be enhanced to include an IP routing function
whereby the S-GW 2100 would interrogate the source IP
address of the payload tratlic and use this to determine the
suitable S1 tunnel. It 1s proposed that the Original eNB
2000A at handover sends a new routing control message to
the S-GW 2100 over the S1 interface providing the routing,
rules to the S-GW 2100.

When the S1 connection to the Original eNB 2000A 1s no
longer required, 1.e. all the data butlered at the TOP proxy
has been sent, the SAV1 Platform 700A at the Original eNB
2000A sends a specially marked packet in the uplink S1
connection to the S-GW 2100. This specially marked packet
indicates to the S-GW 2100 that the associated S1 connec-
tion can be released.

b) In the case where the SAV1 Platform 700A 1s informed
by the Enb 2000A, through APIs, that a Handover 1s
imminent, the TOP Proxy may modily the TOP con-
nection to the UE10 and the TCP connection to the
Internet server to bring them both back into a synchro-
nised state prior to handover being initiated.

A Specific Implementation:

The M2M device (UE10) communicates with the local
M2M Application where the Host M2M application pulls
agoregated data from the Spool data storage via the SAVi
plattorm 700A after the subscriber completes transmission
where 1t may be 1n Idle mode. The following procedures (see
FIG. 25) are defined as a possible solution:

1. UE10 sends uplink data directly to the M2M Edge

Application 2120 hosted on the SAV1 platform 700A by
the M2M host application 2140.

2. A Client 2110 of the platform 700A allows the M2M
Edge Application 2120 to stash this data along with
subscriber identity, time of upload, optionally CDR’s

generated by the Chient 2110 and other associated

information into the Uplink Spool data storage 2130. At
this point the S-P Gateway sees no tratlic in the uplink
or downlink associated with this flow of information.
3. During uplink transmission the M2M Edge Application
2120 checks the status of the single user’s spooled data
storage and combined with other defined criteria (e.g.
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load information) determines the Spool data storage
2130 1s ‘Full” for a specific user and ready to be

exported to the Host application 2140. The Edge App

2120 messages to the eNode-B 2000A via the Client

2110 or NlInfoS to export Uplink Spool data and 1s set

on alert for RRC Connection Release by the UE10.
4. After UE10 completes data transmission eNode-B

2000A waits for user inactivity and completes RRC
release connection with release cause “Uplink Spool™.

At this point the eNode-B 2000B enters a wait state,
which will impact normal eNode-B software, and
importantly does not release the S1 context towards the
S-P GW (Uplink TEID only). It should be noted the
UE10 can be 1n either idle or active mode. Next the
M2M Edge App 2120 starts to exports the aggregation
of all the Uplink Spool data back to the host associated
with this subscriber via the Client and S-P Gateway
within the uplink S1 GTP-u interface to perform Charg-
ing and LI functions. Two alternative procedures are
described
a. The eNB 2000A should not release the connection
unless signalled by the UE10. If the UE10 releases
the connection it shall use the cause ‘Uplink Spool”’
to indicate that the content 1s now stored on the SAV1
Enb 2000A. If the UE10 releases the connection for
any other reason, including handover, the spooling
must be aborted to avoid any contlicts with a sub-
sequent S1 contexts to the network. Under these
other release causes, the UE10 must re-attempt to
spool at another time.

b. If the S-GW 2100 and P-GW 2090 can support
multiple S1 connections then UE10 connection 1s
released by the eNB 2000A with release cause
‘“Uplink Spool” but importantly the S1 UE Context
Release 1s not sent to the S-GW 2100.

5. Once the uplink spool data completes export, the Edge
M2M application 2120 then sends a message “Uplink
Spool Complete” to the Client 2110. The Client 2110
commands the eNode-B 2000A to finally respond to the
release of the access bearer”.

6. The eNode-B 2000A then decides, with exception e.g.
other active sessions and bearers, to send a Context
Release Request to the MME 2010 and RRC Connec-
tion Release to the UE10, unless not already released.,
with cause ‘Uplink Spool Complete’. This 1s important
because 1t informs the UE10 that the spool 1s complete
and further 1t can mitiate another service request if
multiple S1 connections are not supported by the S-P
GW. If the RRC connection 1s not already released, the
cNode-B 2000A sends another RRC Connection
Release message to the UE1O.

FIG. 25 shows a SAV1 User plane uplink spooling via EPS

Bearer tlow diagram

The following features support this use case:
1. M2M Local Edge Application 2120 and Uplink Spool

Data Storage 2130.

2. Service Platform Support Function (SPSF) 2150 1s

integrated to the M2M Host Application 2140.

3. eNode-B 2000A to expose RRC events and invoke

S1-C (MME) procedures commanded by the Client or

NInfoS 2110.

4. UE Spooling function must not trigger another service
request to avoid contlicts 1n the network unless multiple
S1 connectivity 1s supported by the S-GW 2100.

5. The eNB 2000A can only confirm a spool 1s successiul
(a) stashed (b) uploaded to host with receipt of the
correct release causes: (a) Uplink Spool, (b) Uplink
Spool Complete.

If the UE10 performs a handover from the source eNB

2000A during a file upload, the TCP connection would fail




US 10,194,448 B2

41

on the target Enb 200054, upon experiencing TCP connection
faillure the UE10 would need to attempt to recover and
trigger the file transfer again on the new cell.

This functionality may be suitable for small file transters
and stationary devices where mobility between eNB 1s very

unlikely.
Further Alternative Uplink Optimisation Solutions

Solution 1. Maintain E-RAB
E-RAB Modity Request (eNB->MME) with parameters

E-RAB ID. E-RAB 1is kept alive between eNB 2000A and

MME 2010, but release from the user. If user requests a new
E-RAB 1t re-maps back to this original bearer. For any
turther communication for this user, in particular users SAVi
application, Charging and LI 1s still maintained. For
example, stored data 1s pulled from the network 12 hours
later, E-RAB 1s still maintained although reliability and cost
1s a major drawback and not recommended.

Solution 2. Network Initiated E-RAB

E-RAB 1s requested by central host application where 1t
communicates with M2M device but pulls data from SAVi
platform. The following procedures are elaborated upon as

part of this solution:
a) UE10 sends data to the SAVi1 platform 700A 1n the

uplink, with some pre-signalling to enable UL spool-
ing, where the Client 2110 intercepts this Uplink data,
stores 1t on the SAV1 platform 700A and removes all
data 1n the uplink direction towards the Core 2 Network
2030. The eNode-B 2000A delays the release of bearer
during uplink spooling.

b) Later the Host spooling application 2140 initiates a
paging message via the MME 2010 to initiate creation
of a new session. UE10 requests data to be spooled
back to the network without any user plane data trans-
mission from the subscriber. Client 2110 becomes
aware of this request and starts uploading data to the
host spooling application where data 1s forwarded via
the SAE Gateway to perform LI and Charging cor-
rectly.

Note another enhancement 1s to export access API uplink

load information to schedule network inmitiated E-RAB.

Solution 3. Enhance Location Update with E-RAB

At location Update, SAVi application wakes up and
triggers communication to pull data from storage via Core
network 2030. E-RAB 1s established to M2M device where
data 1s pulled from SAVi Platform 700A where minimal
communication 1s made between M2M Device, but where
data 1s copied back to SAE Gateway for Charging and LI
purposes. Less impact on signalling, reduces paging load,
but may restrict SAV1 application from coordinating when
data 1s retrieved from storage from multiple M2M devices.

(18.2) Details of Maintenance of the SAVi1 Policy Register

SAV1 Enhanced P-GW

Policy Re-Association During Idle Mode Via Attach or
TAU Update

The following flow of FIG. 26 describes NAS signalling
between the UE10 and the Core Network 2030, which 1s
used by the SAV1 Plattorm 700 to extend the registering with
the network to receive services that require that involve the
SAV1 enhanced P-GW 2100.

FIG. 26 1s a Flow Diagram of an Attach or TAU on source
eNB policy subscriber persists via P-GW

1. Policy mnstalled at SAV1 Source eNB 2000A from a
previous transmission.

UE10 enters ECM-Idle Mode due to inactivity. SAVi
Platform 700A state set to ECM-Idle mode with Policy
record Periodic Tracking Area Timer set to T3412 1.e. 60
minutes based on matching the LU update timer as a
parameter defined by the MME 2010. It 1s required to align
between the MME 2010 and SAVi1 Platform update timer
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parameters by configuration and implementation such that
periodic TA Update timer 1s performed before a policy 1s
purged.

2. The UE10 mtiates the Attach or TA Update message to
the eNB 2000A under a variety of conditions, for
example timer expiry, new TAI identified. This mes-
sage 1s forwarded to the SAVi Platform 700A without

integrity protection to ensure security keys are main-
tamned 1n the secure environment of the eNB 2000A.
The client imitially associates the UE10 with matching
Old GUTI information element and the last visited
registered TAI which 1s linked to a policy record. If a
match on GUTI and TAI 1s made the policy 1s flagged
but not fully re-installed as either the request could be
forwarded to a new MME 2010 or have a re-allocated
S-GW 2100 which could make the policy invalid. If the

last TAI does not match the policy record information
1s updated.
Note that the GUTI may have been reallocated to another

UE mitiated by the MME (13450). In this event the Policy
cannot be re-installed or updated unless the UE10 1s 1n

connected mode where the policy can be refreshed. The
mechanisms between the valid lifetime of a GUTI and TA

update timers needs to be configured to match (13450 and
13412) 1n order to avoid unnecessary purging ol policy.
If P-TMSI 1s used in the Attach procedure a mapping 1s
made with the RAI to the GUTI.
[Tt UE10 uses an IMSI, 1n the case of an no valid GUTT or
P-TMSI, then this 1s used to link to the persistent policy.
3. The MME 2010 receives from UE10 via eNB 2000A an
Attach Request or Tracking Area Update message,
under the condition the previous UE context 1s still
valid, where an Afttach Accept 1s returned after a
successiul Location Update at the HSS 36. The Attach
Accept message may contain the GUTT and 1s extracted
by the SAVi Platform 700A to finally confirm the
persistent policy record 1f the old GUTI matches. If a
new GUTI has been assigned by the MME 2010, then
as long as the old GUTI can be referenced to the new
GUTI, the policy can be re-installed.
Policy timer 1s reset to match the periodic TA update timer
(T3412) extracted from the Attach Accept message.
I an Attach 1s not accepted, Attach Reject, by the network
the policy 1s purged.
Policy Re-Association During Session Management Ser-
vice Request
These use cases cover session management procedures
that analyse how policy information 1s handled during
transition between ECM-IDLE and ECM-CONNECTED
mode procedures.
FIG. 27 1s a Flow Diagram of re-installation of Policy
alter new service request via P-GW 2090:
1. Policy 1s installed and maintained at Source eNB

2000A from a previous session. RRC Release and UE
transitions from ECM-CONNECTED to ECM-IDLE

under initiation of eNB 2000A (i.e. user imactivity
typically set to 10 seconds) or MME 2010, will action
S-GW 2100 to release all eNB UE S1 AP (S1-C) related
information to the MME 2010 (addresses and TEIDs).
The MME 2010 deletes all eNB related information
from the UE’s MME context, but shall retain, with the
requirement of re-using, all S-GW S1-U uplink con-
figuration mformation (addresses and TEIDs).

2. UE10 imitiates new service request where user mactiv-
ity timer has not been reached by MME 2010. Initial
Context Setup messages are sent between eNB 2000A
& MME 2010. This message 1s forwarded to the Client
without 1ntegrity protection to ensure security keys are
maintained in the secure environment of the eNB
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2000A. The client 1s aware of bearer ID and can 1nitiate
association with the old policy.
Policy Re-Association During Idle Mode Via Session
Management Release Procedure
FIG. 28 1s a Flow Diagram of re-installation of Policy
alter S1 Release procedure
1. Transition from ECM-CONNECTED to ECM-IDLE
follows a S1 Release procedure under mitiation of eNB

2000A (1.e. user mactivity typically set to 10 seconds)
or MME 2010 (not 1llustrated) will action S-GW 2100
to release all eNB UE S1 AP (S1-C) related information
to the MME 2010 (addresses and TEID’s). The MME
2010 deletes all eNB related information from the UE’s

MME context, but retains, for the purpose of re-using,
all S-GW S1-U uplink configuration information (ad-
dresses and TEIDs). All non-GBR FE

EPS bearers estab-
lished for the UE are preserved in the MME 2010 and
in the S-GW 2100.

2. The S1 Imitial Context Setup Complete event 1s sent by
the eNB 2000A to the MME 2010 where the ECM-
IDLE timer 1s started. This message 1s forwarded to the
Client without integrity protection to ensure security

keys are maintained 1n the secure environment of the
eNB.

3. Eventually the ECM-Idle timer expires and the policy
1s purged.

Policy Re-Association During Handover Return

The purpose of this procedure 1s to define a method of

maintaining and purging policy as a subscriber handovers
between eNBs. This procedure mimimises SAVi Platform
P-GW 2090 signalling for ping pong handovers. Although
connected mode 1s not 1n scope the focus 1s on how policies
are managed after handover and when subscriber eventually
talls back to ECM-IDLE mode.

FI1G. 29 1s a Flow Diagram of re-installation of Policy at
original Source eNB at Handover return from Target eNB
1. Source eNB 2000A has subscriber policy installed.

2. Subscriber performs X2 Handover Request, Response
to Target eNB 2000B. This message contains bearer
information, IP addresses and TEID’s allocated {for
forwarding packets to the Target Enb 2000B.

3. The S-GW 2100 at handover sends a GTP-u End
Marker as indicated in the header message to the
Source eNB 2000A to release resources. Policy UE
status information 1s then modified at the Source eNB
2000A based on this packet where the policy UE state

1s set to “intra-RAT Handover”, Timer 1s reset, Source
eNB 2000A 1s set to 1ts own TAI+ECGI (E-UTRAN

Cell Global Identifier), Target eNB 2000B 1s set to
extracted value from Handover Request target Cell-1D.
X2 UE Context Release from the Target eNB 2000B to
the Source eNB 2000A 1s released after MME 2010
modifies the bearer and the S-GW 2100 performs a path
switch.

For the P-GW solution 2090 policy 1s downloaded to the
target eNB 2000B via the P-GW 2090 but requires either the
UL or DL packet to trlgger this event. Alternatively 1f the
Path Switch Request 1s aware of this message the P-GW
2090 could use this to trigger a policy download.

For the MME 2010 solution policy can be inserted in the
Path Switch Request Acknowledge message towards the
target Enb 2000B.

An alternative solution to this use case 1s to export the
policy from the source eNB 2000A to the target eNB 20008
via the X2 mterface at the point of Handover Request
message.
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4. Next the subscriber 10 performs a handover (return) to
the original Source eNB 2000A, now Target eNB
20508, with a X2 Handover Request message with
Bearer information of IP addresses and TEID’s alloca-
tion for forwarding from the Target eNB 20008 before

timer expires. Client at Source eNB 2000A associates
UE10 with matching E-RAB 1D, S-GW UL & DL IP

Addresses. UL & DL TFEID’s to re-install the old Policy
record. Handover Timer on the original Source eNB

2000A (now the Target eNB) 1s set to null and counts
up for mobility information purposes.

5. If Policy UE state information resumes back to ECM-
Connected Mode at the original Source eNB 2000A,

now Target eNB, the old policy mformation 1s now
installed and valid. Note importantly that the SAVi
Platform 700A then skips the GTP Probe/Response to
P-GW 2090 to download policy for this subscriber.

6. The UE10 camped on the Source eNB 2000A goes to
ECM-IDLE mode and eventually the Handover Timer
expires on the last Source eNB, was the Target eNB
2000A, and the policy 1s purged.

SAVi Enhanced MME

Policy Re-Association During Idle Mode Via Attach or
TAU Update

This section 1s similar to that of the P-GW solution
description above with one exception. In this solution there
1s no need for the policy to exist from a previous transmis-
sion. Subscriber 10 performs an Attach or TAU procedure

where the policy 1s placed 1n a container in the Attach Accept
message from the MME 2010 based on the Create Session

Response message from the P-GW 2090.

Policy Re-Association During New Service Request

FIG. 30 1s a Flow Dlagram of Modily Policy after or
during a new service request via MME

Refer to P-GW solution description above where the
solution 1s similar. With the following exceptions:

In the case of MME solution 1 FIG. 30 above policy 1s
placed mn a contamner i the Imitial Context Setup
message from the MME 2010 1n the case the policy has
not changed within the PCRF.

In the case the policy has been updated during the modity

bearer request, FIG. 30, new messages Context Modily
and Acknowledge are required to be signalled between

the MME 2010 and eNB 2000A and SAVi1 Platform
TOOA.

Policy Re-Association During Handover Return

This solution i1s similar to that of the P-GW solution
description above with the following exceptions:

Step-3: for the MME solution policy can be mserted in the

Path Switch Request Acknowledge message towards
the target eNB 2000B.

Preferred Embodiment of the Invention—Policy

This embodiment may be combined with any one of any
combination of the above-mentioned aspects.

13.1.4 SAV1 Information in SAVi1 Plattform

The SAV1 Platform 700 may maintain some or all of the
following information about the subscribers 1n their data-
bases for each bearer. The actual information will depend on
the application and privacy requirements. Further elements
may be added 1n the future.
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IMSI
identifier (use is not recommended for security reasons)
MSISDN

46

International Mobile Subscriber Identity - The unique subscriber

Mobile Subscriber ISDN number-This 1s the directory number for the

subscriber (the use of an Anonymous Customer Reference (ACR) 1s

preferred-see below)
IMEI(-SV)
the

International Mobile Equipment Identity - The unique i1dentifier for

mobile phone 10 itself (a shortened form 1dentifying only the device
type and software version is preferred for security reasons)

UE IP Address
the bearer is created
APN

This 1s the IP address assigned by the P-GW 2090 to the UE10 when

Access Point Name - This uniquely 1dentifies the Access Point 1n the

P-GW 2090 to the PDN for the bearer. If it is required to be globally
unique it consists of both the APN Network ID and the APN Operator

ID
ACR

Anonymous Customer Reference - an obscured form of the MS-ISDN

or IMSI that a third party may use to uniquely 1dentify a customer
using an application but that can only be converted back to the clear

form by the network operator.
This 1s used to identify the bearer.

In the SAV1 Platform a bearer ID comprises:
Uplink TEID + TLA; downlink TEID + TLA

Bearer 1D

In the SAVI enhanced P-GW 2090 a local identifier related to the

PDN
Context may be used

SAV1 Platform ID Unique 1dentifier of the SAV1 Platform 700
SAV1 enhanced P- Unique identifier of the SAV1I enhanced P-GW 2090
GW 1D

Policy Information One or more 3-tuple rules to allow traffic steering into applications

Within the 3GPP system, when Policy/profile for a UE 1s
modified the PCRF 9 or HSS 36 1s updated to modily the
parameters within the profile/policy of the UE10. This
information 1s then disseminated within the central nodes
within the core network 2030.

When SAV1 1s introduced modifications to UE policy will
require to be disseminated to a wider number of systems
within the network.

The SAV1 Plattorm 700 needs to be informed of per
subscriber relevant policy information so that SAVi services
can be authorised and delivered appropnately by the SAVi
Platform 700 and to potentially apply actions that would
otherwise be applied centrally (e.g. adult content restric-
tions).

30

35

In addition to applying per subscriber policy during
connected mode, the SAVi1 Platform 700 may require the
ability to inform applications of User associated events after

the RRC connection for a UE10 has been released.

4.1.1. Subscriber Policy Information

The following table defines the policy information that
needs to be provided to the SAV1 Platform 700 for each

subscriber (including on a per APN basis). The table 1den-
tifies the elements that are static (1.e. will not change during
the course of UE session), that need to be made available at
the start ol a SAV1 sessions; and those that are dynamic, that
may change during the course of a SAV1 session.

Generic elements

Unique customer

identifier

Subscriber HPLMN

ID

MVNO & Roaming

Indicator

TAC & the SVN parts
of the IMEISV

Terminal category

APNs

List of Customer

Groups

AMBR (Maximum Bit Yes

Rate)

SAVI allowed on

APN

List of SAVI
applications

allowed/authorised

Per APN
element Static Dynamic Comments
Yes
Yes
Yes An indication of whether this
customer 1s an MVNO or Roaming
Yes Unique description of device
model, and in some case the OS
version of the device.
Yes A text string device name, and a
device category (e.g.
“Smartphone”, “Basic Phone”,
“MBB Dongle”, “Tablet”)
Yes Network ID + operator ID
Yes Yes  Yes Policy may be common for large
groups of customers (e.g. all
devices belonging to the same
corporate). The policy can be
managed as a group of devices
rather than individually.
Yes  Yes Per bearer
Yes Yes  Yes
Yes Yes  Yes This should include per application

flags to indicate 1f copy of data 1s
required at all and if copy is
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-continued

Per APN

Generic elements element Static Dynamic Comments

48

required for flow-based charging
(for some APNs and applications
combinations 1t may be needed to

apply LI and/or charging).

PDN-GW has SAV] Yes Yes

supporit

Application service Yes Yes  Yes

chain information

SAV1 roaming Yes Yes  Yes

allowed including

local breakout

Content Restriction Yes Yes  Yes This would include whether Adult

Flags Content is allowed, and whether
specific content 1s allowed e.g. HD
content.

Out-of-bundle status  Yes Yes

4.3.4.1 SAV1 Gateway Overview
This section describes, with reference to FIG. 31, a SAV1

Gateway functional entity 2020 providing Policy to SAVi
enabled access network nodes when a UE10 arrives 1n a cell

controlled by the node, and when there 1s a change of policy
tor the UEIO.

The SAV1 Gateway 2020 gathers the necessary subscrip-
tion information from central systems 2030 and repositories
(e.g. PCRF9 and HSS 36) using standard interfaces, and a
copy of the policy 1s cached locally at the SAV1 Gateway
2020 for timely delivery to the SAV1 Platform 700.

The solution relies on the SAV1 enabled eNB 2000 being
informed of the Subscriber Identity and APN, such that the
eNB 2000 can correctly 1dentily the customer and bearer to
the SAV1 Gateway 2020. The subsequent description
assumes this 1s provided to the SAVi Platform 700 by the
MME over 2010 the S1-c interface.

4.3.42

The Subscriber records in the HSS 36 are updated to
include a new UE i1dentifier, which 1s passed to the MME
2010 with the existing Subscriber Information when the
device attaches to the network.

The MME 2010 1s enhanced to include the UE Identifier
and APN information associated with the device and 1ts
established Radio bearers in existing signalling on the S1-c
interface as part of Radio bearer establishment and S1 based
handover signalling.

The eNB 2000 indicates to the SAV1 Platiorm 700 that a
new UE has arrived on a cell controlled by the eNB 2000,
and provides the UE Identifier and the APN information for
cach activated bearer.

The SAV1 Platform 700 registers the UE and APN 1nfor-
mation with the SAV1 Gateway 2020 that the eNB 2000 1s
configured to communicate with.

If the SAV1 Gateway 2020 does not have policy associated
with registered UE10, the SAV1 Gateway 2020 retrieves the
necessary information from the HSS 36 (for static and
dynamic SAV1 policy elements) and potentially from the
PCRF 9 (alternative path for dynamic policy elements),
stores a binding between the UE10 and the SAV1 Platform
700, and provides the policy information to the SAVi Plat-
form 700 where 1t 15 stored.

The SAV1 UE Policy information i1dentifies the list of the
Applications applicable to the UE10, and a template (appli-
cation service chain) references pre-configured rules 1n the
SAV1 Plattorm 700 which allows the SAVi1 Platform 700 to
build a routing table for packets from this UE between the
hosted Applications.
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When the UE policy related to SAV1 changes 1n the Core
Systems 2030, the SAV1 Gateway 2020 1s imnformed. The
SAV1 Gateway 2020 retrieves a list of which SAVi1 Platforms

have an active registration for thus UE10, and distributes the
updated policy to them.

4.3.4.3 Policy Installation

In this example, the User Identity 1s provided to the SAV1

Platform 700 by the MME 2010 over the S1-c interface. This
1s described above with reference to FIG. 11, and 1s per-
tformed as follows:

1) When the UE 1s in RRC Idle mode and has data to send,
the UE sends a Service Request message to the MME
2010 requesting a data service.

2) In line with the normal LTE service activation proce-
dure, the MME 2010 sends the Initial Context Setup
Request message to the eNB 2000 including the service
parameters for eNB 2000 to correctly handle the UE10.
This message 1s enhanced to include SAVI SUB INFO

IE carrying the UE Identifier and other SAV1 param-
cters from the Subscriber Information received from
the HSS 36, and the SAVI E-RAB INFO IE for each
E-RAB with activate Radio Bearers carrying the APN

information. The inclusion of the E-RAB INFO IE

indicates to the SAV1 Platform 700 that the P-GW 2090

associated to the E-RAB has been upgraded to support

SAV1 functionality. The MME 2010 determines the

P-GW SAV1 2090 support through enhancing the exist-

ing capability signalling over S5/8 & S11, or by per-

forming a DNS lookup of the P-GW node 2090, where
the DNS response includes capability information.
3) The eNB 2000 informs the SAV1 Platiorm 700 that a

UE has been assigned radio resources on a cell con-

trolled by the eNB 2000 and provides the UE Identifier

and APN information.
4) The SAV1 Platform 700 contacts the SAV1 Gateway

2020 and registers interest in the UE10 with the SAVI
UE REGISTER message. The SAVi1 Platform 700 uses
the UE Identifier and APN information to reference the
UE and Bearer.

5) If the SAVi1 Gateway 2020 does not already have Profile

information for this UE, 1t contacts the Core Systems
2030——c.g. the PCRF 9 and HSS 36—and retrieves the

necessary Customer/Bearer information.

6) The SAV1 Gateway 2020 stores the UE Profile and a
binding of the UE10 and SAV1 Platform 700 in a local
database.
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7) The SAV1 Gateway 2020 provides the Policy informa-
tion for the UE10 to the SAV1 Platiorm 700 1n the SAVI
UE PROFILE TRANSFER message, where 1t 1s stored.
The Profile Information may trigger the SAV1 Platform
to request/pull any Application specific information for
the UE stored centrally.
Policy Modification
Later, 11 the profile 1s changed within the network for a
UE:
8) The Core Systems 2030 mform the SAV1 Gateway
2020 of a change 1n Policy for a UE.

9) The SAV1 Gateway 2020 stores the updated profile for
the UE10O, and looks up which SAV1 Platforms 700
have active registrations for a UE1O.

10) The SAV1 Gateway 2020 sends a SAVI UE PROFILE

TRANSFER message to each of the SAV1 Platforms
700 1including the latest Policy Information for the
UE10.

If the policy 1s changed regularly or for significant num-
bers of users this will create significant signalling and
processing load within the network.

According to the preferred embodiment, as shown 1n FIG.
32, to overcome this challenge, the policy 2200 of the UE 1s
restructured, such that aspects of the policy which are
common to a plurality of terminals/customer types (e.g.
“pre-paid” customers) are removed from the UE specific
policy, and instead the UE specific Policy includes reference
to the Customer Group 2210.

Variations from the Group Policy for each UE are created
as UE “policy deltas” 2200. If changes are required to the
policy associated with the Group, the definition of the Group
policy 1s changed. This definition of the Group policy 1s then
sent only once to each (platform 700) node 1n the network,
where the node can apply this change to policy for all users
it controls for that Group—removing the duplication of
signalling and processing across the network.

The UE Policy 1s processed and aspects common to a
customer group are extracted, and replaced with an 1ndica-
tion of the Group, and the UE Deltas are sent including the
Group ID. The SAVi Platform 700 reconstructs the UE
policy 2200A by combining the UE Policy Delta and the
Group Policy.

As some policy configurations would be common for
large groups of devices, these may be configured as Policy
templates or Policy can be defined for a Customer Group.
The Policy passed to the SAVi Platform 710 would just
reference the Policy Template or Customer Group, and
specifically communicate UE specific deltas from the tem-
plates or Groups.

The SAVI UE Profile includes a list of Customer Group
IDs to which the UE belongs, and each Customer Group
would have a configured Profile on the SAV1 Platform.

According to the embodiment, when a profile 1s changed,
step 10 above may be modified as follows. If the change 1n

Profile impacts a large group of UEs and these UEs all
belong to the same Customer Group the SAVI GW 2020

may send the SAVI GROUP CONFIG TRANSFER message
to the SAV1 Platiorm 700 to modify the Profile information
associated with the Customer Group. The SAVi Platform
700 responds with the SAVI GROUP CONFIG TRANSFER
ACK message confirming that the Profile has been changed.
The deltas for the individual UEs can then be applied.
The 1nvention claimed 1s:
1. A mobile telecommunications network including:
a radio access network having radio means for wireless
communication with a plurality of terminals registered
with the telecommunications network and a control
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platform structured to provide services to users of the
plurality of terminals connected thereto, and

a core 1mcluding a store of policy information comprising

group policy data applicable to a group of the plurality
of terminals and individual policy data applicable to
respective ones of the terminals i the group, and
distribution means operable to provide to the control
platform associated with each of the terminals in the
group an indicator of the group policy data applicable
to each of the terminals in the group and the individual
policy data applicable to each of the terminals in the
group,

wherein a first individual policy data for a first terminal 1n

the group of terminals includes at least one variation
from the group policy data, and wherein a separate
policy delta 1s created to identify the at least one
variation.

2. The telecommunications network of claim 1, wherein
the first individual policy data includes an 1ndication of the
at least one variation.

3. The telecommunications network of claim 1, wherein
the core 1s operable to provide the group policy data to the
control platform separately from the individual policy data
applicable to each of the terminals 1n the group.

4. The telecommunications network of claim 1, wherein
the core 1s operable to provide to the control platform the
group policy data, and wherein the indicator of the group
policy data enables the control platform to determine to
which of the terminals 1n the group the group policy data 1s
applicable.

5. The telecommunications network of claim 1, wherein
the control platform 1s operable to derive, from the indicator
of the group policy data and the individual policy data, a
particular policy that 1s to be applied by the control platform.

6. The telecommunications network of claim 1, wherein,
when a modification 1s made to the group policy data, the
core 1s operable to send an indication of the modification
only to the control platform.

7. A method of operating a mobile telecommunications
network, the mobile telecommunications network including
a radio access network having radio means for wireless
communication with a plurality of terminals registered with
the telecommunications network and a control platform
structured to provide services to users of the plurality of
terminals connected thereto, and a core including a store of
policy information comprising group policy data applicable
to a group of the plurality of terminals and individual policy
data applicable to respective ones of the terminals in the
group, the method including:

providing, to the control platform associated with each of

the terminals 1n the group, an indicator of the group
policy data applicable to each of the terminals in the
group and the individual policy data applicable to each
of the terminals 1n the group, wherein a first individual
policy data for a first terminal 1n the group of terminals
includes at least one variation from the group policy
data, and wherein a separate policy delta 1s created to
identify the at least one variation.

8. The method of claim 7, wherein the first individual
policy data mcludes an indication of the at least one varia-
tion.

9. The method of claim 7, wherein the core provides the
group policy data to the control platform separately from the
individual policy data applicable to each of the terminals 1n
the group.

10. The method of claim 7, wherein the core provides to
the control platform the group policy data, and wherein the
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indicator of the group policy data enables the control plat-
form to determine to which of the terminals 1n the group the
group policy data 1s applicable.

11. The method of claim 7, wherein the control platiorm
derives, from the indicator of the group policy data and the
individual policy data, a particular policy that 1s to be
applied by the control platform.

12. The method of claim 7, wherein, when a modification
1s made to the group policy data, the core sends an indication
of the modification only to the control platform.

13. The telecommunications network of claim 1, wherein
corresponding individual policy data for a corresponding
terminal controls how the control platiorm provides services
to a user of the corresponding terminal.

14. The method of claim 7, wherein corresponding indi-
vidual policy data for a corresponding terminal controls how
the control platform provides services to a user of the
corresponding terminal.
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