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(57) ABSTRACT

Systems, methods, and software described herein provide
security actions based on the current state of a security
threat. In one example, a method of operating an advisement
system 1n a computing environment with a plurality of
computing assets includes identifying a security threat
within the computing environment. The method further
includes, i response to identifying the secunity threat,
obtaining state information for the security threat within the
computing environment, and determining a current state for
the security threat within the computing environment. The
method also provides obtaining enrichment information for
the security threat and determining one or more security
actions for the security threat based on the enrichment
information and the current state for the security threat.
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MANAGING SECURITY ACTIONS IN A
COMPUTING ENVIRONMENT BASED ON
COMMUNICATION ACTIVITY OF A
SECURITY THREAT

RELATED APPLICATIONS

This application 1s a continuation of, and claims the
benelit of priority to, U.S. application Ser. No. 14/824,262,
filed on Aug. 12, 2015, entitled “CLASSIFYING KILL-
CHAINS FOR SECURITY ACTIONS,” which itself claims
priority to U.S. Provisional Patent Application No. 62/087,
025, enftitled “ACTION RECOMMENDATIONS FOR
COMPUTING ASSETS BASED ON ENRICHMENT
INFORMATION,” filed on Dec. 3, 2014, U.S. Provisional
Patent Application No. 62/106,830, enftitled “ACTION
RECOMMENDATIONS FOR ADMINISTRATORS IN A
COMPUTING ENVIRONMENT,” filed on Jan. 23, 2015,
and U.S. Provisional Patent Application No. 62/106,837,
entitled “SECURITY ACTIONS IN A COMPUTING

ENVIRONMENT,” filed on Jan. 23, 2015, all of which are
hereby incorporated by reference 1n their entirety.

TECHNICAL FIELD

Aspects of the disclosure are related to computing envi-
ronment security, and in particular to defining kill-chains for
security mcidents to assist in identifying security actions for
a computing environment.

TECHNICAL BACKGROUND

An 1ncreasing number of data security threats exist in the
modern computerized society. These threats may include
viruses or other malware that attacks the local computer of
the end user, or sophisticated cyber attacks to gather data and
other information from the cloud or server based infrastruc-
ture. This server based infrastructure includes real and
virtual computing devices that are used to provide a variety
ol services to user computing systems, such as data storage,
cloud processing, web sites and services, amongst other
possible services. To protect applications and services, vari-
ous anfivirus, encryption, and firewall implementations may
be used across an array of operating systems, such as Linux
and Microsoft Windows.

Further, some computing environments may implement
security information and event management (SIEM) sys-
tems and other security detection systems to provide real-
time analysis of security alerts generated by network hard-
ware and applications. In particular, SIEM systems allow for
real-time monitoring, correlation of events, notifications,
and console views for end users. Further, SIEM systems may
provide storage logs capable of managing historical infor-
mation about various security events within the network.
Although SIEMs and other security identifying systems may
generate security alerts for devices within the network,
administrators may be forced to translate each of these alerts
into particular actions, and may further be forced to gather
additional information about the alert before taking the
action. Thus, time and resources that could be used on other
tasks may be used in researching and determining an appro-
priate course of action to handle a security threat.

OVERVIEW

The technology disclosed herein enhances how security
actions are determined in response to security threats for a
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2

computing environment. In one example, an advisement
system 1s configured to identily a security threat within a
computing environment comprising a plurality of computing
assets. The advisement system 1s further configured to, 1n
response to 1dentifying the security threat, obtain state
information for the security threat within the computing
environment, and determine a current state for the security
threat within the computing environment. The advisement
system 15 also configured to obtain enrichment information
for the security threat, and determine one or more security
actions for the security threat based on the enrichment
information and the current state for the security threat.

BRIEF DESCRIPTION OF THE DRAWINGS

Many aspects of the disclosure can be better understood
with reference to the following drawings. While several
implementations are described in connection with these
drawings, the disclosure 1s not limited to the implementa-
tions disclosed herein. On the contrary, the 1ntent 1s to cover
all alternatives, modifications, and equivalents.

FIG. 1 illustrates a computing environment to manage
security actions for a plurality of network assets.

FIG. 2 illustrates a method of operating an advisement
system to implement actions in computing assets based on a
kill-state of a security threat.

FIG. 3 illustrates an operational scenario of identiiying
security actions based on kill-state information.

FIG. 4 illustrates an operational scenario for operating an
advisement system to provide security actions based on the
kill-state of a security threat.

FIG. § illustrates an advisement computing system to
provide security actions for a plurality of network assets.

TECHNICAL DISCLOSURE

The various examples disclosed herein provide for 1den-
tifying security actions using kill-state information related to
the particular security threat. In many situations, organiza-
tions may employ a variety ol computing assets, which may
include various hardware and processes. During the opera-
tion of the hardware and process, security incidents may
occur, which inhibit the operation of the assets and the
environment as a whole. In some implementations, security-
monitoring systems, such as security information and event
management (SIEM) systems or local security process on
cach computing element, may 1dentily a security incident or
threat.

In response to 1dentifying the security threat, information
about the threat may be transferred or passed to an advise-
ment system to determine a course of action to take against
the security threat. In at least one example, responsive to
identifying a security incident, the advisement system may
obtain enrichment information about the incident from inter-
nal and external sources. These sources may include web-
sites, databases, or other similar sources that maintain infor-
mation about various threats that could be present within the
organization’s computing assets. For example, an unknown
process may be i1dentified as a security threat for a comput-
ing asset. In response to identifying the unknown process,
the advisement system may query a database to determine 11
the unknown process 1s malicious.

Once the enrichment information 1s obtained with regards
to the mncident, the advisement system may 1dentily a rule set
for the incident based on the enrichment information, and
determine a set of action recommendations based on the rule
set. These action recommendations may include a variety of
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procedures that eliminate, segregate, monitor, or provide
other similar actions on the 1dentified threat. For example, if
the enrichment information indicated that an unknown pro-
cess was malicious, the action suggestions that are identified
for the mncident may include segregating the affected com-
puting asset from other computing assets 1n the environ-
ment, removing files and other objects from the affected
computing asset related to the malicious process, further
monitoring the actions of the malicious process, or other
similar operations that are directed at the malicious process.

Here, to aid 1n determining the actions to be taken against
a particular threat, the advisement system may be configured
to obtain kill-state information for the threat. This kill-state
information may include information about the behavior of
the threat, such as whether the threat 1s reaching out to other
systems within the environment, whether the threat 1s scan-
ning ports within the environment to gather information
about the configuration of the environment, whether the
threat 1s attempting to remove data from particular assets,
whether the threat 1s attempting to migrate to other assets in
the environment, or any other similar information. Based on
the mformation, which may be gathered from the affected
asset, as well as other assets within the environment, the
advisement system may determine a current state for the
security threat. This state may include a reconnaissance
state, which corresponds to threats that are attempting to
gather information about the structure of the computing
environment, an exploit state, wherein the threat 1s attempt-
ing to gain access to a particular unapproved portion of the
computing environment, a persist state, wherein the threat 1s
attempting to remain active in the particular asset, a lateral
movement state, wherein the threat 1s attempting to move to
other assets within the environment, an exfiltration state,
wherein the threat 1s attempting to removed data from the
environment, or any other similar state related to the threat.

To determine that a threat 1s 1n a reconnaissance state, the
advisement system may monitor the imncoming connections
from external computing systems to determine whether
internet protocol (IP) addresses, media access control
(MAC) address, ports, and other similar identification infor-
mation 1s sought by the external system. To determine that
a threat 1s 1n an exploit state, the advisement system may
identify that a few internal connections were made along
with an attempt to install or make available processes for
data transier tools. To determine that a threat i1s 1n a persist
state, the advisement system may monitor the installation
and execution of unknown processes related to the security
threat on aflected assets within the environment. To deter-
mine that a threat 1s in a lateral movement state, the
advisement system may monitor the number of connections
between assets 1n the environment, the types of assets that
are communicating in the environment, the relation of
internal connections to external connections by the threat, or
other similar information related to the threat. To determine
that a threat 1s 1n an exfiltration state, the advisement system
may momnitor the existence of data transfer tools on systems
related to the threat, may monitor the outbound connections
from aflects assets, may monitor the amount of data move-
ment from an asset to a system external from the environ-
ment, or may monitor other similar attributes to the system.
These are just some examples of determining the current
state of a threat, 1t should be understood that other examples
of determining the current state may exist and are in the
scope of the present disclosure.

Once the current state 1s determined for the threat, one or
more security actions may be identified to respond to the
threat based on the current state and the enrichment infor-
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mation. In some 1mplementations, the enrichment informa-
tion may be used to identity a rule set for the threat. For
example, if an unknown process 1s 1dentified as executing on
an asset, one or more internal and external sources may be
used to identify the type of threat that the process presents
to the environment, such as a Trojan, virus, or some other
threat. Once the rule set 1s 1dentified, the state of the threat
may be used to determine what actions, which are associated
with the rule set, are going to be used to respond to the
threat. Accordingly, a threat that 1s 1n a reconnaissance state
may not have the same actions i1dentified as a threat that 1s
in an exfiltration state.

In some examples, the enrichment information obtained
from the internal and external sources may relate kill-state
information to the identity of the threat. For example, 1f an
unknown process were identified on an asset within the
environment, an 1dentifier for the process may be used to
search for kill-state information about the process. This
identifier may include the name of the process, a vendor
signature associated with the process, or any other similar
identifier for the threat. Once the identifier information 1s
provided to the sources, the sources may search their data-
bases and data structures to identify related threats that are
identical or closely resemble the 1dentifier information pro-
vided by the advisement system. Once related threats are
identified, kill-state information, such as the routine or
timing ol operations by the unknown process, may be
provided to the advisement system. This routine or timing of
operations may indicate a timeline of what state occurs at
what time, and what should be observed 1n the environment
during each particular state. Using the unknown process
example above, at a first observation time of the environ-
ment, a first kill-state may be 1dentified by the advisement
system, whereas at a second observation time of the envi-
ronment, a second kill-state may be identified by the advise-
ment system. These diflerent states may then be related to
different actions to remedy or mitigate the threat.

In some implementations, the actions that are identified
for the threat may be implemented without receiving feed-
back from an administrator of the environment. However, 1n
addition to or in place of the automated response, the
advisement system may provide the identified actions as
suggestions to an administrator associated with the comput-
ing environment. Once the action suggestions are provided,
the administrator may select one or more of the actions,
causing the actions to be implemented within the environ-
ment.

In some examples, the advisement system may be con-
figured with connectors or other software modules that can
be used to automate the implementation of particular secu-
rity actions. These connectors may be developed to provide
particular operations for various hardware and software
configurations. Accordingly, 1 a security action 1s selected
to implement a firewall rule, one connector may be used for
a first firewall distributer, and a second connector may be
used for the second firewall distributer. Consequently, rather
than going through the procedures to implement a security
action across a plurality of hardware and software platiorms,
the connectors may be used to implement a generic action
across the computing environment.

To further illustrate the operation of an advisement system
within a computing network, FIG. 1 1s provided. FIG. 1
illustrates a computing environment 100 to manage security
actions for a plurality of network assets. Computing envi-
ronment 100 includes computing assets 110-116, SIEM
system 120, advisement system 130, sources 140, and
administration console 150. Computing assets 110-116
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include applications 110, routers (rtrs) 111, intrusion detec-
tion systems and intrusion prevention system (IDS/IDP)
112, virtual private networks (VPNs) 113, firewalls 114,
switches 115, and operating systems 116, although other
assets may exist. Assets 110-116 may execute via any
number of computing systems or devices. In addition to the
routers and switches, these computing devices may include
server computers, desktop computers, laptop computers,
tablet computers, and the like. Although not 1llustrated in the
present example, 1n some implementations, assets may be
defined at computing system level. Accordingly, assets may
be defined as physical computing systems, such as servers,
end user computing systems, host computing systems, and
the like, and may further be defined as virtual computing
systems, such as virtual machines executing via host com-
puting systems. These physical and virtual computing sys-
tems may include an operating system, applications, pro-
cesses, firewalls, and other similar computing resources.

SIEM system 120, advisement system 130, internal and
external sources 140, and administration console 150 may
each include communication interfaces, network interfaces,
processing systems, computer systems, miCroprocessors,
storage systems, storage media, or some other processing
devices or soiftware systems, and can be distributed among
multiple devices. SIEM system 120, advisement system 130,
and sources 140 may comprise one or more server, desktop,
laptop, or other similar computing devices. Administration
console 150 may comprise an end user device, such as a
desktop computer, laptop computer, smartphone, tablet, or
any other similar computing device.

Advisement system 130 communicates with SIEM sys-
tem 120, sources 140, and administration console 150 via
communication links that may use Time Division Multiplex
(TDM), asynchronous transfer mode (ATM), internet pro-
tocol (IP), Ethernet, synchronous optical networking
(SONET), hybnd fiber-coax (HFC), circuit-switched com-
munication signaling, wireless communications, or some
other communication format, including combinations and
improvements thereof. Similarly, SIEM system 120 may
gather information from assets 110-116 via a plurality of
communication links to the computing systems associated
with the assets, wherein the links may use TDM, ATM, IP,
Ethernet, SONET, HFC, circuit-switched communication
signaling, wireless communications, or some other commu-
nication format, including combinations and improvements
thereol. While not illustrated 1n the present example, it
should be understood that advisement system 130 might
communicate with the assets over various communication
links and communication formats to implement desired
security actions, or to receive an incident report.

In operation, SIEM system 120 receives data and perfor-
mance information from assets 110-116 and performs
ispections to 1dentily possible security 1ssues. Once SIEM
system 120 1dentifies a possible security threat, information
about the security threat 1s transferred to advisement system
130. Advisement system 130 identifies the security threat
and analyzes the threat using sources 140 to determine
actions to be taken against the threat. Once the actions are
identified, the actions may be implemented without admin-
istrator interaction by advisement system 130, or in the
alternative, the actions may be transferred, via email, text
message, or other similar format, to administration console
150 to be presented to administrator 160. Once presented,
administrator 160 may select one or more of the actions,
which may then be implemented by advisement system 130.

To further 1llustrate the operation of computing environ-

ment 100, FIG. 2 1s provided. FIG. 2 illustrates a method 200

10

15

20

25

30

35

40

45

50

55

60

65

6

of operating advisement system 130 to implement actions 1n
computing assets based on a kill-state of a security threat. In
particular, as described in FIG. 1, SIEM system 120 receives
information from a plurality of network assets 110-116 and
identifies security threats based on the information. Once a
threat 1s 1dentified, the threat 1s transferred to advisement
system 130. Advisement system 130 identifies the security
threat or incident within computing environment 100 (201),
and 1n response to identifying the incident, obtains state
information for the threat in computing environment 100
(202). This state information may include various informa-
tion about the behavior of the threat, including the number
of commumnications itiated by the threat, the type of
information seeking to be obtained by the threat, the type of
computing systems targeted by the threat, the communica-
tion path of the threat, the number of other systems in the
environment being commumnicated with by the threat, or any
other similar information about the behavior of the threat.
The information may be obtained by the system aflected by
the threat, and may also be provided by other systems or
assets within the computing environment. For example, 1f
communications related to the security threat mvolved a
large number of internal assets to the computing environ-
ment, the information may be usetful 1n 1dentitying that the
threat 1s 1n a lateral stage within the environment.

Once the state information 1s obtained, advisement system
130 determines a current state for the security threat within
the environment (203). As described herein, threats within a
computing environment may have various activity states
within the various assets. These states may include a recon-
naissance state, which corresponds to threats that are
attempting to gather information about the structure of the
computing environment, an exploit state, wherein the threat
1s attempting to gain access to a particular unapproved
portion of the computing environment, a persist state,
wherein the threat 1s attempting to remain active in the
particular asset, a lateral movement state, wherein the threat
1s attempting to move to other assets within the environment,
an exiiltration state, wherein the threat 1s attempting to
remove data from the environment, or any other similar state
related to the threat. Accordingly, a first action may be
preferred against a threat 1n a first state, whereas a second
action may be preferred against a threat 1n a second state. For
example, a threat that 1s attempting to contact or move
laterally to other systems in the computing environment may
have a different security action response than a threat that 1s
attempting to move or exfiltrate data to an external system
from the computing environment.

In addition to determining information about the state of
a threat, advisement system 130 obtains enrichment infor-
mation related to the threat (204). Specifically, advisement
system 130 may identily properties or traits of the incident,
such as the internet protocol (IP) address related to the
threat, distributor information for the threat, the computing
device for the incident, the host, the user, any uniform
resource locators (URLs) associated with the incident, or
any other threat information specific to the security incident.
Once the properties are 1dentified, advisement system 130
may 1dentily information related to the threat using internal
and external sources 140. These sources may 1nclude data-
bases or websites that keep track of malicious IP addresses
or domain names, the type of threats presented from the
particular domain names, 1dentities of malware, Trojans, and
viruses, amongst a variety of other information.

Upon determining enrichment information related to a
particular threat, advisement system 130 determines security
actions for the threat based on the enrichment information
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and current state (205). These actions may include blocking
a particular IP address, removing a particular process from
a computing asset, moving one or more computing assets to
a virtual local area network (VLAN), limiting the outgoing
and incoming communications at an asset, or any other
similar action. In some implementations, the security actions
may be implemented without external approval from an
administrator. In addition to or 1n place of the automated
action, the actions may be supplied to an administrator
associated with the computing environment. Once provided,
either locally at advisement system 130 or externally at
administration console 150, the administrator may select one
or more of the actions to be implemented within the envi-
ronment. Upon selection by the administrator, advisement
system 130 1dentifies or obtains the selection, and 1nitiates
implementation of the selected action.

In some examples, to determine the security actions for
the threat, advisement system 130 may determine a rule set
for the particular threat based on the enrichment 1informa-
tion. For instance, various rule sets may be defined within
data structures that are accessible by advisement computing
system 130. These rule sets may include separate rule sets
tor viruses, denial of service attacks, malware attacks, or any
other similar type of identified process based on the enrich-
ment information. Once a rule set 1s determined, advisement
system 130 may i1dentify the security actions associated with
the rule set based on the current state. In some 1mplemen-
tations, each rule set may be associated with a plurality of
actions that can be taken against a particular threat or
incident. To select a subset of actions associated with the
rule set, the current state may be defined for the threat, and
based on the current state, specific actions associated with
the rule set may be selected. As a result, actions for a threat
in a first state may be diflerent from the actions for the same
threat 1n a second state.

In some 1mplementations, a database of security actions
may be stored within one or more data structures accessible
to the advisement system, which allow the advisement
system to select actions based on the type of threat and the
current state of the threat. In some examples, the security
actions may be associated with keywords, allowing the
advisement system to identify all actions associated with
particular keywords. For instances, 11 the advisement system
determined that a threat was a virus 1n an exfiltration state,
the advisement system may search the one or more data
structures for actions related to “virus” and “exfiltration
state.” These actions may then be selected for the particular
threat.

Although 1llustrated in FIG. 1 with a SIEM system, it
should be understood that other systems might be used to
identily security threats. For example, other security moni-
toring systems, users within the environment, or the assets
may directly notity advisement system 130 of a security
threat. Further, although illustrated separate in the example
of FIG. 1, 1t should be understood that SIEM system 120
might reside wholly or partially on the same computing
systems as advisement system 130.

Turning to FIG. 3, FIG. 3 illustrates an operational
scenario 300 of i1dentifying security actions based on kill-
state 1information. Operational scenario 300 includes asset
environment 305, asset 310, advisement system 320, sources
325, action suggestions 330, and administrator 340. Asset
environment 305 includes a plurality of computing assets,
including asset 310. Asset 310 may comprise a server
computing system, end user computing system, virtual com-
puting system, router, or some other computing asset.
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In operation, a SIEM system, security processes on the
computing assets, or other similar security processes 1den-
tify a security threat associated with asset 310, and notifies
advisement system 320 of the threat. In response to being
notified of the threat, advisement system 320 obtains state
information for the threat from asset environment 305, and
turther gathers enrichment information for the threat from
sources 325. The state information for the threat corresponds
to the current behavior expressed by the threat, which may
include the number of times that a threat has been 1dentified
within the environment, whether the threat 1s attempting to
reach out to other assets in the environment, whether the
threat 1s attempting to contact an outside computing system,
whether the threat 1s attempting to gain access to a particular
computing system, or other similar information from asset
environment 305. The state mmformation may be gathered
from the asset associated with the identified threat, and may
also be gathered from one or more other computing assets
within the environment. Once the state information 1s
obtained from asset environment 305, advisement system
320 may determine a current state for the threat within the
environment based on the state immformation. These states
may 1nclude, but are not limited to, a reconnaissance state,
an exploit state, a persist state, a lateral movement state, or
an exfiltration state. For example, 11 a threat located on an
allected asset were attempting to communicate with a plu-
rality of other assets within the environment, then the threat
may be determined to be 1n a lateral movement state. In
another example, 11 the device were attempting to move a
threshold amount of data to a system external to the network,
then 1t may be determined that the system 1s 1n an exfiltration
state. Further, 1f 1t were 1dentified that the threat was
attempting to install software or a process on an aflected
asset, then 1t might be determined that the threat 1s 1n a
persist state.

Belore, during, or after determining the state of the threat
within the environment, advisement system 320 may obtain
enrichment information from sources 325. Sources 325 may
correspond to internal or external databases or websites that
store information about the various possible threats to asset
environment 305. For example, when an unknown IP

address 1s attempting to access asset 310, advisement system
320 may query sources 325 to determine mformation about
the unknown IP address, such as whether the IP address 1s
known to be malicious or any other information. In some
implementations, the enrichment information may include
state information or timing of operations for the security
threat. This timing of operations information may indicate
what should be observed in the environment during each
particular state of the threat. Accordingly, at a first obser-
vation time ol the environment, a first kill-state may be
identified by the advisement system, whereas at a second
observation time of the environment, a second kill-state may
be 1dentified by the advisement system.

Once the enrichment information and the current state are
identified for the security threat, advisement system 320
may determine actions to be taken against the security threat.
In particular, advisement system 320 generates action sug-
gestions 330 based on the enrichment information and the
current state of the threat. Once generated, actions 335-337
are provided to admimstrator 340 either locally through a
user interface on advisement system 320, or through an
external administration console. In response to receiving
action suggestions 330, administrator 340 may select at least
one ol actions 333-337 to be mmplemented within asset
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environment 305. Once selected, advisement system 320
may 1nitiate implementation of the actions within the envi-
ronment.

In some 1implementations, advisement system 320 may be
configured with software modules or connectors that can be
used 1n 1mplementing a particular action for asset environ-
ment 305. These connectors allow an action command 1n a
first language from an administrator to be translated to the
various action processes necessary to implement the action
in various hardware and soitware configurations. For
example, the administrator may specity in the first language
to “block IP address Alpha on computing assets X and Y.”
In response to the command, advisement system 320 may
translate the command into the processes necessary to block
IP address Alpha on computing assets X and Y, even 1if
computing assets X and Y possess diflerent hardware or
soltware configurations. These actions may 1nclude logging
into the necessary computing asset, and implementing one
or more procedures 1 the computing asset to block the
necessary IP address.

Referring now to FIG. 4 to further demonstrate the
selection of actions from a rule set. FIG. 4 illustrates an
operational scenario 400 for operating an advisement system
to provide security actions based on the kill-state of a
security threat. Operational scenario 400 includes security
threat 410, asset environment 405, advisement system 415,
enrichment sources 425, and administrator (admin) 450.

As depicted advisement system 415 i1s configured to
identily security threat 410 within a computing environ-
ment. This identification could be transferred from a SIEM
system or other security-monitoring module, or may be
transierred from the assets within the computing environ-
ment. Once the security threat 1s identified, rule set process
420 1dentifies a rule set for the particular threat. Here, to
identify the threat, advisement system 415 may query
enrichment sources 423, which may comprise websites and
other similar databases, to determine information about the
threat. This information may include whether the threat 1s
malicious, what data the threat 1s attempting to obtain, or
other stmilar various characteristics about the threat. Based
on the enrichment information, rule set 430 1s determined
with state actions 435-437 that correspond to the various
states of the particular threat. These states may include a
reconnaissance state, an exploit state, a persist state, lateral
movement state, an exfiltration state, or any other similar
state.

Once the rule set 1s determined by advisement system
415, action process 440 may be used to identily security
actions to respond to security threat 410. To determine the
appropriate set of actions, action process 440 may obtain
state information for the threat within asset environment
405. Asset environment 405, which includes the one or more
assets aflected by security threat 410 as well additional
computing assets, may provide information about the threat
including the number of times that the threat has been
detected, the communication traits for the threat within the
environment, the types of data that the threat 1s attempting
to access, the current operational characteristics of the
threat, or any other similar state related information. Based
on the state information, a state for the threat 1s determined,
and applied to rule set 430 to determine the appropriate
security actions to respond to the threat. Accordingly, state
A actions 435 may comprise diflerent actions than state B or
C actions 436-437. For example, 1f a threat were 1n a
reconnaissance state, a first set of actions may be provided
for that state. In contrast, if the threat were in a data
exfiltration state, a different, and possibly more drastic set of
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actions may be selected for threat. Further, in some
examples, the actions that are provided to the administrator
may be ranked or provided i a specific order to the
administrator, allowing the administrator to select the action
that 1s best suited for the current state of the threat.

In some implementations, upon determination of the one
or more security actions, advisement system 4135 may ini-
tiate implementation of the security actions within the asset
environment. These actions may include making modifica-
tions to one or more firewalls 1n the asset environment,
removing processes from the environment, segregating one
or more of the assets from other assets 1n the environment,
or any other similar action including combinations thereof.
In other implementations, the identified security actions may
be provided to administrator 4350, allowing administrator
450 to select the desired actions. Once the administrator
selects the actions, advisement system 415 may initiate
implementation of the actions within the environment.

In some examples, advisement system 415 may have
access to connectors or other modules that can be used to
deploy security actions across a variety of hardware and
soltware configurations. For instance, an adminmistrator may
select, using a unified command language, to block a par-
ticular IP address from a plurality of computing assets 1n the
environment. Once specified by the administrator, the action
selection may be translated into the necessary processes for
the plurality of computing assets based on the hardware and
soltware configurations for the computing assets. As a result,
the process for implementing the IP address block 1n a first
computing asset may be diflerent than the process for
implementing the IP address block 1n a second computing
asset.

FIG. 5 1llustrates an advisement computing system 500 to
provide security actions for a plurality of network assets.
Advisement computing system 500 i1s representative of a
computing system that may be employed in any computing
apparatus, system, or device, or collections thereof, to
suitably 1mplement the advisement systems described
herein. Computing system 500 comprises communication
interface 501, user interface 502, and processing system
503. Processing system 503 i1s communicatively linked to
communication interface 501 and user interface 502. Pro-
cessing system 503 includes processing circuitry 305 and
memory device 506 that stores operating soiftware 507.

Communication interface 501 comprises components that
communicate over communication links, such as network
cards, ports, radio frequency (RF) transceivers, processing
circuitry and software, or some other communication
devices. Communication interface 501 may be configured to
communicate over metallic, wireless, or optical links. Com-
munication iterface 501 may be configured to use TDM, IP,
Ethernet, optical networking, wireless protocols, communi-
cation signaling, or some other communication format—
including combinations thereof. In particular, communica-
tion iterface 501 may communicate with security
identification systems, such as SIEM systems, security sys-
tems on the assets themselves, or some other security
identification system. Further, communication interface 501
may be configured to communicate with one or more
administration consoles to provide the suggested actions to
administrators, and the computing assets of the environment
to 1implement selected actions.

User interface 502 comprises components that interact
with a user. User interface 502 may include a keyboard,
display screen, mouse, touch pad, or some other user mput/
output apparatus. User interface 502 may be omitted 1n some
examples.
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Processing circuitry 305 comprises microprocessor and
other circuitry that retrieves and executes operating software
507 from memory device 506. Memory device 506 com-
prises a non-transitory storage medium, such as a disk drive,
flash drive, data storage circuitry, or some other memory
apparatus. Operating software 507 comprises computer pro-
grams, firmware, or some other form of machine-readable
processing instructions. Operating software 507 includes
identity module 508, state module 509, enrichment (enrich)
module 510, and action module 511, although any number of
soltware modules may provide the same operation. Operat-
ing software 507 may further include an operating system,
utilities, drivers, network interfaces, applications, or some
other type of software. When executed by circuitry 505,
operating software 307 directs processing system 503 to
operate advisement computing system 300 as described
herein.

In particular, identify module 508 when executed by
processing system 503 1s configured to i1dentily a security
threat within a computing environment that comprises a
plurality of computing assets. This threat may include an
unknown process executing on one or the computing assets,
an unknown communication identified within the computing
assets, unpredictable behavior for one or more of the com-
puting assets, irregular behavior for one or more of the
assets, or any other security threat. In some examples, a
SIEM system or other security-monitoring module may
identify a threat and, 1n turn, notify computing system 500
of the threat. However, in other examples, the computing
assets may directly notily computing system 500 of the
threat.

Once 1dentified by computing system 500, state module
509 directs processing system 503 to obtain state informa-
tion for the secunity threat within the computing environ-
ment. This state information may include various character-
istics associated with the behavior of the threat, including
the number of times that the threat contacted other devices
in the network, the information that the threat 1s attempting
to access, the port scans of the threat on devices within the
environment, or any other similar information about the
threat. Based on the information state module 509 directs
processing system 503 to determine a current state for the
security threat within the environment. This current state
may comprise a reconnaissance state, an exploit state, a
persist state, a lateral movement state, an exfiltration state,
or any other relevant state.

In addition to i1dentifying the state for the threat, enrich
module 510 directs processing system 503 to obtain enrich-
ment mformation for the security threat. In some implemen-
tations, threat information may be obtained as the threat 1s
reported to computing system 500. This threat information,
which may be retrieved from security monitoring systems as
well as the assets within the environment, may include IP
information related to the threat, process names associated
with the threat, websites or other addresses associated with
the threat, users associated with the threat, or any other
similar information associated with the threat. Based on the
threat information provided, internal and/or external sources
may be queried to receive additional information about the
threat, such as whether the threat 1s a virus, Trojan, denial of
service attack, or any other additional information.

After obtaining the enrichment information and the deter-
mimng the current state of the threat, action module 511
directs processing system 303 to 1dentily actions to be taken
against the particular threat based on the enrichment infor-
mation and current state. In some implementations, actions
may be taken directly by computing system 300 without
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interaction by an administrator. However, 1n addition to or in
place of the automated action, action module 511 may be
configured to provide the identified actions to an adminis-
trator, allowing the administrator to select one or more of the
actions to be implemented 1n the environment. To provide
the actions, the actions may be displayed on user interface
502, or may be transierred via communication interface 501
to an external administration console device. Once the
administrator selects actions from the provided suggested
actions, computing system 300 may initiate implementation
of the action within the environment.

In some implementations, to determine the actions to be
taken against the threat, the enrichment information may be
used to identify a rule set for a particular threat. For
example, the enrichment information may identify that a
particular process 1s a malicious virus that collects and
transiers data to a remote location. Accordingly, a rule set
may be 1dentified for the malicious process, which 1s asso-
ciated with actions that can be taken against the malicious
process. Once the rule set 1s determined, the current state of
the threat within the environment may be used to identify
and organize a subset of security actions associated with rule
set to respond to the threat. Accordingly, 1f the threat were
in a more severe state, such as extracting data from the
computing environment, computing system 500 may 1den-
tify more drastic actions than 11 the threat were 1n a recon-
naissance state. Further, when providing the security actions
to an administrator for selection, the current state of the
threat may be used to rank the security actions based on
which action 1s most appropriate for the current state.

The included descriptions and figures depict specific
implementations to teach those skilled in the art how to
make and use the best option. For the purpose of teaching
inventive principles, some conventional aspects have been
simplified or omitted. Those skilled in the art will appreciate
variations from these implementations that fall within the
scope ol the mvention. Those skilled in the art will also
appreciate that the features described above can be com-
bined 1n various ways to form multiple implementations. As
a result, the invention 1s not limited to the specific imple-
mentations described above, but only by the claims and their
equivalents.

What 1s claimed 1s:

1. A method of improving security actions in a computing
environment, wherein the computing environment com-
prises a plurality of computing assets, the method compris-
ng:

identifying a security threat within the computing envi-

ronment;

obtaining state information for the security threat within

the computing environment from computing assets of
the plurality of computing assets i the computing
environment, wherein the state information comprises
at least communication activity related to the security
threat, wherein the communication activity comprises
at least a quantity of connections associated with the
security threat and a quantity of exchanged data asso-
ciated with the security threat;

determining a current state for the security threat within

the computing environment based on the state infor-
mation;

obtaining enrichment information for the security threat;

and

determining one or more security actions for the security

threat based on the enrichment information and the
current state for the security threat.
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2. The method of claim 1 wherein determining the one or
more security actions for the security threat based on the
enrichment information and the current state comprises:

identifying a rule set based on the enrichment informa-

tion; and

identifying at least one security action associated with the

rule set based on the current state.

3. The method of claim 1 wheremn the communication
activity comprises a type of data targeted by the security
threat or communication paths of the security threat.

4. The method of claim 1 wherein determining the current
state for the security threat within the computing environ-
ment comprises determining whether the security threat 1s in
a reconnaissance state, an exploit state, a persist state, lateral
movement state, or an exfiltration state.

5. The method of claim 1 further comprising, 1n response
to determining the one or more security actions for the
security threat, imtiating implementation of the one or more
security actions 1n the computing environment.

6. The method of claim 1 further comprising:

in response to determiming the one or more security

actions for the secunity threat, providing the one or
more security actions to at least one admimstrator for
the computing environment;

after providing the one or more security actions to the at

least one administrator, obtaining an action selection
from the at least one administrator {from the one or more
security actions; and

initiating implementation of the action selection in the

computing environment.

7. The method of claim 6 wherein determining the one or
more security actions for the security threat based on the
enrichment information and the current state comprises
ranking the one or more security actions for the security
threat based on the current state.

8. The method of claim 1 wherein obtaining the enrich-
ment information for the security threat comprises obtain-
ing, from at least one internal or external database, the
enrichment imnformation for the security threat.

9. The method of claim 1 wherein the security threat
comprises an unknown process executing within the com-
puting environment, 1ncoming communications from an

unknown 1nternet protocol (IP) address, or a demial of

service ol attack.

10. An apparatus to improve security actions for a com-
puting environment, wherein the computing environment
comprises a plurality of computing assets, the apparatus
comprising;

one or more non-transitory computer readable storage

media; and

processing instructions stored on the one or more com-

puter readable media that, when executed by a process-

ing system, direct the processing system to:

identily a security threat within the computing envi-
ronment;

obtain state information for the security threat within
the computing environment from computing assets
of the plurality of computing assets in the computing,
environment, wherein the state information com-
prises at least communication activity related to the
security threat, wherein the communication activity
comprises at least a quantity of connections associ-

ated with the security threat and a quantity of

exchanged data associated with the security threat;

determine a current state for the security threat within
the computing environment based on the state infor-
mation;
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obtain enrichment information for the security threat;
and

determine one or more security actions for the security
threat based on the enrichment information and the
current state for the security threat.

11. The apparatus of claim 10 wherein the processing
instructions to determine the one or more security actions for
the security threat based on the enrichment information and
the current state for the security threat direct the processing,
system to:

identily a rule set based on the enrichment information;
and

identify the one or more security actions associated with
the rule set based on the current state.

12. The apparatus of claim 10 wherein the communication
activity comprises a type ol data targeted by the security
threat or communication paths of the security threat.

13. The apparatus of claam 10 wherein the processing
instructions to determine the current state for the security
threat within the computing environment direct the process-
ing system to determine whether the security threat 1s 1n a
reconnaissance state, an exploit state, a persist state, lateral
movement state, or an exfiltration state.

14. The apparatus of claam 10 wherein the processing
instructions further direct the processing system to, 1n
response to determining the one or more security actions for
the security threat, initiate implementation of the one or
more security actions in the computing environment.

15. The apparatus of claam 10 wherein the processing
instructions further direct the processing system to:

in response to determining the one or more security
actions for the securnity threat, provide the one or more
security actions to at least one administrator for the
computing environment;

alter providing the one or more security actions to the at
least one administrator, obtain an action selection from
the at least one administrator from the one or more
security actions; and

imitiate 1mplementation of the action selection in the
computing environment.

16. The apparatus of claim 15 wherein the processing
instructions to determine the one or more security actions for
the security threat based on the enrichment information and
the current state direct the processing system to rank the one
or more security actions for the security threat based on the
current state.

17. The apparatus of claam 10 wherein the processing
instructions to obtain the enrichment information for the
security threat direct the processing system to obtain, from
at least one internal or external database, the enrichment
information for the security threat.

18. The apparatus of claim 10 wherein the security threat
comprises an unknown process executing within the com-
puting environment, mmcoming communications from an
unknown internet protocol (IP) address, or a demial of
service attack.

19. An advisement system to improve security actions for
a computing environment comprising a plurality of comput-
ing assets, the advisement system comprising:

a communication interface configured to receive a noti-
fication of a securnity threat within the computing envi-
ronment; and

a processing system, communicatively coupled to the
communication interface, configured to:
obtain state information for the secunity threat within

the computing environment from computing assets
of the plurality of computing assets in the computing,
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environment, wherein the state information com-
prises at least communication activity related to the
security threat, wherein the communication activity
comprises at least a quantity ol connections associ-

ated with the security threat and a quantity of 5

exchanged data associated with the security threat;
determine a current state for the security threat within
the computing environment based on the state infor-
mation;
obtain enrichment information for the security threat;
and
determine one or more security actions for the security
threat based on the enrichment information and the
current state for the security threat.
20. The advisement system of claim 19 wherein the
processing system 1s further configured to:
in response to determiming the one or more security
actions for the security threat, provide the one or more
security actions to at least one administrator for the
computing environment;
after providing the one or more security actions to the at
least one administrator, obtain an action selection from
the at least one administrator from the one or more
security actions; and
initiate 1mplementation of the action selection in the
computing environment.
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