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reproduction by anyone of the patent document or the patent
disclosures, as it appears 1n the Patent and Trademark Office
patent files or records, but otherwise reserves all copyright
rights whatsoever.

BACKGROUND OF THE INVENTION

Field of the Invention

The invention disclosed herein relates generally to data
storage systems 1in computer networks and, more particu-
larly, to improvements to storage management systems that
allocate use of storage devices for performing storage opera-
tions.

There are many diflerent computing architectures for
storing electronic data. Individual computers typically store
clectronic data in volatile storage devices such as Random
Access Memory (RAM) and one or more nonvolatile storage
devices such as hard drives, tape drives, or optical disks, that
form a part of or are directly connectable to the individual
computer. In a network of computers such as a Local Area
Network (LAN) or a Wide Area Network (WAN), storage of
clectronic data 1s typically accomplished via servers or
storage devices accessible via the network. A storage device
may be, for example, any device capable of storing and
retrieving electronic data 1 a computer network, for
example, a storage device 1 a computing device, such as a
general-purpose computing device, a server, a legacy server,
production server, a storage device used to perform a local

storage operation, a storage library, tape drives, optical
libraries, Redundant Arrays of Inexpensive Disks (RAID),

CD-ROM jukeboxes, or other storage devices. Such storage
devices may be used to perform a storage operation using
removable media, such as tapes, disks, or other media.
Removable media 1s widely utilized 1n performing storage
operations 1n storage devices. In general, only one media
item may be placed 1n a storage device storage drive for use
in a storage operation. If a storage device has only one
storage drive, any storage operations performed in the
storage drive may cause the storage device to be unavailable
for other uses. In addition, 11 the storage device has only one
storage drive, and more than one media item may be
required to perform a storage operation, a second media 1tem
may be used to replace a first media 1tem 1n the storage drive.
In this scenario, without a robotic arm or a person to
manually swap tapes between drives, the storage operation
could not be performed once the first media 1tem has been
utilized. This may cause inefliciencies in running common
storage operations.

SUMMARY OF THE INVENTION

The present invention disclosed herein provides a method
and system for creating a virtual library that may be used to
perform storage operations.

In one embodiment of the mnvention, a method 1s provided
for creating a virtual library of at least two storage devices
by selecting a first storage device and a second storage
device and associating the first and second storage devices
in a virtual library. The storage devices may be storage
devices such as a tape drive, optical drive or a hard drive.
The first and second storage devices may be selected 1n
accordance with a storage characteristic, such as storage
device availability, network pathway between system com-
ponents, media capacity, user prelerence, storage policy, or
other characteristic as further described herein. The first and
second storage devices satistying the storage characteristic
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may be detected by a media management component, which
may also determine the characteristic of the storage device
and logically associate the first and second storage device 1n
the virtual library. The media management component may
include an 1ndex which can be used to store data indicating
a logical association of the virtual library. The virtual library
may be maintained by detecting a third storage device that
satisiies the storage characteristic and substituting the third
storage device for the first (or second) storage device by
disassociating the first (or second) storage device with the
virtual library and associating the third storage device with
the virtual library.

In another embodiment, a method 1s provided for per-
forming a storage operation using a virtual library of at least
two storage devices by receiving a request to perform a
storage operation, associating a first and second storage
device 1n a virtual library and performing the storage opera-
tion to the virtual library. In one embodiment, the first and
second storage device are determined to have a storage
characteristic appropriate for the storage operation.

In another embodiment, a method for updating a virtual
library of at least two storage devices may be provided by
receiving a first value of a storage characteristic of a first
storage device in the virtual library and detecting a change
in the storage characteristic of the first storage device. A
third storage device may be detected that has a storage
characteristic similar to the first value and the third storage
device may be substituted with the first storage device 1n the
virtual library by disassociating the first storage device with
the virtual library and associating the third storage device
with the virtual library. Data indicating the association of a
storage device with the virtual library may be stored 1n an
index.

In another embodiment, a method for managing a plural-
ity of storage devices 1s provided by receiving a request to
perform a storage operation and a storage characteristic
(related to performing the storage operation) of a storage
device. A media management component may detect at least
two storage devices, among a plurality of storage devices,
that include the storage characteristic. The at least two
storage devices are associated with a virtual library for
performing storage operations. Data indicating the associa-
tion of the storage devices with the virtual library may be
stored 1n an index.

In another embodiment, a method for pooling at least two
storage devices 1s provided in which at least two storage
devices may be identified that have a common storage
characteristic. The common storage characteristic may be
related to performing a storage operation. The at least two
storage devices may be associated with a virtual library.
Data indicating the association of the storage devices with
the virtual library may be stored in an 1ndex.

In another embodiment, a method for storing data using a
virtual library 1s provided in which a request to perform a
data storage operation 1s received and a virtual library is
selected which has at least two associated storage devices
that are capable of performing the data storage operation.
The data storage operation 1s performed using the virtual
library.

In another embodiment, a virtual library for performing a
storage operation 1s provided which includes at least two
storage devices. The at least two storage devices have a
storage characteristic for performing a storage operation. A
media management component 1s communicatively coupled
to the at least two storage devices, and also communicatively
coupled to a storage manager and an index. The media
management component 1s programmed to coordinate per-
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forming the storage operation in the virtual library. The
index includes data that indicates an association of the at
least two devices with the virtual library.

In another embodiment, a method for maintaining an
index for a virtual library 1s provided 1n which 1dentifiers for
two or more storage devices capable of performing a data

storage operation and satisiying at least one common storage
characteristic are stored 1n the index. Association data estab-
lishing a logical relationship of the two or more storage
devices 1n the virtual library may also be stored in the index.
The association data may be modified 1n response to a
change in the common storage characteristic of a given one
of the storage devices by disassociating the given one
storage device from the virtual library and associating a third
storage device satistying the common storage characteristic
with the virtual library.

In another embodiment, a system for performing a storage
operation using at least two storage devices 1s provided 1n
which one or more storage devices 1 a first computing
device and one or more storage devices 1n a second com-
puting device are associated with a virtual library. Each of
the first and second computing devices comprises a proces-
sor which may be used to process a storage operation. The
system also 1includes an index for storing data indicating an
association of the first and second computing devices with a
virtual library.

In another embodiment, a method for performing a stor-
age operation in a computer network 1s provided in which a
storage manager or other system component may identily a
request to perform a storage operation, for example, based
on a storage policy. The storage manager (or other system
component, such as a virtual library controller) may select,
in response to a selection criteria associated with performing
the storage operation, a first computing device having a
central processing unit and one or more removable media
storage devices. The selection criteria may be related to one
or more storage characteristics relating to performing the
storage operation. The storage manager (or other system
component, such as a virtual library controller) may select,
in response to the selection criteria associated with perform-
ing the storage operation, a second computing device having
a central processing unit and one or more removable media
storage devices. One or more index entries may be created
which associate the one or more storage devices of the first
computing device and the one or more storage devices of the
second computing device with a single logical network
pathway to a network storage device 1n the computer net-

work. The storage operation may be performed using the
single logical network pathway.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

The invention 1s illustrated in the figures of the accom-
panying drawings which are meant to be exemplary and not
limiting, 1n which like references are intended to refer to like
or corresponding parts, and 1 which:

FIG. 1 1s a block diagram showing a high-level view of
the network architecture and components of one possible
embodiment of the invention;

FIG. 1A 1s a block diagram showing an aspect of the
network architecture and components of one possible
embodiment of the invention;

FIG. 2 15 a table depicting virtual libraries 1n one embodi-
ment of the invention;

FIG. 3 1s a user interface depicting available virtual
libraries 1n one embodiment of the invention;
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FIG. 4 1s a flow diagram presenting a method of creating
a virtual library in one embodiment of the mvention;

FIG. 5 1s a flow diagram of a method for performing a
storage operation in one embodiment of the invention;

FIG. 6 1s a flow diagram presenting a method for moni-
toring a virtual library 1 one embodiment of the present
invention; and

FIG. 7 1s a flow diagram presenting a method for per-
forming a storage operation 1n another embodiment of the
invention.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENT

L1l

The present invention relates to creating a virtual hibrary
ol storage devices for performing a storage operation. A
virtual library may be a logical collection of one or more
storage devices. The storage devices 1n a virtual library may
be similar or heterogeneous, and may be logically grouped
together to appear, for example, from the perspective of a
user or system component, to be a single device. For
example, two storage devices, such as a server or other first
computing device having a tape drive and a stand-alone tape
library connected to or otherwise controlled by a second
computing device may be configured in a virtual library and
logically associated in an index.

Another virtual library may include two separate storage
devices having robotic arms, and data indicating the logical
association of the two storage devices may be stored 1n an
index. The index may indicate that the storage devices 1n a
virtual library (e.g.—the tape drive 1n the first storage device
and the one or more drives of the tape library of the second
computing device) are represented by and accessed via a
single common logical network pathway, for example g:/vir-
tual library 1. Thus, from the perspective of other compo-
nents 1 a storage management system, virtual library com-
ponents have one logical network pathway and appear to be
a single device. Such other storage management system
components may perform storage operations using the vir-
tual library via the single logical network pathway.

The configuration of and devices used 1n a virtual library
may vary. For example, a virtual library may include one or
more storage devices i one computing device, such as a
hard drive, and one or more storage devices in another
computing device, such as a server. By combining more than
one storage device 1n a virtual library, drives in each of the
storage devices may be used to perform storage operations,
for example, by tape spanning across more than one tape
drive, streaming data to more than one drive, etc.

Embodiments of the invention are now described with
reference to the drawings. An embodiment of the system of
the present invention 1s shown 1n FIG. 1. As shown, a system
35 may include client 20, a data store 30, a data agent 40,
storage manager component 50, storage manager component
index 52, a jobs agent 55, media management components
60 and 70, media management component indexes 62 and
72, and virtual library controllers 75 and 85. Each compo-
nent may be communicatively coupled to storage devices
120, 130, 140, 150 and 160 via media management com-
ponents 60 and 70. Although FIG. 1 depicts a system having
two media management components 60 and 70, the inven-
tion may include one or a plurality of media management
components providing communication between system
components and storage devices.

Client 20 may include at least one attached data store 30.
Data store 30 may be any memory device or local data
storage device known in the art, such as a hard drnive,
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CD-ROM drive, tape drive, RAM, or other types of mag-
netic, optical, digital and/or analog local storage. Client 20
includes at least one data agent 40, which may be a software
module that 1s generally responsible for performing storage
operations for data of client 20, e.g., on data stored in data
store 30 or other memory location. Storage operations
include, but are not limited to, creation, storage, retrieval,
migration, deletion, and tracking of electronic data including
primary or production volume data, as well as secondary
volume data, primary copies, secondary copies, auxiliary
copies, snapshot copies, backup copies, incremental copies,
differential copies, synthetic copies, HSM copies, archive
copies, Information Lifecycle Management (“ILM”) copies,
and other types of copies and versions of electronic data.
System 35 includes at least one, and typically a plurality of
data agents 40 for each client. Each data agent 40 1s intended
to perform a storage operation relating to data associated
with a different application. For example, client 20 may have
different individual data agents 40 designed to handle
MICROSOFT EXCHANGE data, LOTUS NOTES data,
MICROSOFT WINDOWS file system data, MICROSOFT
ACTIVE DIRECTORY OBIECTS data, and other types of
data known 1n the art.

The storage manager 50 1s generally a software module or
application that coordinates and controls system compo-
nents, for example, the storage manager 50 manages and
controls storage operations performed by the system 35. The
storage manager 50 may communicate with all components
of the system 35 including client 20, data agent 40, media
management components 60 and 70, and storage devices
120, 130, 140, 150 and 160 to initiate and manage system
storage operations. The storage manager 50 may have an
index 52, further described herein, for storing data related to
storage operations.

The media management components 60 and 70 are gen-
erally a software module that conducts data, as directed by

the storage manager 30, between the client 20 and storage
devices 120, 130, 140, 150 and 160. These storage devices

120, 130, 140, 150 and 160 can be storage devices such as
a tape library, a hard drive, a magnetic media storage device,
an optical media storage device, or other storage device. The
media management components 60 and 70 are communica-
tively coupled with and control the storage devices 120, 130,
140, 150 and 160. For example, the media management
components 60 and 70 might instruct a storage device 120,
130, 140, 150 and 160 to perform a storage operation. The
media management components 60 and 70 generally com-
municate with the storage device 120, 130, 140, 150 and 160
directly via a local bus such as a SCSI adaptor, or via a
network pathway such as a LAN, WAN, efc.

Each media management component 60, 70 maintains an
index cache 62, 72 which stores index data that the system
35 generates during storage operations as further described
herein. For example, storage operations for MICROSOFT
EXCHANGE data generate index data. Media management
component index data includes, for example, logical net-
work pathways of virtual libraries, information associating
one or more devices of a virtual library, information regard-
ing the location of the stored data on a particular media, the
location of the particular media, such as in a storage device
in a current or previous configuration of a virtual library,
information regarding the content of the data stored such as,
file names, sizes, creation dates, formats, application types,
and other file-related criteria, information regarding one or
more clients associated with the data stored, information
regarding one or more storage policies, storage criteria, or
storage preferences associated with the data stored, com-
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pression information, retention-related information, encryp-
tion-related information, stream-related information, and
other types of information. Thus, a media management
component index 62, 72 (or storage manager index 52) may
be consulted 1n connection with performing a storage opera-
tion on a particular data item to 1dentity the media to which
the data 1s written, the storage device 1n which the media 1s
located, a current or previous configuration of a virtual
library that includes the storage device, or other information
relating to performing the storage operation. Index data thus
provides the system 35 with an eflicient mechanism for
performing storage operations including locating user files
for recovery operations and for managing and tracking
stored data. In some embodiments, a storage manager index
52 may contain the same information stored 1 a media
management component index 62, 72, or the media man-
agement component mdex 62, 72 information may instead
be stored 1n a storage manager index 52.

The system 335 generally maintains two copies of the
media management component index data regarding par-
ticular stored data. A first copy 1s generally stored with the
data copied to a storage device 120, 130, 140, 150, or 160.
Thus, a tape may contain the stored data as well as index
information related to the stored data. In the event of a
system restore, the index data stored with the stored data can
be used to rebuild a media management component index
62, 72 or other index useful in performing storage opera-
tions. In addition, the media management component 60, 70
that controls the storage operation also generally writes an
additional copy of the index data to its index cache 62, 72.
The data 1n the media management component index cache
62, 72 1s generally stored on faster media, such as magnetic
media, and 1s thus readily available to the system 35 for use
in storage operations and other activities without having to
be retrieved from a storage device 120, 130, 140, 150, or
160.

The storage manager 30 also maintains an index cache 52,
database, or other data structure. Storage manager index data
may be used to indicate, track, and associate logical rela-
tionships and associations between components of the sys-
tem 35, such as virtual libraries and virtual library compo-
nents, user preferences, management tasks, and other usetul
data. Some of this information may be stored in a media
management component index 62 or other local data store
according to some embodiments. For example, the storage
manager 50 might use 1ts index cache 52 to track storage
devices 120, 130, 140, 150, or 160, logical associations
between media management components 60, 70 and the
storage devices 120, 130, 140, 150, or 160, and logical
associations of wvirtual libraries 100, 110. In another
example, mndex data may be used to track client data
including client archive files, storage policies and sub-client
with one or more pointers to an associated virtual library.
Some of the index data relating to the logical association of
the virtual libraries 100, 110 may be information relating to
the virtual library and the individual storage devices asso-
ciated with the virtual library, such as the logical network
pathways or addresses of the storage devices, current, pre-
vious and future virtual library configurations, storage char-
acteristics of storage devices in a virtual library, storage
operations performed 1n a previous or current configuration
of a virtual library, or other information. The storage man-
ager 50 may also use 1ts mndex cache 352 to track the status
of storage operations performed (and to be performed) using
a virtual library, storage patterns associated with the system
components such as media use, storage growth, network
bandwidth, service level agreement (“SLA”) compliance
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levels, data protection levels, storage policy information,
storage criteria associated with user preferences, retention
criteria, storage operation preferences, and other storage-
related 1information.

Index caches 52 and 62, 72 typically reside on 1ts corre-
sponding storage component’s hard disk or other fixed
storage device. For example, the jobs agent 35 of a storage
manager component 50 may retrieve storage manager index
52 data regarding a storage policy and storage operation to
be performed or scheduled for a particular client 20. The
jobs agent 53, either directly or via another system module,
communicates with the data agent 40 at the client 20
regarding the storage operation. Jobs agent 55 may also
retrieve from the index cache 52 a storage policy associated
with the client 20 and uses information from the storage
policy to communicate to the data agent 40 one or more
media management components 60, 70 associated with
performing storage operations for that particular client 20 as
well as other information regarding the storage operation to
be performed such as retention criteria, encryption criteria,
streaming criteria, etc. The data agent 40 then packages or
otherwise manipulates the client data stored 1n the client data
store 52 1n accordance with the storage policy information
and/or according to a user preference, and communicates
this client data to the appropriate media management com-
ponent(s) 60, 70 for processing. The media management
component(s) 60, 70 store the data according to storage
preferences associated with the storage policy including
storing the generated index data with the stored data, as well
as storing a copy of the generated index data 1n the media
management component index cache 62, 72.

A storage policy 1s generally a data structure or other
information which includes a set of preferences and other
storage criteria for performing a storage operation. The
preferences and storage criteria may include, but are not
limited to: a storage location, relationships between system
components, network pathway to utilize, retention policies,
data characteristics, compression or encryption require-
ments, preferred system components to utilize in a storage
operation, and other criteria relating to a storage operation.
A storage policy may be stored to a storage manager index,
to archive media as metadata for use 1n restore operations or
other storage operations, or to other locations or components
of the system.

In general, system 35 may include many configurations of
virtual libraries, e.g., 100 and 110, each of which may be
configured, managed and controlled by a media manage-
ment components 60, 70. Libraries 100 and 110 depict
storage devices arranged in virtual libraries. For example,
library 100 1ncludes each of the storage devices SD1-SDn
depicted 1n FIG. 1, namely 120, 130, 140, 150 and 160.
Library 110 includes storage devices SD2, SD3 and SDn, or
130, 140 and 160, respectively. Each virtual library may be
a logical grouping of physical storage devices 1n a network.
A virtual library can also include system components other
than a storage device, e.g., client, a server, a media man-
agement component, other storage device, or other system
component. A virtual library generally comprises a one or
more storage devices that are logically associated, pooled, or
otherwise grouped in a library. As explained herein, storage
devices included 1n the virtual library may be any type of
storage device, such as a storage device in a computing
device, such as a general-purpose computing device, a
server, a legacy server, production server, a storage device
used to perform a local storage operation, a storage library,
tape drives, optical libraries, Redundant Arrays of Inexpen-

stve Disks (RAID), CD-ROM jukeboxes, or other storage
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device. The storage devices grouped 1n the virtual library are
logically associated in an index. For example, the storage
devices 1n the virtual library may be assigned one logical
network pathway, which 1s stored in the index. Thus, a
system component that consults the index for a storage
library may obtain a single logical network pathway for a
virtual library which may comprise one or more individual
storage devices. The virtual library appears from the per-
spective of the system, a user, or administrator to be a single
library, which has, for example, multiple drives. In reality,
the virtual library may include several individual storage
devices, typically each having a different logical network
pathway, and each of which may have only one storage
drive. In some embodiments, a virtual library controller 75
directs scheduling, actual (rather than virtual) data path
selection, and transier of electronic information between
clients 20 and components of a virtual library 120, 130, 140,
150 and 160. For example, while a virtual library 120, 130,
140, 150 and 160 may logically appear as a single drive or
storage device to the system, a virtual library controller 75
may select actual data paths for transfer of electronic infor-
mation to and from the various individual storage device
components of the virtual library 120, 130, 140, 150 and
160.

In one example of a virtual library, a screen or other user
interface may present a list of system components including
a logical entry for a virtual library that includes drives A, B
and C, each of which drive may be located 1in a separate
storage device, associated together 1n a library. In addition,
cach of drives A, B and C can also be presented individually.
Configuring the storage devices 120, 130, 140, 150 and 160
in a virtual library provides, among other advantages, the
ability to perform storage operations which may exceed the
capacity of one storage device by sharing the storage opera-
tion across more than one storage device, e.g., data can be
streamed across several storage devices 120, 130, 140, 150
and 160.

Storage manager 50 or media management components
60, 70 may configure, manage and control the wvirtual
libraries 100, 110. Both of the storage manager 50 and media
management components 60, 70 may configure, manage and
control the virtual libraries 100, 110. Each of the storage
manager 50 and media management components 60, 70 may
configure the virtual libraries 100, 110 as a single logical
entity by associating the drives of the virtual library by
providing a single logical network pathway for the virtual
library. Each of the associated drives in the virtual library
may be accessed via the single logical network pathway.
Association of drives or storage devices or other compo-
nents 1n a virtual library may be achieved by creating a table,
such as 1n 1ndex 52, 62 and 72, which includes a virtual
library 1dentifier and imnformation about the storage devices
or components associated in the virtual library, such as a
single logical network address.

Referring to FIG. 1A, a virtual library 170, 172 may also
be provided 1n other storage management system architec-
tures, for example, without a storage manager or media
management component. As shown, a virtual library con-
troller 75, 1 communication with a client, may manage
client 20 storage operations to a virtual library 170, 172. The
virtual library controller 75 may be a software module that
may be a component of a client 20, or commumnicatively
coupled to and separate from the client 20. The wvirtual
library controller 75 generally communicates with a virtual
library agent 126, 128, 136 and 138 to provide storage
operation 1nstructions. For example, the virtual library con-
troller 75 may direct, manage and configure one or more
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virtual libraries 170, 172 by communicating with a virtual
library agent 126, 128, 136, 138 for a storage device 120,
130 or computing device 125, 135. Each storage device 120,
130 or computer device 125, 135 may have its own virtual
library agent 126, 128, 136, 138 for logically associating
components 1n the virtual library and performing storage
operations 1n the virtual library. Information relating to the
virtual libraries 170, 172, such as identifiers for each of the
components of a virtual library, such as SD1 120, CD 1 125,
and SD2 130 (and respective drives) of virtual library 170
and SD2 130 and CD2 135 of virtual library 172, and a
logical network pathway for the virtual library 170, 172 may
be stored in VLC index 77.

One example of a table that may be stored 1n a database

or 1n an index that includes virtual library information 1is
depicted 1n FIG. 2. As shown 1n table 175, Virtual Library 1

180 includes storage devices 120, 130, 140, 150 and 160 and
Virtual Library n 190 includes storage devices 130, 140 and
160. Virtual Library 1 180 1s shown having a logical network
pathway at F:/Virtual Lib 1. Thus, a system component
communicating with or performing a storage operation to
Virtual Library 1 180 may use an F drive pathway. Virtual
Library n 190 1s shown having a logical network pathway at
G:/Virtual Lib n, and correspondingly, may be accessed via
a G drive pathway. As shown, the individual components
included 1 Virtual Libraries 180, 190 may be located at
other drives as listed 1n areas 182 and 192 of the table 175.
Areas 182, 192 include index entries for logical network
pathways ol components of a virtual library. The logical
network pathway information for a virtual library may be
obtained by a virtual library controller, storage manager, or
other system component and translated into the actual net-
work pathways to each of the storage devices included in the
virtual library. For example, Virtual Library 1 180 accessed
via logical network pathway F:/Virtual Lib 1 may be trans-
lated 1nto network pathways e:/ for storage device 120, h:/
for storage device 130, etc. Table 175 can be updated as
necessary to provide information about virtual libraries such
as current and previous configurations. One skilled 1n the art
may recognize other ways to map index entries for virtual
library configurations and logical network pathways, which
may also be used.

Referring again to FIG. 1, virtual library controller 75 or
85 of the media management components 60, 70 may
communicate directly with the storage devices 120, 130,
140, 150 or 160 1n a virtual library 100, 110. Virtual library
controller 75, 85 may be a software module or component of
the media management component 60, 70 that communi-
cates with virtual library agent 128, 138, 148, 158, or 168,
for example, providing instructions relating to a storage
operation. Virtual library agent 128, 138, 148, 158, or 168
may be a software module or component associated with a
storage device 120, 130, 140, 150 or 160, that may be a
separate component, or part of the storage device 120, 130,
140, 150 or 160, and that works together with virtual library
controller 75, 85 to command and control a virtual library
100, 110 to facilitate storage operations. For example, when
a media management component 60, 70 communicates with
a virtual library 100, 110, the media management compo-

nents 60, 70 may communicate 1ts instructions to a virtual
library agent 128, 138, 148, 158, or 168 associated with

storage devices 120, 130, 140, 150 or 160 of virtual library
100, 110, such as by sending the virtual library agent 128,
138, 148, 158 and 168 streams of data related to a storage
operation. The virtual library controllers 75, 85 may also be
programmed to regularly, or 1n accordance with a storage
policy or storage preference, monitor virtual libraries 100,
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110 and storage devices 120, 130, 140, 150 or 160 to
determine storage characteristics of components associated
in a virtual library 100, 110. For example, a virtual library
controller 75, 85 may detect a change 1n the availability of
a storage device, the capacity of media 1n a drive, network
pathways, or other storage characteristic, further described
herein.

Each storage device in the virtual library 100, 110 may
include at least one drive, such as the tape drives (SD1T1
and SD1T2, labeled 122 and 124, respectively) shown 1n
SD1 120. For example, a storage device may be a server
with a single drive, or a hard drive, single tape drive, a tape
library with or without a robotic arm, or other storage
device. Each storage device may be grouped together with
similar or heterogeneous components 1 a virtual library
100, 110. Data indicating an association of the virtual library
100, 110 components and a respective logical network
pathway 1s stored 1n an mndex 52, 62, or 72 used to represent
logical a storage location to a user or system component. The
virtual library 100, 110, thus generally appears from the
perspective of a user or system component to be a single
storage device such as a library having one or more drives.
In reality, the virtual library 100, 110 comprises one or more
storage devices grouped 1n a virtual arrangement. Data
relating to the associations of each virtual library 100, 110
may be stored, for example, 1n the media management
component index 62, 72, or in the storage manager index 52.

Referring to FIG. 3, there 1s shown an example of a
graphical user interface 200. Storage resources, such as
available libraries 210 may be presented to a user, including
virtual libranies: library 1, library 2 and library n, labeled
220, 230 and 260, respectively. The virtual libraries may be
made available via one or more servers. The available drives
ol each storage device, such as tape drives shown as SD1T1,
SD1712 and SDn'Tn, 240, 250 and 270, respectively may also
be presented to a user. Storage operations can be performed
utilizing any of the available libraries 210, such as 220, 230
or 260. Alternatively, storage operations can be performed
directly to an available drive, such as 240, 250 or 270.

Components of the system 35 may reside and execute on
the same computer. A client component such as a data agent
40, a media management component 60, 70, or a storage
manager 50 coordinates and directs storage operations as
turther described 1n application Ser. No. 09/610,738. This
client component can function independently or together
with other similar client components.

A method for creating a virtual library 1s described 1in
connection with the flow diagram of FIG. 4. The method
could use, for example, the system architecture shown 1n
FIG. 1, or other storage manager system architecture. A user
may 1nitiate the process for creating a virtual library by
making a request to a storage manager. Alternatively, a
virtual library may be created automatically without a user
request. For example, a storage manager may automatically
initiate creation of a virtual library 1 accordance with a
storage policy, storage operation template, a storage prefer-
ence, or other selection criteria, condition, or characteristic.
Thus, the storage manager (or media management compo-
nent or other system component) may receive a storage
policy which indicates that a particular storage operation 1s
to be performed at a particular time or frequency interval and
that the storage operation will likely require a certain storage
characteristic or selection criteria, such as media capacity,
network pathway, component availability, network band-
width or other network performance criteria, number of
streams, media type, schedule, or other characteristic. The
storage manager may monitor system components and
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resources to determine a particular configuration of storage
devices, e.g., n a virtual library, which satisiy the storage
characteristic and may be capable of performing the storage
operation.

Storage devices may be scanned to detect availability, step
300. A storage manager may be programmed to scan (or
direct the scanning of) system components for available
storage devices periodically, upon a request to perform a
storage operation, or prior to a request to perform a storage
operation. The availability of storage devices may be
obtained by querying a media management component or
storage manager or a virtual library controller and virtual
library agent. The media management component or storage
manager may consult 1ts index data or the virtual library
controller and wvirtual library agent to determine which
storage devices are available and which storage devices are
not available. Alternatively, a storage manager or media
management component may perform a test read or write
operation 1 a storage device drive to determine media
capacity, or other indication of availability of a storage
device. For example, the system may write or read a small
quantity of data to or from one or more storage devices
associated with a virtual library. In some 1nstances, a storage
device may be unavailable for one or more reasons, such as
the storage device 1s oflline, 1s damaged, no longer contains
media, a logical network pathway 1s inaccessible, a media or
tape 1s full, a storage device may be 1n use 1n another storage
operation, or other reason. A threshold may be specified
having a minimum availability requirement for example,
that a storage device must not be 1n use for another storage
operation, that a certain quantity of network bandwidth be
available for a storage operation using the virtual library
component, etc.

Characteristics of the available storage devices are 1den-
tified, step 310, by communicating information regarding
the available storage devices between the media manage-
ment component and storage device, or via system compo-
nents including a virtual library controller, media manage-
ment component, or virtual library agent. Characteristics of
a storage device may include, for example, media capacity,
network pathway, storage capacity, streaming ability, pro-
cessor capacity or speed of a storage device, ability to run
storage operations 1n parallel, authorization, security
requirements or permissions of a storage device, present or
scheduled future uses of the storage device, storage policies,
schedules or preferences associated with a storage device or
client, user preferences or other metrics or storage criteria.
A characteristic relating to media capacity may be a required
volume of media to perform a storage operation. A charac-
teristic relating to network pathways may include pathways
between a media management component, client, storage
device or other storage component, and indications of bottle-
necks or network congestion, which may affect performance
ol a storage operation. A storage capacity characteristic of a
storage device may relate to a capacity of media or drives a
storage device. Streaming ability 1s a characteristic of a
storage device which may refer to the ability of a storage
device to perform a storage operation by streaming data
using one or more data streams, €.g., across one or more
drives to one or more media items. Characteristics relating
to processor capacity or speed ol a storage device can
indicate the relative speed in which a storage operation can
be performed by a storage device and also a volume of data
that can be handled by a processor or simply a certain
processor speed of a computing device associated with a
component of a virtual library. Some storage devices have a
characteristic which allows 1t to perform storage operations
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in parallel, for example, as further described 1n patent
application Ser. No. 10/818,749. Characteristics relating to
security, permissions and authorization may limit or open up
a storage device to perform certain secure storage opera-
tions. Scheduling characteristics of a storage operation, such
as present or future uses of a storage device may indicate
that a storage device 1s available at discrete times and
unavailable at other times to perform storage operations. A
storage policy characteristic of a storage device may be that
a particular storage policy for a particular client may be set
to perform storage operation at a particular or associated
storage device. Other characteristics of a storage device may
be various preferences, metrics or storage criteria. Such
storage device characteristics may be used to select a storage
device or other component for a virtual library based on a
criteria to perform storage operation which may require a
particular characteristic.

Indications of the characteristics or availability of a
storage device may be presented to a user, step 320. A screen
may be automatically generated by a client GUI based on
information received from a media management component
index. The screen may provide a user with views of available
virtual libraries, storage devices, or drives and the charac-
teristics of each. A storage manager and/or a media man-
agement component may also generate library profile infor-
mation, which generally includes information about the
library devices, and may include additional information,
such as media capacity, logical or real network pathway to
the library, or other characteristic. Such a screen may be
similar to the graphical user interface depicted 1in FIG. 3 with
indication information added 1n reference to each of Lib 1,
Lib 2, SD1T1, SD1T2, or Lib n, numbered 220, 230, 240,
250, 260, respectively, such as a storage device character-
1stic, as further described herein.

Alternatively, a system component, such as a storage
manager, may consult the indications of storage character-
istics or availability without user mput. For example, 1n
place of user 1nput, a storage manager may have a template
for creating a virtual library that sets advantageous charac-
teristics ol a storage device, e.g. capacity, bandwidth,
streaming capability, availability, future scheduled uses,
including duration of future scheduled uses and network
pathways for scheduled operations, and other characteristics
as further described herein. For example, 1n a template for
performing a copy operation, a characteristic may be set for
a template that a storage device should have no scheduled
uses daily between 2:30 am and 3:30 am and have at least
two drives which are capable of performing a read or write
operation on media having a particular capacity. Thus, the
template may establish a mimmum resource threshold
required for a storage device to be included in a virtual
library and storage devices meeting or exceeding the thresh-
old are indicated as available. Alternatively the template sets
forth that all available devices having a particular charac-
teristic may be associated in a virtual library.

Based on the storage characteristics, storage devices may
be selected for association in a virtual library, step 330. A
user may select storage devices to associate i a virtual
library. Or, alternatively, a storage manager or other virtual
library controller, may select storage devices based on a
template and storage characteristics. Selected storage
devices may be associated with a virtual library, step 340. In
general, a decision to select storage devices for association
may be based on the indications of availability or charac-
teristics. For example, a storage device may be selected
because it has appropriate media capacity, less congested
network pathway or other characteristic, e.g., as further
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described herein. Selection of a storage device to be
included 1n a virtual library may cause an imstruction to be
communicated to the applicable media management com-
ponent to associate a storage device with a virtual library.
When a storage device 1s associated with a virtual library, a
media management component updates index data relating
to the storage device with a logical network pathway for the
virtual library. The wvirtual library controller and wvirtual
library agent may also receive the association instruction
from a media management component and store the asso-
ciation data. The virtual library controller and virtual library
agent may use the association data to direct and facilitate
storage operations 1n an appropriate virtual library.

The virtual library 1s created, step 350, by associating the
storage devices 1 the virtual library. Data relating to the
association of the storage device in a virtual library and
which indicates a logical network pathway for the virtual
library may be stored to a media management component
index or other index in a table, such as the table depicted 1n
FIG. 2. In general, when a virtual library 1s created, a default
storage policy may be applied to or used by the virtual
library. Data relating to the default storage policy may be
stored to the index.

A virtual library may be used to perform a storage
operation, for example, as described 1n reference with FIG.
5. A request 1s recerved to perform a storage operation, step
400. In general, the request may be initiated by a user or
automatically without user mput according to a storage
schedule, a storage policy, a user preference, or other
initiator or critera.

When a request 1s recerved by a system to perform a
storage operation, components of a specified virtual library
may be checked by identilying devices 1n the virtual library,
and 1dentifying media to handle 1n a storage operation. For
example, a system component may verily whether one or
more storage devices are available in a virtual library, step
410. In general, a media management component verifies
whether a storage device may be available 1n a virtual library
by consulting its index data to i1dentity the storage devices
associated 1n a virtual hibrary. Availability of the storage
device includes determining, for example, whether a storage
device 1s online, whether the storage device 1s functioning or
powered on, or other indicator of availability. The storage
manager may consult its imdex to determine which media
management component 1s associated with the storage
device, or enabled to manage and control the storage device
in performing the storage operation, and communicates via
the media management component to determine availability
of a storage device. The media management component then
checks to determine whether the storage device storage
characteristics satisiy a criteria, step 420. Storage charac-
teristics mnclude for example, requirements for performing a
particular storage operation, the specifications of the storage
device, or other characteristics, as further described herein.

Determining whether the storage device satisfies a storage
criteria can include, for example, determining a storage
characteristic of the storage device, such as checking each of
the available storage devices to determine whether there 1s
adequate media capacity, such as suflicient disk or tape
space, €.g., a tape less than half written to or between half
written to and full. If a tape 1s less than half full and the
media required for a storage operation 1s half of a tape, there
1s adequate media to perform the storage operation. If the
tape 1s between half full and full and the media required for
a storage operation 1s at least half a tape, there 1s 1nadequate
media to perform the storage operation. Other characteristics
may also be considered in this step, including characteristics
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turther described herein: network pathway between the
media management component, client, storage device or
other storage component, ¢.g. whether the network pathway
1s currently congested, likelihood of congestion 1n a future
scheduled storage operation, bandwidth necessary for a
storage operation, processor capacity and speed of the
storage device, ability of the storage device to run storage
operations 1n parallel with other storage devices 1n the
network, authorization or security requirements or permis-
sions of the storage device, present or scheduled future uses
of the storage device, such as present or future storage
operations scheduled which utilize the storage device, stor-
age policies, schedules, or preferences associated with the
storage device or client, user preferences, other metric,
storage criteria, or characteristic. These characteristics may
be used to predict availability of storage components as
necessary for a storage operation and to provide a compari-
son of efliciency of components or resources used 1n per-
forming storage operations.

If the available storage devices do not satisty the storage
criteria, the storage operation fails, or the situation may be
remedied, step 430. For example, if one or more storage
devices do not satisiy the storage criteria because there may
be 1nsuflicient free or available storage media in the storage
devices, the storage manager or media management com-
ponent will communicate instructions to an administrator or
system user, via email, pager, warning message, etc., to
change the storage media in the storage devices. Alterna-
tively, the media management component may query the
available storage devices to determine whether a partial
storage operation can be performed on the available storage
devices that do not otherwise satisly each of the storage
criteria. For example, a storage operation can be performed
in parts so that a portion of the storage operation 1s allocated
to a first virtual library and another portion to a second or nth
virtual library, storage device or other system component.
Alternatively, a storage operation may be performed in
which one or more tapes in separate drives or separate
storage devices, are used 1n a tape-spanning configuration to
perform a storage operation. In another example, a storage
manager may predict storage criteria requirements to per-
form the storage operation and identily other storage
device(s) that may perform the storage operation and
dynamically allocate and associate such storage devices to
the virtual library.

If the storage manager or media management component
determines that there are available storage devices and
media which satisty the storage criteria, the available storage
devices may be associated, or pooled with a virtual library,
step 440. The association of the storage device with a virtual
library may be accomplished by storing data indicating the
association of the virtual library 1n an 1index, such as data
indicating a logical network pathway of a virtual library.
Even though the storage devices associated in a virtual
library may be physical devices that are separate geographi-
cally or mechanically, from a user’s and system perspective
these devices are associated with a single logical network
pathway and thus appear to be a single storage device, such
as a storage library and not a collection of individual storage
devices.

Storage devices are associated in a virtual library, such as
Library 1, shown 1n FIG. 1, which may be used to perform
a storage operation, step 450. Configuring the storage
devices 1n a virtual library provides the ability to perform
storage operations which may exceed the capacity at one
storage device by sharing the storage operation across more
than one individual storage device and streaming data across
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several storage devices. This configuration of the virtual
library can be used for load balancing, e.g., performing
storage operations using more than on storage device, media
spanning, €.g., performing storage operations storing elec-
tronic data across more than one piece of media or drive, and
other high data volume storage operations.

A method for creating a virtual library described herein
may be 1mitiated at the time a request for a storage operation
1s received, or alternatively, the method 1s mitiated at other
times, such as when a storage manager regularly checks and
maintains system resources to determine whether system
components are available for storage operations. For
example, a storage manager may create one or more virtual
libraries 1n advance of a request for performing a storage
operation 1 accordance with predicting resource require-
ments for performing storage operations according to stor-
age policies, schedules jobs, storage preferences, etc, and
determining available resources to perform the storage
operations. The system check can be triggered by user
preferences, storage policy, user instructions, or 1 accor-
dance with storage system readiness verification, further

described 1n provisional application Ser. No. 60/626,076
titled SYSTEM AND METHOD FOR PERFORMING

STORAGE OPERATIONS IN A COMPUTER NFET-
WORK, filed Nov. 8, 2004.

A wvirtual library may be monitored, maintained and
updated according to the method depicted in FIG. 6. System
components may be monitored or maintained 1n accordance
with a storage policy, step 500, to determine system health,
capacity of system components, or other aspects of the
system. For example, a storage manager, media management
component, virtual library controller or other system com-
ponent may monitor availability of storage devices, virtual
libraries and other system components and check storage
policies and schedules to determine whether there are
adequate system resources to perform future scheduled
storage jobs. Monitoring of the system can be active and
dynamic, e.g. imtiated 1n accordance with a monitoring
schedule set according to storage policies, such as by full
time virtual library agents performing heartbeat assessments
or constant monitoring of system components, job sched-
ules, storage preference, storage policy, or passively initi-
ated, e.g., by user request. Reports of system resources can
be generated based on information obtained 1n monitoring
and delivered to an administrator or user by email, pager or
other message.

In a virtual library monitoring operation, a storage man-
ager, media management component, virtual library control-
ler or other monitoring component verifies storage devices
and virtual libraries. For example, a virtual library controller
detects whether there have been any changes in a charac-
teristic of a storage device 1n a virtual library, step 510. A
change in a characteristic may be detected by a media
management component that communicates with a storage
device, for example, via a virtual library agent or virtual
library controller. In the event that a characteristic of a
storage device changes, data relating to the change 1n
characteristic may be communicated to the virtual library
agent associated with the storage device and communicated
to the virtual library controller, storage manager, or media
management component. Alternatively, a storage device,
virtual library controller or other system component can
report to the media management component that a storage
device 1s unavailable according to a threshold range of
unavailability. Changes in characteristics can include, for
example, scheduled storage operations, media capacity,
availability, network pathway, or other characteristics. Some
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changes 1n characteristics are immaterial with respect to
system resource requirements, €.g., a storage device may be
scheduled for maintenance and taken offline for 30 minutes
during a time period 1n which no storage operations are
scheduled, a media change has occurred which increases the
capacity of the media, or other change in characteristic
which either improves the general characteristics of the
storage device, or which may not adversely impact future
storage operations. Such changes may be considered to be
above a minimum threshold requirement for a storage char-
acteristic for performing a storage operation. Some changes,
however, may be material to system resource requirements
necessary for a particular storage operation, such as failure
ol a storage device, scheduling contlicts, such as a future
storage operation schedule that entirely utilizes all of the
storage device media capacity or that 1s scheduled for the
same time, or other characteristic that worsens the general
characteristics of the storage device, or which will signifi-
cantly impact a future storage operation. Such material
changes may not satisty or meet a minimum storage char-
acteristic or criteria requirement threshold. A characteristic
threshold between a material and immaterial diflerence may
be set forth such that storage devices having characteristics
exceeding the threshold are considered to be available and
appropriate for performing a particular storage operation. In
general, a difference between a material and 1immaterial
characteristic may be relative and may be related to general
requirements for storage operations, or set forth in threshold
ranges for storage characteristic requirements.

A change 1n a characteristic may be determined to satisiy
the threshold characteristic, step 520. If the changed char-
acteristic 1s determined to fall above a threshold the system
monitor or check routine exits, step 530. In the event that
there may be a change in a storage device characteristic that
1s not significant, there 1s generally no need to update the
virtual library, thus the update check 1s completed and the
existing virtual library configuration 1s maintained. If a
changed characteristic 1s determined to because the charac-
teristic to fail to meet the threshold, other storage devices are
scanned to determine whether another storage device may be
available to be substituted into a wvirtual library for an
unavailable storage device, step 540. I the changed char-
acteristic 1s significant, the virtual library generally must be
updated by changing a virtual library configuration.

Availability of an alternate storage device 1s detected, step
540, by consulting a storage manager index, media man-
agement component index or other index, or by communi-
cating with a virtual library or storage devices. A storage
manager or media management component determines
whether an alternate storage device i1s available based on
satistying a criteria requirement, step 550. If the storage
device 1s not available, the update fails, step 560 or supplies
an error message, such as an email, page or other warning
message to a user or system administrator. If a storage
device 1s determined to be available, the storage manager or
the media management component updates the configura-
tion and association of devices with the virtual library to
include the available alternate storage device, step 570, and
data relating to the update 1s stored to the media manage-
ment 1index, storage manager index or other index.

Index data stored in the storage manager index or media
management component index maintains 1nformation,
including point-in-time nformation about current, future
and previous virtual library configurations, media, and com-
ponent associations. Since virtual library configurations can
change, 1n the event that a storage operation such as a data
restore operation 1s performed after a change 1n a virtual

10

15

20

25

30

35

40

45

50

55

60

65

18

library configuration, the storage device in which the data to
be restored 1s located may need be to be 1dentified. Referring
to FIG. 7 which depicts a flowchart for determining a virtual
library association, a storage operation request, such as a
data restore request 1s received, step 600. Such request may
be mitiated by a user’s mput, according to storage policies,
or other 1itiator. Information about the data relating to the
storage operation, such as information about data to be
restored, 1s also recetved, such as a data type, data identifier
or other information. A storage manager index, media man-
agement component index or other index may be consulted
to determine a wvirtual library associated with the data
requested 1n the storage operation request, step 610. In
general, index data relating to a virtual library configuration
1s stored for current virtual library configurations and pre-
vious virtual hibrary configurations to track data locations
and other mformation relating to virtual libraries. An 1ndi-
cation of the wvirtual library including the data with the
storage operation request may be presented to a user, step
620. The indication may be presented 1n a graphical user
interface, such as the screen depicted i FIG. 2. The virtual
library indication may be presented to the user so that the
user may view mformation relating to the location of data to
be restored, such as a previous and present virtual library
configuration, however, this step 1s optional. In general, the
system will perform the storage request, step 630, without
input from the user with respect to the location of the data
in a virtual library.

Systems and modules described herein may comprise
software, firmware, hardware, or any combination(s) of
soltware, firmware, or hardware suitable for the purposes
described herein. Software and other modules may reside on
servers, workstations, personal computers, computerized
tablets, PDAs, and other devices suitable for the purposes
described herein. Software and other modules may be acces-
sible via local memory, via a network, via a browser or other
application 1 an ASP context, or via other means suitable
for the purposes described herein. Data structures described
herein may comprise computer files, variables, program-
ming arrays, programming structures, or any electronic
information storage schemes or methods, or any combina-
tions thereof, suitable for the purposes described herein.
User interface elements described herein may comprise
clements from graphical user interfaces, command line
interfaces, and other interfaces suitable for the purposes
described herein. Screenshots presented and described
herein can be displayed differently as known 1n the art to

iput, access, change, manipulate, modily, alter, and work
with information.

While the invention has been described and 1llustrated 1n
connection with preferred embodiments, many variations
and modifications as will be evident to those skilled 1n this
art may be made without departing from the spirit and scope
of the invention, and the invention i1s thus not to be limited
to the precise details of methodology or construction set
forth above as such vanations and modification are intended
to be included within the scope of the invention.

What 1s claimed 1is:
1. A method for grouping storage devices in a virtual
library comprising:

storing with computer hardware comprising one or more
computer processors, primary data on a plurality of
primary storage devices 1n a primary storage system
and storing at least one or more secondary copies of the
primary data on one or more secondary storage devices
in a secondary storage system;
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creating a virtual library that 1s associated with a logical
network pathway, the virtual library comprising a first
confliguration of a first group of the secondary storage
devices, the first group of the secondary storage devices
comprise at least first and second secondary storage
devices, wherein the first and second secondary storage
devices are accessible with the logical network path-
way associated with the virtual library;

storing at least first and second storage policies 1 a

storage policy data structure, the first storage policy
comprising at least a first set of future scheduled
secondary storage operations and the second storage
policy comprising at least a second set of future sched-
uled secondary storage operations;

automatically determining when the first set of future

scheduled secondary storage operations and a when the
second set of future scheduled secondary storage opera-
tions will occur;

automatically determining the first group of the secondary

storage devices 1n the virtual library have isuilicient
capacity for the first set future scheduled secondary
storage operations;

automatically determining availability of a third second-

ary storage device based at least in part on the amount
ol capacity needed for the future scheduled secondary
storage operations, and based at least 1n part on whether
the first set of future scheduled storage operations on
the third secondary storage device will conflict with the
second set of future scheduled operations associated
with the second storage policy; and

automatically associating, without the need of user inter-

vention, the third secondary storage device with the
virtual library wherein the third secondary storage
device 1s accessible with the logical network pathway
associated with the virtual library, the virtual library
comprising a second configuration of a second group of
secondary storage devices.

2. The method of claim 1, further comprising disassoci-
ating the first secondary storage device with the second
group of secondary storage devices.

3. The method of claim 2 wherein disassociating the first
secondary storage device from the second group of second-
ary storage devices comprises updating an index with data
indicating a disassociation.

4. The method of claim 1, further comprising;:

detecting a change in the characteristic of the first sec-

ondary storage device that causes the first secondary
storage device to not satisly a storage characteristic
threshold;

identifying that a fourth secondary storage device has a

storage characteristic satistying the storage character-
1stic threshold;

disassociating the first secondary storage device; and

associating the fourth secondary physical storage device

with the second group of secondary storage devices.

5. The method of claim 1 further comprising receiving a
first request for data and a second request for data stored on
the secondary storage devices and automatically determin-
ing that the first request 1s associated with data stored on the
first configuration of the virtual library and the second
request 1s associated with data stored on the second con-
figuration of the virtual library.

6. The method of claim 1 wherein determining the avail-
ability of the third secondary storage device 1s based at least
in part on the likelihood of network congestion associated
with the future scheduled secondary storage operations.
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7. The method of claim 1 wherein determining the avail-
ability of the third secondary storage device 1s based at least
in part on capacity of the third secondary storage device.

8. The method of claim 1 wherein the third secondary
storage device continues to be associated with a third group
ol secondary storage devices.

9. The method of claim 1 wherein the future scheduled
secondary storage operations are stored 1n an 1mdex associ-
ated with at least one media management component.

10. The method of claim 1 wherein the future scheduled
secondary storage operations are stored 1n association with
a storage policy.

11. A system that groups storage devices in a virtual
library comprising;:

a primary storage system comprising a plurality of pri-

mary storage devices that store primary data;

a secondary storage system comprising one or more
secondary storage devices, the secondary storage sys-
tem stores at least one or more secondary copies of the
primary data;

a virtual library that 1s associated with a logical network
pathway, the virtual library comprising a {irst configu-
ration of a first group of the secondary storage devices,
the first group of the secondary storage devices com-
prise at least first and second secondary storage
devices, wherein the first and second secondary storage
devices are accessible with the logical network path-
way associated with the virtual library;

at least first and second storage policies stored 1n a storage
policy data structure, the first storage policy comprising
at least a first set of future scheduled secondary storage
operations and the second storage policy comprising at
least a second set of future scheduled secondary storage
operations;

a media management component comprising at least
computer hardware, the media management component
automatically determines when the first set of future
scheduled secondary storage operations and when the
second set of future scheduled secondary storage opera-
tions will occur;

the media management component automatically deter-
mines the first group of the secondary storage devices
in the virtual library have msuthicient capacity for the
first set future scheduled secondary storage operations;

the media management component automatically deter-
mines availability of a third secondary storage device
based at least 1n part on the amount of capacity needed
for the future scheduled secondary storage operations,
and based at least 1in part on whether the first set of
future scheduled storage operations on the third sec-
ondary storage device will conflict with the second set
of future scheduled operations associated with the
second storage policy; and

the media management component automatically associ-
ates, without the need of user intervention, the third
secondary storage device with the wvirtual library
wherein the third secondary storage device 1s accessible
with the logical network pathway associated with the
virtual library, the virtual library comprising a second
configuration of a second group of secondary storage
devices.

12. The system of claim 11, wherein the at least one media
management component disassociates the first secondary
storage device with the second group of secondary storage
devices.

13. The system of claim 12 wherein disassociating the
first secondary storage device from the second group of
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secondary storage devices comprises updating an index with
data indicating a disassociation.

14. The system of claim 11 wherein the media manage-
ment component:

detects a change 1n the characteristic of the first secondary

storage device that causes the first secondary storage
device to not satisiy a storage characteristic threshold;

identifies that a fourth secondary storage device has a

storage characteristic satistying the storage character-
1stic threshold;

disassociates the first secondary storage device from the

second group ol secondary storage devices; and
associates the fourth secondary storage device with the
second group of storage devices.

15. The system of claim 11 wherein the media manage-
ment component receives a first request for data and a
second request for data stored on the secondary storage
devices and automatically determines that the first request 1s
associated with data stored on a first configuration of the

10

15

22

virtual library and the second request 1s associated with data
stored on the second configuration of the virtual library.

16. The system of claim 11 wherein determining the
availability of the third secondary storage device 1s based at
least 1in part on the likelihood of network congestion asso-
ciated with the future scheduled storage operations.

17. The system of claim 11 wherein determining the
availability of the third secondary storage device 1s based at

least 1n part on capacity of the third secondary storage
device.

18. The system of claim 11 wherein the third secondary
storage device continues to be associated with a third group
of secondary storage devices.

19. The system of claim 11 wherein the future scheduled
storage operations are stored 1n an 1ndex associated with the
at least one media management component.

20. The system of claim 11 wherein the future scheduled
storage operations are stored 1n association with a storage
policy.
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