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VIDEO CONFERENCING OVER IP
NETWORKS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 15/4935,734, filed Apr. 24, 2017, which 1s a
continuation of U.S. patent application Ser. No. 14/935,987,
filed Nov. 9, 2015, now U.S. Pat. No. 9,635,315, which 1s a
continuation-in-part of U.S. patent application Ser. No.
14/507,405, filed Oct. 6, 2014, now U.S. Pat. No. 9,185,347,
which 1s a continuation of U.S. patent application Ser. No.
11/890,382, filed Aug. 6, 2007, now U.S. Pat. No. 8,856,371,
which claims benefit of U.S. Provisional Patent Application
60/835,998, filed Aug. 7, 2006, the disclosures of all which
are incorporated herein by reference in entirety for all
pPUrposes.

TECHNICAL FIELD

The present mvention relates generally to video telecon-
terencing, and specifically to methods and systems for video
teleconferencing over packet networks.

BACKGROUND

Video teleconferencing (also known simply as video
conferencing) 1s well known 1n the art as a means for
allowing remote parties to participate in a discussion. Voice,
video, and optionally other data are transmitted between the
parties over a communication network, such as the Internet,
LLANSs, and/or telephone lines. The parties are able to see,
speak to and hear the other parties simultaneously over
audio and video channels.

Early video conferencing systems used dedicated hard-
ware systems and ISDN lines for communication among the
conference parties. More recently, however, low-cost soft-
ware-based solutions have become available for video con-
terencing over Internet Protocol (IP) packet networks. Sys-
tems of this sort include Microsoft® NetMeeting and
Windows® Live Messenger, Yahoo!® Messenger, and
Skype®.

SUMMARY

Embodiments of the present invention that are described
herein below provide methods, systems and software for use
in packet-based video teleconterencing. These methods per-

mit client computers to exchange video 1mages and audio
data via a server on the Internet or other packet network 1n
a multipoint-to-multipoint coniference. Alternatively, point-
to-point conferences, with or without a dedicated server, are
also supported. The server receives and transmits synchro-
nization information from and to the client computers, along
with video 1images and mixed audio data. The client com-
puters use this information in synchronizing the individual
video images captured by the other client computers with the
mixed audio data, for output to users.

There 1s therefore provided, in accordance with an
embodiment of the present invention, a method for commu-
nication, mncluding:

establishing communication links over a packet network
between a server and plurality of client computers that are to
participate in a video teleconference;
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2

receiving at the server from the client computers uplink
audio packets and uplink video packets, which respectively
contain audio and video data captured by each of the client
computers;

mixing the audio data from the uplink audio packets at the
server so as to create respective streams of mixed audio data
for transmission to the client computers;

transmitting from the server to the client computers
downlink audio packets containing the respective streams of
mixed audio data;

relaying the video data from the server to the client
computers in downlink video packets;

recetving and synchronmizing the video data with the
mixed audio data at the client computers; and

outputting the synchronized video and mixed audio data
to a respective user of each of the client computers.

In a disclosed embodiment, establishing the communica-
tion links includes establishing respective first and second
communication links between first and second client com-
puters and a server over the packet network using different,
respective first and second transport layer protocols.

Additionally or alternatively, establishing the communi-
cation links includes establishing a first communication link
between a server or client computer and establishing a
concurrent second communication link between a different
server or directly with another client computer.

In some embodiments, receiving the uplink video packets
includes controlling a quality of the video data conveyed to
the server by the client computers by transmitting instruc-
tions from the server to the client computers. In one embodi-
ment, transmitting the nstructions includes receiving mes-
sages from the client computers that are indicative of
downlink bandwidth availability for transmission from the
server to the client computers, and determining the quality
of the video data responsively to the downlink bandwidth
availability. Typically, receiving the messages includes
detecting, at one of the client computers, a delay 1n receiving
one or more of the downlink audio and video packets, and
informing the server of the delay, and transmitting the
instructions includes instructing the clients to reduce the
quality of the video data transmitted 1n the uplink video
packets responsively to detecting the delay at the one of the
clients.

Additionally or alternatively, controlling the quality
includes instructing the client computers to increase or
decrease at least one quality parameter selected from a group
of quality parameters consisting ol an image resolution, a
degree of 1image compression, a frame rate and a bandwidth.

Additionally or alternatively, controlling the quality
includes determining the optimal bandwidth setting for each
client computer separately by determining the minimum and
maximum bandwidth of each client computer and construct-
ing a linear programming model to generate the optimal
bandwidth for each client computer.

Additionally or alternatively, receiving the uplink packets
includes detecting, at the server, a delay 1n the audio data,
and eliminating an interval of silent audio data 1n order to
compensate for the delay. In one embodiment, eliminating
the mterval imncludes marking, at one or more of the client
computers, at least one block of the audio data as a silent
block, and eliminating the silent block from the mixed audio
data.

In some embodiments, each of the downlink video pack-
ets contains the video data captured by a respective one of
the client computers. In one embodiment, outputting the
synchronized video and mixed audio data includes display-
ing the video data captured by the respective one of the
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client computers 1 a respective window among multiple
windows displayed by each of the client computers. Typi-
cally, synchronizing the video data includes controlling, at
the client computer, the multiple windows so that the video
data conveyed from each of the client computers are syn-
chronized with the mixed audio data. Additionally or alter-
natively, relaying the video data includes passing the video
data from the uplink video packets to the downlink video
packets without transcoding of the video data at the server.

In a disclosed embodiment, receiving the uplink audio
and video packets includes receiving at the server synchro-
nization data from each of the client computers, and 1nclud-
ing generating synchronization information at the server
based on the synchronization data, and transmitting the
synchronization information from the server to the client
computers for use 1n synchronizing the video data with the
mixed audio data.

Typically, the plurality of client computers includes at
least three client computers that participate i the video
teleconierence.

There 1s also provided, in accordance with an embodi-
ment of the present invention, a method for communication,
including:

establishing a first communication link between a first
client computer and a server over a packet network using a
first transport layer protocol;

establishing a second communication link between a
second client computer and the server over the packet
network using a second transport layer protocol, which 1s
different from the first transport layer protocol; and

exchanging audio and video data packets in a video
teleconference between the first and second client computers
via the server using the first and second transport layer
protocols respectively over the first and second links.

In a disclosed embodiment, the first transport layer pro-
tocol 1s a Transmission Control Protocol (TCP), and the
second transport layer protocol 1s a User Datagram Protocol
(UDP), and establishing the first commumication link
includes opening a secure socket between the client com-
puter and the server.

Alternatively, the first communication link 1s a unicast
link, and the second communication link 1s a multicast link.

There 1s additionally provided, in accordance with an
embodiment of the present invention, a method for commu-
nication, mcluding:

confliguring a first client computer to run a server program
in a video teleconferencing application;

establishing a communication link over a packet network
between the server program running on the first client
computer and at least a second client computer; and

exchanging audio and video data packets via the server
program 1n a video teleconference between the first and at
least the second client computer using client programs
running on the client computers.

Typically, configuring the first client computer includes
deciding, using the wvideo teleconferencing application,
whether to use the server program on the first client com-
puter or a remote server in conducting the video teleconter-
ence.

There 1s further provided, in accordance with an embodi-
ment of the present invention, communication apparatus,
including;

a plurality of client computers, which are connected to
communicate over a packet network and are configured to
capture audio and video data and to transmit over the packet
network uplink audio packets and uplink video packets,
which respectively contain the audio and video data; and
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a conference server, which 1s coupled to establish com-
munication links over the packet network with the client
computers that are to participate 1n a video teleconierence
and to receive the uplink audio packets and uplink video
packets over the communication links, and which 1s config-
ured to mix the audio data from the uplink audio packets so
as to create respective streams of mixed audio data for
transmission to the client computers, and to transmit to the
client computers downlink audio packets containing the
respective streams of mixed audio data while relaying the
video data from the uplink video packets to the client
computers in downlink video packets,

wherein the client computers are configured to synchro-
nize the video data with the mixed audio data, and to output
the synchronized video and mixed audio data to a respective
user of each of the client computers.

There 1s moreover provided, in accordance with an
embodiment of the present mnvention, a conference server,
including:

a network interface, which i1s coupled to establish com-
munication links over a packet network with a plurality of
client computers that are to participate 1 a video telecon-
ference, and to receive from the client computers uplink
audio packets and uplink video packets, which respectively
contain audio and video data captured by each of the client
computers; and

a processor, which 1s configured to mix the audio data
from the uplink audio packets so as to create respective
streams ol mixed audio data for transmission to the client
computers, and to transmit to the client computers via the
network interface downlink audio packets contaiming the
respective streams of mixed audio data while relaying the
video data from the uplink video packets to the client
computers 1 downlink video packets, for synchronization
by the client computers with the mixed audio data.

There 1s furthermore provided, in accordance with an
embodiment of the present mvention, a conference server,
including:

a network interface, which 1s coupled to communicate
over a packet network with a plurality of client computers;
and

a processor, which 1s configured to establish, via the
network interface, a first communication link with a first
client computer using a first transport layer protocol, and a
second communication link with a second client computer
using a second transport layer protocol, which 1s diflerent
from the first transport layer protocol, and to exchange audio
and video data packets in a video teleconierence between the
first and second client computers using the first and second
transport layer protocols respectively over the first and
second links.

There 1s also provided, 1n accordance with an embodi-
ment of the present invention, communication apparatus,
including first and second client computers, which are
coupled to commumicate with one another over a packet
network,

wherein the first client computer 1s configured to run a
server program in a video teleconferencing application, to
establish a communication link over the packet network
between the server program runmng on the first client
computer and the second client computer, and to exchange
audio and video data packets via the server program 1n a
video telecontference between the first and second client
computers using client programs running on the first and
second client computers.

There 1s additionally provided, in accordance with an
embodiment of the present invention, a computer software
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product, including a computer-readable medium in which
program 1nstructions are stored, which instructions, when
read by a server, cause the server to establish communication
links over a packet network with a plurality of client
computers that are to participate 1n a video teleconference,
and to receive from the client computers uplink audio
packets and uplink video packets, which respectively con-
tain audio and video data captured by each of the client
computers,

wherein the 1nstructions cause the server to mix the audio
data from the uplink audio packets so as to create respective
streams of mixed audio data for transmission to the client
computers, and to transmit to the client computers via the
network interface downlink audio packets containing the
respective streams of mixed audio data while relaying the
video data from the uplink video packets to the client
computers 1 downlink video packets, for synchronization
by the client computers with the mixed audio data.

There 1s further provided, in accordance with an embodi-
ment of the present invention, a computer software product,
including a computer-readable medium in which program
instructions are stored, which instructions, when read by a
client computer that 1s to participate in a video teleconter-
ence, cause the client computer to establish a communica-
tion link over a packet network with a conference server, and
to transmit uplink audio packets and uplink video packets,
which respectively contain audio and video data captured by
the client computer,

wherein the instructions cause the client computer to
receive from the server downlink audio packets containing
the a stream of mixed audio data generated by the server and
to receive downlink video packets containing the video data
transmitted by other client computers 1n the video telecon-
terence, and to synchronize the video data with the mixed
audio data for output to a respective user of each of the client
computers.

There 1s moreover provided, in accordance with an
embodiment of the present invention, a client computer,
including:

a user interface; and

a processor, which 1s configured to establish a communi-
cation link over a packet network with a conference server
sO as to participate 1n a video teleconference, and to transmit
uplink audio packets and uplink video packets, which
respectively contain audio and video data captured by the
client computer,

wherein the processor 1s configured to receive from the
server downlink audio packets containing the a stream of
mixed audio data generated by the server and to receive
downlink video packets containing the video data transmiut-
ted by other client computers in the video teleconierence,
and to synchronize the video data with the mixed audio data
for output via the user interface.

There 1s furthermore provided, in accordance with an
embodiment of the present invention, a computer software
product, including a computer-readable medium in which
program 1nstructions are stored, which instructions, when
read by a server, cause the server to establish, via a packet
network, a first communication link with a first client
computer using a first transport layer protocol, and to
establish, via the packet network, a second communication
link with a second client computer using a second transport
layer protocol, which 1s different from the first transport
layer protocol, and to exchange audio and video data packets
in a video teleconterence between the first and second client
computers using the first and second transport layer proto-
cols respectively over the first and second links.
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There 1s also provided, in accordance with an embodi-
ment of the present invention, a computer software product,
including a computer-readable medium in which program
instructions are stored, which instructions, when read by a
first client computer, cause the first client to run a server
program 1n a video teleconferencing application, to establish
a communication link over a packet network between the
server program running on the first client computer and a
second client computer, and to exchange audio and video
data packets via the server program in a video teleconfer-
ence between the first and second client computers using
client programs running on the first and second client
computers.

In some embodiments, a method 1s provided comprising:
establishing, by at least one processor of a first computing
device, a first communication link over a network between
the first computing device and a communications server;
receiving, by the at least one processor and from the
communications server, data associated with a video con-
ference application associated with mitiating a video con-
ference between the first computing device and a second
computing device; establishing, by the at least one processor
and using the video conference application, a second com-
munication link, over the network or a second network,
between the first computing device and the second comput-
ing device; transmitting, by the at least one processor, audio
and video packets via the second communication link,
wherein the audio and video packets respectively comprise
audio and video data; and transmitting, by the at least one
processor, synchronization packets via the second commu-
nication link, wherein the audio and video data are synchro-
nized for output at the second computing device based on
synchronization imformation comprised in the synchroniza-
tion packets.

In some embodiments, the method further comprises
establishing, by the at least one processor, a third commu-
nication link, over the network or the second network,
between the first computing device and a third computing
device, wherein each of the first, second, and third comput-
ing devices are enabled to participate 1n the video confer-
ence.

In some embodiments, the audio and video packets com-
prise or are comprised 1n the synchronization packets.

In some embodiments, the audio and video packets are
transmitted substantially simultaneously with the synchro-
nization packets.

In some embodiments, the method further comprises
transmitting, by the at least one processor, a first codec for
the second computing device, wherein the first codec 1s used
by the second computing device to decode at least one of the
audio and video data.

In some embodiments, the first computing device com-
prises a first mobile phone, and wherein the second com-
puting device comprises a second mobile phone.

In some embodiments, the method further comprises
receiving, by the at least one processor via the second
communication link, second audio packets, second video
packets, and second synchronization packets, wherein the
second audio and video packets respectively comprise sec-
ond audio and second video data, and wherein the second
audio and second video data are synchronized for output at
the first computing device based on second synchromization
information comprised in the second synchronization pack-
ets.

In some embodiments, the method further comprises a
non-transitory computer-readable medium is provided com-
prising code that, when executed, causes at least one pro-
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cessor of a first computing device to perform the operations
of: establishing, by the at least one processor, a first com-
munication link over a network between a first computing,
device and a communications device; receiving, by the at
least one processor, data associated with a video conference
operation 1nitiated or to be mitiated between the first com-
puting device and a second computing device; establishing,
by the at least one processor, a second communication link,
over the network or a second network, between the first
computing device and the second computing device; trans-
mitting, by the at least one processor, audio and video data;
and transmitting, by the at least one processor and to the
second computing device via the second communication
link, synchronization data, wherein output of the audio and
video data at the second computing device 1s synchronized
based on the synchronization data.

In some embodiments, the code, when executed, causes
the at least one processor to perform the operations of
establishing, by the at least one processor, a third commu-
nication link, over the network or a second network,
between the first computing device and a third computing,
device, wherein each of the first, second, and third comput-
ing devices 1s enabled to participate 1n a three-way video
conference.

In some embodiments, the three-way video conference 1s
initiated by at least one of the first computing device or the
second computing device.

In some embodiments, the audio data 1s comprised 1n a

first packet, wherein the video data 1s comprised in the first
packet or a second packet, and wherein the synchronization
data 1s comprised 1n the first packet, or the second packet, or
a third packet.
In some embodiments, the code, when executed, causes
the at least one processor to perform the operations of:
selecting, by the at least one processor, a first codec for the
second computing device; and transmitting, by the at least
one processor, the first codec to the second computing
device, wherein the first codec 1s used by the second
computing device to decode at least one of the audio data or
the video data.

In some embodiments, the video conference operation 1s
part of a mobile application.

In some embodiments, the code, the audio and video data
are transmitted either substantially simultaneously with or
separately from the synchronization data.

In some embodiments, a first computing device 1s pro-
vided comprising: at least one memory comprising nstruc-
tions; and at least one processor configured to execute the
instructions, wherein executing the mstructions causes the at
least one processor to perform the operations of: establish-
ing, by the at least one processor, a first communication link
over a network between a first computing device and a
communications system; receiving, by the at least one
processor and from the communications system, data asso-
ciated with a video conference application associated with
iitiating a video conference between the first computing
device and a second computing device; establishing, by the
at least one processor, a second communication link, over
the network or a second network, between the first comput-
ing device and the second computing device; transmitting,
by the at least one processor and to the second computing,
device via the second communication link, audio and video
data; and transmitting, by the at least one processor and to
the second computing device via the second communication
link, synchronization packets, wherein the audio and video
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data are output at the second computing device based on
synchronization mformation comprised in the synchroniza-
tion packets.

In some embodiments, executing the instructions further
causes the at least one processor to perform the operations
ol establishing, by the at least one processor, a third com-
munication link over the network between the first comput-
ing device and a third computing device, wherein each of the
first, second, and third computing devices i1s enabled to
participate in the video conference.

In some embodiments, the third communication link 1s
established using the video conference application.

In some embodiments, executing the instructions further
causes the at least one processor to perform the operations
of: transmitting, by the at least one processor, the audio and
video data via the third communication link; and transmit-
ting, by the at least one processor, the synchromization
packets via the third commumication link, wherein the audio
and video data are synchromized for output at the third
computing device based on the synchronization information.

In some embodiments, executing the instructions further
causes the at least one processor to perform the operations
ol: selecting, by the at least one processor, a first codec for
the second computing device; and transmitting, by the at
least one processor, the first codec to the second computing
device.

In some embodiments, the video communications system
comprises, 1s, or 1s comprised i1n the second computing
device, or wherein executing the nstructions further causes
the at least one processor to perform the operations of:
receiving, by the at least one processor via the second
communication link, second audio and video data, and
second synchronization packets, and wherein the second
audio and second video data are output at the first computing
device based on synchronization imnformation comprised 1n
the second synchronization packets.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be more fully understood from
the following detailled description of the embodiments
thereof, taken together with the drawings in which:

FIG. 1 1s a schematic, pictorial illustration of a system for
video teleconierencing, in accordance with an embodiment
of the present invention;

FIG. 2 1s a schematic, pictorial illustration of a system for
video teleconterencing, in accordance with another embodi-
ment of the present invention;

FIG. 3 1s a flow chart that schematically illustrates a
method for mitiating a video teleconference, in accordance
with an embodiment of the present invention

FIG. 4 1s a schematic representation of a screen displayed
by a client computer 1n a video teleconierence, 1 accor-
dance with an embodiment of the present invention;

FIG. 5 1s a flow chart that schematically illustrates a
method for synchromizing and displaying data in a video
teleconference, 1n accordance with an embodiment of the
present 1nvention;

FIG. 6 1s a flow chart that schematically illustrates a
method for controlling bandwidth 1n a video teleconierence,
in accordance with an embodiment of the present invention;

FIG. 7 1s a table showing the timing of audio and video
data transmitted by client computers in a video teleconfer-
ence, 1n accordance with an embodiment of the present
invention;
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FIG. 8 1s a table showing messages sent to a server by a
client computer 1n a video teleconference, in accordance

with an embodiment of the present invention;

FIG. 9 15 a table showing messages sent from a server to
a client computer 1n a video teleconference, in accordance
with an embodiment of the present invention; and

FIG. 10 1s a table showing timing of audio and video data
frames received by a client computer in a video teleconfer-
ence, 1 accordance with an embodiment of the present
invention.

DETAILED DESCRIPTION

FIG. 1 1s a schematic, pictorial illustration of a system 20
for video teleconferencing, in accordance with an embodi-
ment of the present invention. Users 22 access the system
via client computers 24, 26, 28, which are typically equipped
with suitable user interface components, mcluding a video
camera 30, a display monitor 31, and audio input/output
(I/0) components 32. (In the description that follows, client
computers are alternatively referred to simply as “clients.”)
Client computers 24 and 26 communicate with a conference
server 34 via a packet network 36, such as the public
Internet. Optionally, users may also communicate with the
conference server and participate 1n the conference using a
telephone handset (not shown) via a switched telephone
network, such as a land or mobile network.

In some embodiments, a separate management server 38,
similarly coupled to network 36, may be used for manage-
ment tasks, such as tracking the client computers and/or
users who are participating in each conference and convey-
ing management messages (as opposed to audio and video
data) to and from the client computers. For these purposes,
servers 34 and 38 are typically connected by a communi-
cation link 40, which may be either in-band (via network 36)
or out-oi-band.

In some embodiments, client computers maintain a con-
current, secondary connection with the server or other client
computers during the video teleconference. The ability to
maintain a concurrent, secondary connection provides a

multitude of benefits to enhance the quality and reliability of

the conferencing system.

Server 34 (and likewise server 38) typically comprises a
general-purpose computer processor 42, with suitable inter-
faces 44 to the network or networks on which the client
computers are located. Client computers 24, 26, 28 may
likewise comprise general-purpose computers, such as desk-
top or laptop computers, or may alternatively comprise
portable computing devices with wireless communication
interfaces and with sutlicient computing power and suitable
user interface components for performing the functions that
are described herein. Processor 42 and client computers 24,
26, 28 perform the functions that are described herein under
the control of software, which may be downloaded in
clectronic form (over a network, for example), or may be
provided on tangible media, such as optical, magnetic or
clectronic memory media.

Video teleconierencing requires real-time, two-way trans-
mission of video and audio data. In the Internet environ-
ment, this requirement may be complicated by intermediary
components, such as a firewall 46. Firewalls are used, as 1s
known 1n the art, to prevent malicious tratlic on network 36
from reaching client computer 26. For this purpose, the
firewall may prevent packets that are sent using simple,
connectionless transport level protocols, such as the User
Datagram Protocol (UDP), from reaching computer 26.
UDP could otherwise be used conveniently and efliciently
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for transmitting real-time data. Other sorts of intermediary
components, such as proxy servers (not shown), may cause
similar sorts of problems. In such cases, 1t may be necessary
for the server to use a connection-oriented transport level
protocol, such as the Transmission Control Protocol (TCP),
or possibly even a secure socket to transmit audio and video
data downstream to the client computer. (In the present
patent application and 1n the claims, the terms “down-
stream” and “downlink™ are used 1n the conventional sense
to refer to transmission of data packets from a server to a
client, while “upstream”™ and “uplink™ refer to transmission
from a client to a server.)

Server 34 1s configured, as described herein below, to
determine the appropriate and most eflicient transport layer
protocol to use for each client computer 1n a given video
teleconference. The server may thus use TCP, with or
without a secure socket, to communicate with one client
computer 1n a given conference, while using UDP to com-
municate with another client computer in the same confer-
ence. The client computers are typically not aware of these
differences 1n transport layer protocol. Thus, system 20
supports both point-to-point and multipoint-to-multipoint
conferences 1 which different client computers simultane-
ously use different transport layer protocols.

In the example shown 1n FIG. 1, client computers 28 are
connected to server 34 via a local area network (LAN) 48.
This configuration permits server to transmit downlink pack-
ets to these client computers using a multicast or broadcast
protocol. Optionally, interface 44 to LAN 48 may comprise
multiple network interface cards, each configured to com-
municate with a respective subnet, 1n which case server 34
may transmit downlink packets simultaneously to several
multicast groups on different subnets. Multicast and broad-
cast have the advantage of high efliciency in utilization of
network resources, but they operate only 1in the downlink
direction, not uplink. Client computers 28 may thus watch
and listen by multicast or broadcast to a video teleconfer-
ence 1nvolving one or more of client computers 24 and 26 on
network 36. If one or more of client computers 28 are to
participate actively in the conference, however, they will
typically have to use a different, unicast protocol for uplink
communication with server 34.

FIG. 2 1s a schematic, pictorial illustration of a system 50
for video teleconiferencing, in accordance with another
embodiment of the present invention. In this example, users
52 and 54 of respective computers 56 and 58 conduct a
point-to-point video teleconierence over network 36, with
computer 36 acting as both client and server. The principles
of this embodiment may similarly be applied in multipoint-
to-multipoint conferencing, as long as the computer acting
as the server has suflicient computing power to support
multiple clients.

The teleconferencing software that 1s installed on com-
puters 56 and 58 includes both a client component 60 and a
server component 62. Client component 60 1s configured to
communicate with an external, remote server (such as server
34 1n FIG. 1) for purposes of setting up the video telecon-
ference and exchanging video and audio data. In this mode
of operation, server component 62 1s dormant. In some
circumstances, however, such as when user 52 initiates a
point-to-point telecontference, client component 60 may
decide to use server component 62 as a local server to set up
the conference and exchange data with computer 58. Alter-
natively, server 34 may instruct client component 60 to use
server component 62 when the client component contacts
the server to establish the video teleconference. In either
case, this sort of local server operation 1s advantageous 1n
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reducing packet transmission delays between computers 56
and 58, since the packets are transmitted directly between
the two computers, rather than relayed through server 34.
This use of local servers also reduces the load on server 34.

When client component 60 mnvokes server component 62,
the server component starts to run and emulates the opera-
tion of remote server 34. In other words, server component
62 communicates with client component 60 on computer 58
to invite user 34 to join the video teleconference, and then
transmits and receives audio and video packets to and from
computer 58 via network 36 in the same manner as does
server 34. The client component on computer 58 need not be
aware that it 1s communicating with a local server on
computer 36, rather than a remote server. Within computer
56, the client and server components pass data one to the
other using an internal transport protocol, rather than over a
network, but the principles of operation of the client and
server components remain the same.

Thus, although the methods that are described herein
below make reference specifically, for the sake of clarity, to
the elements of system 20 (FIG. 1), these methods may
likewise be applied, mutatis mutandis, 1n system 50, as well
as 1n other point-to-point, point-to-multipoint, and multi-
point-to-multipoint conferencing topologies.

FIG. 3 1s a flow chart that schematically illustrates a
method for mnitiating a video teleconference, 1in accordance
with an embodiment of the present invention. The method 1s
initiated when a client computer logs on to server 34 (or
server 38, depending on the system configuration), at a
log-on step 70. For secure, reliable log-on and avoidance of
problems due to components such as firewalls and proxies,
the client computer may use a secure connection to the
server. For example, the client computer may use the Hyper-
text Transier Protocol (HTTP) over a Secure Socket Layer
(SSL), commonly referred to as HI'TPS, at step 70.

In response to the client log-on, server 34 sends one or
more capabilities messages to the client, at a capability
determination step 72. These messages tell the client which
protocols and codecs (video and audio) the server can
support, and may also indicate the IP address and port that
the client should use in communicating with the server. The
client chooses a protocol and codec according to 1ts own
capabilities and notifies the server of 1its choice. Diflerent
clients 1n the same coniference may use different codecs,
within the decoding capabilities of the server and the other
clients.

In order to choose the transport protocol to use in com-
munication with the client 1n a given teleconference, the
client informs server 34 whether the client 1s going to be an
active participant or will be listening only, at a status
determination step 74. For listen-only clients, the server
ascertains whether the client 1s connected to the server via a
multicast-capable network (such as LAN 48), at a multicast
checking step 76. I so, the server mstructs the client to join
the appropriate multicast group for the video teleconterence,
and subsequently transmits downlink audio and video data
packets to this client by multicast, at a multicast step 78. In
an alternative embodiment, not shown 1n this figure, the
server may be configured to transmit downlink packets to a
given client or clients via multicast, while receiving uplink
packets from such clients using a unicast transport protocol.

When multicast 1s unavailable or inappropriate, server 34
checks whether UDP can be used in communication with
this client, at a UDP checking step 80. For this purpose, for
example, the server may transmit a sequence of UDP packets
to the client and request that the client respond to the UDP
packets that 1t recerves. On this basis, the server determines
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how many of the UDP packets were lost en route. (If a
component such as firewall 46 blocks the UDP packets, then
all the packets will be lost.) If the number of UDP packets
lost 1s less than a small, predetermined threshold percentage,
the server concludes that a UDP link can be used effectively
for commumicating with this client, at a UDP selection step
82. Because UDP 1s connectionless and does not require
acknowledgment, it generally gives lower delay 1n packet
delivery than connection-oriented protocols.

As the next alternative, the server may attempt to establish
a TCP connection, and to commumnicate with the client using
the TCP connection without a secure socket, at a TCP
checking step 84. Some mtermediary components, such as
firewalls, may be configured to allow any TCP connection to
be established between the server and the client, while others
may allow only HT'TP messages to be transmitted over such
a TCP connection. If the server 1s successiul 1n setting up a
non-secured TCP connection with the client (with or without
HTTP), the server will then use such TCP connections for
exchanging audio and video data with the client during the
video teleconference, at a TCP selection step 86. When
possible, the server may give preference to using TCP
without HTTP, 1 order to avoid possible delays in packet
delivery that may be caused by HI'TP proxy servers.

Otherwise, the server will establish and use HT'TPS {for
conveying audio and video packets to and from the client, at
a HTTPS selection step 88. HI'TPS incurs greater overhead
than the other protocols noted above, but i1t has the advan-
tage of passing data without interruption through nearly all
firewalls, proxies and other intermediary components. Nor-
mally, HI'TPS messages are conveyed as an encrypted
payload within a TCP datagram. Once the HTTPS connec-
tion between the server and the client 1s established, how-
ever, packets with substantially any sort of payload (en-
crypted or not) will be conveyed through intermediary
devices as long as they have the appropriate TCP/SSL
header. The server and client may thus insert audio and video
data in the payload of each of these packets in a proprietary
format, rather than using conventional HT'TP requests and
replies.

In other embodiments, client computers may establish
concurrent, secondary connections to enhance the quality
and reliability of the video teleconierence. In one embodi-
ment, client computers may attempt to establish a peer to
peer (p2p) connection with other client computers of the
same video teleconference. Once a p2p connection 1s estab-
lished, the client computers may stop sending audio and
video packets to the server 34 and start sending the packets
through the p2p connection. Unlike traditional p2p based
communication systems, the conferencing system of the
current embodiment starts a call via the server-based con-
nection, which typically yields much faster call connection
times than p2p connections. Also unlike traditional p2p
systems, 1n conferencing system of the current embodiment,
the client computer does not drop its connection with the
server 34 even after 1t has switched to sending the audio and
video packets through the p2p channel. This allows the
client computers to switch to the server-based connection
with no disruption to the user’s video teleconference expe-
rience 1 the p2p connection fails. The client computers can
then switch back to the p2p channel when 1t 1s reestablished.
This switching provides a seamless video teleconterence.

In another embodiment, client computers 1 a video
teleconference may maintain a concurrent, secondary con-
nection to a second server that 1s a backup to the primary
server. If the primary server becomes unavailable during the
video teleconference, client computers can seamlessly
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switch to using connections with the second server to
continue the video teleconference. Client computers can also
either switch back to the primary server when the connec-
tions are reestablished, or treat the second server as the new
primary server and in parallel establish second connections
to a new second server.

In another embodiment, a client computer may send and
receive traflic via both the primary and secondary connec-
tions simultaneously 1n a video teleconterence. For example,
the client computer may use this approach to achieve greater
end-to-end throughput between two client computers.

In embodiments using multiple connections, the handoil
and synchronization of the media traflics between the first
and second connections during a video teleconference can
be achieved in many different ways. As an example, each
packet could contain a sequence number when sent from a
source such as a client computer or server. A centralized
network jitter builer could be included 1n the recerver side of
cach client computer. The centralized network jitter bufler
would receive packets from the same source but via diflerent
connections. The centralized network jitter buifer would
then pool the packets into a single jitter builer where the
packets would be buflered and sorted based on their assigned
sequence number. A single sorted sequence of packets would
then be supplied for subsequent processing steps at the client
computer.

FIG. 4 1s a schematic representation of a screen 90
displayed by a client computer 1n a video teleconference, 1n
accordance with an embodiment of the present invention.
The screen comprises multiple windows 92, 94, 96, each of
which 1s fed with video data conveyed by server 34 from a
different client computer. In other words, each of the client
computers participating in the video teleconference trans-
mits uplink video packets, which the server then relays to the
other client computers 1n the video teleconference for dis-
play in the respective windows. At the same time, the server
mixes the uplink audio data from these client computers to
create mixed audio downlink packets. Thus, for example, the
client computer that displays screen 90 will recerve separate
video packets representing each of the individual images to
be displayed 1n windows 92, 94 and 96, as transmitted by the
other client computers 1n the video teleconference, and will
receive audio packets containing a mix of the uplink audio
data transmitted by these client computers. To display screen
90, the client computer synchronizes the images 1n windows
92, 94 and 96 with the mixed audio data, as described in
detail herein below.

Screen 90 also includes on-screen controls 98, which
enable the user of the client computer to interact with the
teleconferencing soiftware. For example, the controls may
comprise an “invite” button, which brings up a list of
contacts and their availability. The user may select contacts
to 1nvite to a teleconterence, whereupon the client computer
attempts to establish commumnications with the contacts
(using a model similar to 1nstant messaging and Internet
voice services). Other controls may permit the user to mute
uplink voice, block uplink video, leave the video telecon-
terence, and perform other sorts of functions that will be
apparent to those skilled in the art. The user may choose to
view video mmages ol all the other teleconference partici-
pants, or may alternatively choose to view only a subset of
the participants (in order to conserve bandwidth, for
example). Although different client computers may use
cameras 30 with different levels of resolution and image
format, the client software running on each of the computers
typically adjusts the images so that all of windows 92, 94, 96
have the same size and format.
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FIG. 5 1s a flow chart that schematically illustrates a
method for synchromizing and displaying data in a video
teleconference, 1n accordance with an embodiment of the
present 1nvention. Client computers participating in the
video telecontference transmit uplink audio, video and syn-
chronization packets to server 34, at an uplink transmission
step 100. To reduce communication delays, as well as
reducing the computational load on the server, the client
computers transmit audio and video data in separate packets,
and generally transmit relatively small packets at regular
intervals. Each packet 1s marked with a timestamp, as
explained 1n detail herein below, while the synchronization
packets indicate how the audio and video data should be
aligned according to their respective timestamps.

For example, depending on the audio codec used by a
given client computer, the client computer may generate a
block of compressed audio data every 20 ms. Each block
may be sent 1n 1ts own packet, or a group of blocks may be
combines 1 a single packet. (For instance, six of these
blocks may be combined into an audio uplink packet every
120 ms.) Server 34 may determine the size of the audio
packets based on the arrival statistics of packets that 1t
receives from the client computers, such as delay, timing
ntter and packet loss, and/or other network conditions, and
may 1instruct the clients to use the packet size that 1t
determines in this manner.

When TCP 1s used as the transport layer protocol, the TCP
builer size at the client and server 1s typically set to zero, so
that packets are transmitted immediately (without the delay
that TCP may otherwise add 1in an attempt to optimize
overall throughput). Furthermore, to avoid retransmission of
lost packets, the client computer and server may be pro-
grammed to suppress the impact of the packet acknowledge-
ment feature of TCP, possibly by acknowledging all TCP
packet serial numbers regardless of whether or not the
packets were actually received.

During a teleconference, any given user will typically be
silent much of the time, while listening to the other users.
The client computer senses these silent intervals and marks
the corresponding audio blocks 1n the uplink audio packets
as “silent.” To ensure proper detection of silent intervals, the
teleconferencing software on the client computer may con-
trol the automatic gain control of the audio driver on the
client computer to prevent the driver from turning up the
gain when the user 1s not speaking.

Server 34 tracks the timestamps of the uplink audio and
video packets that 1t receives from the participating client
computers, at a delay detection step 102. The server may
thus determine that a delay has developed 1n the stream of
audio data arriving from one (or more) of the clients. If so,
the server drops blocks or packets of audio data that the
client 1n question has marked as silent, at a silence removal
step 104, 1n order to restore proper synchronization. Simi-
larly, 1 the server detects a delay in the uplink video packets
from one of the clients, 1t may drop video frames.

After temporally aligning the uplink audio data, server 34
creates an audio mix for transmaission to each of the client
computers in the video teleconference, at a mixing step 106.
Each client receives a mix of the audio data generated by the
other clients. Thus, the server generates a number of difler-
ent audio mixes, equal to the number of clients who are
actively participating 1n the video teleconference. The audio
mix packets contain their own timestamps, determined by
the server, and may be accompanied by audio sync packets
generated by the server. In addition to transmitting the audio
mix and audio sync packets to the client, the server also
relays to each client the video data and video sync packets
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transmitted by the other clients, at a packet relay step 108.
In other words, while the audio data are mixed at the server,
the video 1mages and sync messages transmitted by the
various clients are kept separate.

Each client receives the audio mix, video and sync
packets, at a packet reception step 110. The video data from
cach of the other clients are used to generate an 1image 1n the
corresponding window 92, 94, 96, as shown in FIG. 4. The
clients use the information 1n the sync packets, together with
the timestamps 1n the audio mix and video packets, to
synchronize the individual video images with the mixed
audio. In other words, the client plays the audio mix and
decides, based on the sync information and timestamps,
which video frames to display in each of the windows at
cach point in time. The client may speed up or slow down
the video display in one or more of windows 92, 94, 96 in
order to keep the timestamps of the video and the audio mix
data properly aligned. If the client detects a delay in the
audio stream, 1t may cut out any remaining silent intervals,
or it may resample and slightly accelerate the sound output
to make up the delay. If the client detects excessive delays,
however, the client may notity the server of the problem, and
the server will take remedial action, as described herein
below with reference to FIG. 6.

A detailed scenario illustrating the operation of the syn-
chronization mechanisms described above 1s presented
herein below 1n an Appendix.

FIG. 6 1s a flow chart that schematically illustrates a
method for controlling bandwidth i a video teleconference,
in accordance with an embodiment of the present invention.
This method 1s carried out 1n parallel with the method of
FIG. 5 1n the course of a teleconference 1n system 20. An
object of this method 1s to make optimal use of the band-
width available between the client computers and server 34.
The bandwidth utilization 1s optimal 1n the sense that the
client computers receive and display video images transmiut-
ted by the other client computers with the best possible
image quality that can be supported reliably by the available
bandwidth. “Quality” 1n this context may be expressed in
terms of the 1image resolution, the frame update rate, or the
degree of 1mage compression (wherein greater compression,
in lossy compression schemes, means poorer quality), all of
which affect the bandwidth required for transmission of the
video stream. Quality may be measured by bandwidth,
delay, jtter, and packet loss.

The available bandwidth 1s determined, as explained
turther herein below, based on messages sent from the client
computers to the server. This available bandwidth usually
corresponds (with some exceptions) to the bandwidth of the
“weakest link” 1n the video teleconference, 1.e., the band-
width of the client with the slowest connection to the server.
Although other client computers in the video teleconterence
with faster connections to the server may be capable of
transmitting uplink video packets with higher quality, the
server would then have to expend considerable computing
power 1n transcoding the high-quality video frames to a
lower-quality format suitable for the “weakest link.” In order
to avoid placing this additional burden on the server, the
client computers are instructed by the server to limit the
quality of their video transmissions to the available band
width by adjusting adjusts one or several local quality
parameters accordingly. Alternatively or additionally, the
server may be capable of performing certain video transcod-
ing functions, as well, 1n order to compensate for bandwidth
discrepancies among the clients.

In one embodiment, at the start of the video teleconfer-
ence, all clients begin transmitting video data packets at a
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low data rate, such as 48 kbps, at a transmission initiation
step 120. Server 34 relays the video data packets (along with
the audio mix packets, as described above) to the other
clients, at a video relay step 122. The clients check the
arrival statistics of the video data packets, at a bandwidth
checking step 124. For example, the clients may check the
average delay, jitter and/or fraction of packets lost. Low
values of these statistical parameters indicate that the down-
link transmissions to the client 1n question are well within
the bounds of the available downlink bandwidth for this
client, and additional bandwidth 1s still available for down-
link transmission.

When the client computers determine at step 24 that they
have additional bandwidth available, they send control mes-
sages to server 34 mnforming the server of the situation. The
server checks the control messages from all the client
computers to verily that all have additional bandwidth
available, and 11 so, signals the client computers to increase
the quality of the video 1mages that they are transmitting, at
a quality upgrade step 126. The clients then recheck the
arrival statistics at step 124. I1 the packet arrival statistics are
still favorable, the client computers notily the server, which
then repeats step 126. The clients and server 1terate through
steps 124 and 126 as long as additional, unused bandwidth
remains available.

As the bandwidth used for downlink transmission 1n the
video teleconference approaches the limit of available
downlink bandwidth, however, the statistical packet arrival
parameters will begin to increase. Thus, a client may note,
for example, an 1ncrease in average packet delay, and will
notily the server accordingly. At this point, the server will
stop mstructing the clients to increase video quality and may
even 1nstruct the clients to back ofl a step 1n order to leave
a margin for bandwidth fluctuations.

During the video teleconference, the client computers
continue to monitor the packet arrival statistics, at a moni-
toring step 128. As a result, a client may note that one (or
more) of the parameters has increased by more than a preset
threshold above the 1nitial, baseline value. For example, the
client may determine that the packet delay has increased by
200 ms relative to the baseline. This sort of increase may
indicate that a change 1n network conditions has reduced the
downlink bandwidth available to the client. The client
immediately sends a message to notily the server of the
problem, at a server notification step 130.

To ensure rapid response, the client exchanges control
messages with server 34 (using TCP) via a different socket
from the one that 1s used for audio and video data, and the
messages are handled by a dedicated soitware module 1n the
server. The advantage of using the dedicated socket and
module 1n this manner 1s that the communication channels of
the conference server may be loaded with audio and video
data, which may cause a delay 1n processing of the message
sent at step 130. The dedicated module and socket, on the
other hand, are not burdened with audio and video data and
may therefore be able to respond immediately. Alternatively
or additionally, when bandwidth problems occur, clients
may notily not only conference server 34, but also manage-
ment server 38 (assuming a separate management server 1s
n use).

Generally, upon receiving the message sent by the client
at step 130, server 34 or 38 immediately instructs the clients
in the video telecontference to reduce their video transmis-
sion quality, at a quality reduction step 132. As a result, the
quality of the video 1mages displayed by all the clients will
be reduced, but all of the participants in the video telecon-
terence will still be able to see all of the other participants
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and maintain full participation. Alternatively, when one (or
a few) of the client computers has significantly less band-
width available than the remaining client computers 1n the
video teleconference, the server may instruct this “weak”™
client to reduce the number of live video windows that 1t 1s
displaying. The server may then pass video data downstream
to the weak client only from those other clients whose
images are displayed in the live windows, while cutting off
the video streams from other clients. In this manner, the user
of the weak client 1s still able to hear the audio and see
images of some of the other participants, without detracting
from the experience of the other participants. (In extreme
cases, the weak client may be mstructed to turn off the live
video display entirely.)

In another embodiment, the server determines optimal
bandwidth for each client computer 1n two steps. In a first
step, the server determines, for each client computer, maxi-
mum and minimum uplink and downlink bandwidths. In a
second step, the server constructs a linear programming
model based on results obtained from the first step and
solves 1t 1n one-step to generate the optimal video bandwidth
values for each client computer 1n the video teleconierence.

In the current embodiment, the first step includes calcu-
lating BW_up_Max_N, which refers to the maximum uplink
bandwidth used by a conferencing client N. BW_up_Max_N
1s set by the upper bound of the video bitrate for compress-
ing a specific video source configuration (i.e., video reso-
lution and frame rate) set by the video conferencing system.
This upper bound value 1s empirically determined for each
video codec adopted by a video conferencing system. At this
value the conferencing system of the current embodiment
shall produce satistactory video quality, further increases of
the video bitrate above this value would not yield significant
improvement in video quality.

BW_up_Min_N refers to the mimnimum uplink bandwidth
used by a client computer N. This value 1s similarly set by
the lower bound of the video bitrate configured by a video
conferencing system for a specific video source configura-
tion.

The Table 1 lists some typical lower and upper bounds of
video bitrate values for various common video resolutions
used 1 video conierencing application. H.264 or VP8 video
codec 1s assumed 1n this embodiment.

TABLE 1

Sample Video Bandwidths as Defined by Video Source Configuration

Resolution BW__up_ Min (Kbit/s) BW__up_ Max (Mbit/s)
CIF 96 0.384

VGA 384 1

720P 768 2

Different bitrate values can be adopted for different client
computers within the same application. For example, a
lower max bitrate value may be defined for mobile client
computers versus desktop client computers. In practice, the
total bandwidth used by a client computer includes audio
and network protocol bandwidths 1n addition to video band-
width. Because video bandwidth typically takes up the
majority of total bandwidth, this disclosure ignores the

difference between total bandwidth and video bandwidth 1n
the subsequent discussions. However, this simplification
C
C

loes not aflect the validity and applicability of the method
lescribed here.

BW dn Max N refers to the maximum downlink band-
width available for client computer N and may be calculated
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or measured. A person having ordmary skill in the art would
be able to devise many methods to measure the capacity of
a network transmission channel. For example, a Forward
Error Correction (FEC) method may be used to generate
excessive fraflic to flood the communication channel 1n
order to measure the actual throughput of the channel.
Specifically, the server applies a FEC algorithm on video
packets transmitted to client computer N. The method starts
with 1njecting 50% redundant packets into the downlink and
measuring the throughput values at the client computer. The
method continues by 1njecting double the amount of redun-
dant packets into the downlink until the throughput values as
measured by the client computer remain the same i two
subsequent measurements. The method the stops, and the
last value 1s the final maximum bandwidth value. This
method allows the conferencing system of the current
embodiment to measure the channel capacity with actual
traflic, which increases the accuracy of the channel capacity
measurement. It also allows the system to continue to
transmit ongoing video packets while measuring the channel
capacity, so the video teleconference i1s not interrupted.
Finally, since the excessive throughput 1s actually redundant
packets for the corresponding video packets, when the test
approaches the maximum bandwidth capacity and packet
loss occurs, the system 1s able to sustain video transmission
quality by leveraging the properties of FEC.

BW dn Min N refers to the minimum downlink band-
width available for client computer N and may be calculated
or measured. The default value may be 0. It also be set to a
reasonable higher value to reduce the amount of computa-
tion needed to calculate the optimal uplink bandwidth. For
example, 1t can be set to:

BW_dn_Min_N=XBW_up_Min_i1, where 1=1, Size-
ofGroup and N=1!.

In this example, the minimum downlink bandwidth for
client N should be at least as high as the sum of minimum
uplink bandwidth by all other clients in the video telecon-
ference.

To calculate the optimal uplink bandwidth for each client
computer, the following conditions are present i1n this
embodiment:

For each client computer N, its current uplink bandwidth

1s always between minimum and maximum values:

BW_up_Min_n<=BW_up_Cur_n<=BW_up_Max_n,

where 1<=n<=Si1zeOfGroup (Condition 1).

For each client computer N, 1ts current downlink band-
width 1s always between minimum and maximum
values:

BW dn M n<=BW dn Cur n <=BW dn Max n,

where 1<=n<=Si1zeOfGroup (Condition 2).

In the conferencing system of the current embodiment, a
server receives a video stream from a client computer n and
sends a copy of the video stream to each of the other client
computers 1 (where 1.noteq.n) 1n the video teleconference.
Therefore, at each chient computer n, the current total
receiving (downlink) video bandwidth should equal to the
sum of current uplink video bandwidth from all other clients
computers 1 (where 1.noteq.n) 1n the video teleconference,
assuming no packet loss. This can be captured in the
following condition:

2BW_up_Cur_1<=BW_dn_Max_n, where 1=1, Size-

oiGroup and n=i! (Condition 3).
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To achieve maximum quality for a video teleconference,
the conferencing system 1n the current embodiment sets the
goal to maximize channel utilization (e.g., higher video
bandwidth yields higher video quality) but not too high so as
to mcur packet loss (e.g., when traflic exceeds channel
capacity), which would significantly degrade video quality.
This can be described 1n the following mathematical expres-
S101:

2(BW up_Cur_i/BW up_Max_i)—MAX, where i=1,
S1zeofGroup.

The above expression can be solved based on Conditions
1 through 3 and using a linear programming model, such as
a standard “Simplex” linear programming method. The
resulting BW_up_Cur_1 value 1s then the optimal video
bandwidth setting for each client individually.

In comparison to commonly practiced video communica-
tion quality of service systems where small step adjustments
are incrementally applied to empirically determine the opti-
mal working configuration for the system, the conferencing,
system of the current embodiment can achieve optimal
configuration 1n much faster convergence time, yielding
more stable system behavior and higher communication
quality.

It will be appreciated that the embodiments described
above are cited by way of example, and that the present
invention 1s not limited to what has been particularly shown
and described hereinabove. Rather, the scope of the present
invention includes both combinations and subcombinations
of the various features described hereinabove, as well as
variations and modifications thereof which would occur to
persons skilled in the art upon reading the foregoing descrip-
tion and which are not disclosed 1n the prior art.

Appendix—Audio/Video Synchronization

The scenario presented 1n this Appendix assumes that
client computers belonging to three users, Alice, Bob and
Charlie, are to participate 1n a video teleconierence via
server 34. Fach client computer keeps track of two diflerent
times:

Clock Time (CT)—the internal computer time, using ticks
to represent the number of milliseconds since the
computer was last restarted.

Stream Time (ST)—the time elapsed since the computer
started to send audio and video to the server. Like the

clock time, 1t 1s measured 1n milliseconds.

In the video teleconierence, every client computer peri-
odically sends two different types of sync messages, one for
audio and one for video, indicating the relation between
clock time and stream time. The clock time 1s the same for
audio and video, but the stream time 1s typically different,
because the computer does not always start to send the video
data at the exact same time as starting to send the audio data.
Sync messages are sent at preset itervals (typically 1n the
range 1-5 sec). Each data message transmitted by a client
computer holds the video (or audio) data itself in binary
format, along with a timestamp 1ndicating the corresponding
stream time.

FIG. 7 1s a table showing the timing of audio and video
data transmitted by the participants 1n this sample video
teleconference, 1n accordance with an embodiment of the
present mvention. For each user, the table shows the
sequence of audio data blocks and video frames generated
by the corresponding computer, labeled with the correspond-
ing clock times and stream times. As noted above, the stream
times of the audio and video data for each user start at
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different points 1n clock time. (For example, for Alice, the
audio stream starts at CT=1000, while the video stream
starts at CT=1100.) These discrepancies are resolved by the
use of sync messages.

FIG. 8 15 a table showing the messages sent to server 34
by Alice’s computer, in accordance with an embodiment of
the present invention. When Alice starts to send her video,
her computer sends an audio sync message with her com-
puter clock time (1000) and ‘0’ (zero) in the stream time,
followed by an audio data packet containing audio data and
‘0’ stream time. Immediately thereaiter, the computer begins
transmitting the video stream with a video sync message
(clock time 1100, stream time 0), followed by a video data
packet with ‘0 stream time. Subsequent audio and video
data packets contain a timestamp indicating the current
stream time, which 1s incremented by the appropriate audio
interval or video interval.

After the preset synchronization interval has elapsed (in
this case, 1 sec) 1n a given data stream, the computer
transmits a further sync packet, giving the current clock time
and stream time. Thus, as shown 1 FIG. 8, the computer
transmits a video sync packet at CT=2100, ST=1000. (Be-
cause of the shorter audio 1nterval, the time covered by FIG.
8 does not include the next audio sync packet.) The periodic
sync packets permit the server and client computers to detect
and correct 1mnaccuracies of synchronization.

FIG. 9 1s a table showing the messages sent from server
34 to Alice’s computer, in accordance with an embodiment
of the present invention. As noted earlier, the video data and
video sync packets from Bob’s and Charlie’s computers are
passed through by the server to Alice’s computer without
change. The server generates downlink audio data packets
containing a mix of the audio data received from Bob’s and
Charlie’s computers. The stream time of the audio muix,
which 1s inserted by the server as a timestamp 1n the
downlink audio data packets, 1s determined by the server and
generally does not correspond to the stream times of the
client computers. Therefore, the server also generates and
transmits to Alice’s computer audio sync packets, which
indicate the correspondence between the stream time of the
audio mix and the individual clock times of Bob’s and
Charlie’s computers.

Alice’s computer plays the received audio mix and syn-
chronizes the video data with the audio using the time
information (clock time and stream time) contained in the
sync messages. For each downlink audio data packet, the
client computer performs the following steps:

Receive the audio mix data message.

Get the audio mix stream time from this message.

Add this audio mix stream time to the clock time from the
synchronization message ol every participant and get
the clock time for this audio mix (different clock time
for each participant).

Find the same clock time in the video stream of each
participant, using the video synchronization and data
messages.

Display the video frame corresponding to this clock time.

FIG. 10 1s a table showing the timing of the audio mix and
video data frames received by Alice’s computer, 1n accor-
dance with an embodiment of the present invention. The
table 1llustrates how Alice’s computer synchronizes the
video data sent by Bob’s and Charlie’s computers with the
audio mix. For example, at stream time 900 1n the audio mix
(in the leftmost column of the table), Alice’s computer
determines that Bob’s clock time 1s 1500, while Charlie’s
clock time 1s 1600. Alice’s computer uses these clock times
as an 1ndex to find the closest corresponding frames 1n Bob’s
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and Charlie’s video streams. Thus, for audio stream time
900, Alice’s computer will display the frame from Bob’s
video stream that has clock time 1460 and video stream time
360, while displaying the frame from Charlie’s video stream
that has clock time 1560 and stream time 360 (coincidentally
the same as Bob’s).

What 1s claimed 1s:

1. A method comprising:

establishing, by at least one processor of a first computing,

device, a first communication link over a network
between the first computing device and a communica-
tions server;

receiving, by the at least one processor and from the

communications server, data associated with a video
conference application associated with initiating a
video conference between the first computing device
and a second computing device;

establishing, by the at least one processor and using the

video conference application, a second communication
link, over the network or a second network, between
the first computing device and the second computing
device;

transmitting, by the at least one processor, audio and

video packets via the second communication link,
wherein the audio and video packets respectively com-
prise audio and video data; and

transmitting, by the at least one processor, synchroniza-

tion packets via the second communication link,
wherein the audio and video data are synchronized for
output at the second computing device based on syn-
chronization information comprised in the synchroni-
zation packets.

2. The method of claim 1, further comprising;:

establishing, by the at least one processor, a third com-

munication link, over the network or the second net-
work, between the first computing device and a third
computing device, wherein each of the first, second,
and third computing devices are enabled to participate
in the video conference.

3. The method of claim 1, wherein the audio and video
packets comprise or are comprised 1n the synchronization
packets.

4. The method of claim 1, wherein the audio and video
packets are transmitted substantially simultaneously with
the synchronmization packets.

5. The method of claim 1, further comprising;:

transmitting, by the at least one processor, a first codec for

the second computing device, wherein the first codec 1s
used by the second computing device to decode at least
one of the audio and video data.

6. The method of claim 1, wherein the first computing
device comprises a first mobile phone, and wherein the
second computing device comprises a second mobile phone.

7. The method of claim 1, further comprising:

receiving, by the at least one processor via the second

communication link, second audio packets, second
video packets, and second synchronization packets,
wherein the second audio and the second video packets
respectively comprise second audio and second video
data, and wherein the second audio and the second
video data are synchronized for output at the first
computing device based on second synchronization
information comprised 1n the second synchronization
packets.

8. A non-transitory computer-readable medium compris-
ing code that, when executed, causes at least one processor
of a first computing device to perform the operations of:
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establishing, by the at least one processor, a first commu-
nication link over a network between a first computing
device and a communications device;

receiving, by the at least one processor, data associated

with a video conference operation iitiated or to be
iitiated between the first computing device and a
second computing device;

establishing, by the at least one processor, a second

communication link, over the network or a second
network, between the first computing device and the
second computing device;

transmitting, by the at least one processor, audio and

video data; and

transmitting, by the at least one processor and to the

second computing device via the second communica-
tion link, synchronization data, wherein output of the
audio and video data at the second computing device 1s
synchronized based on the synchronization data.

9. The non-transitory computer-readable medium of claim
8, further comprising code that, when executed, causes the
at least one processor to perform the operations of:

establishing, by the at least one processor, a third com-

munication link, over the network or the second net-
work, between the first computing device and a third
computing device, wherein each of the first, second,
and third computing devices 1s enabled to participate 1n
a three-way video conference.

10. The non-transitory computer-readable medium of
claim 9, wherein the three-way video conference 1s 1nitiated
by at least one of the first computing device or the second
computing device.

11. The non-transitory computer-readable medium of
claim 8, wherein the audio data 1s comprised 1n a first packet,
wherein the video data 1s comprised 1n the first packet or a
second packet, and wherein the synchronization data 1s
comprised in the first packet, or the second packet, or a third
packet.

12. The non-transitory computer-readable medium of
claam 8, further comprising code that, when executed,
causes the at least one processor to perform the operations
of:

selecting, by the at least one processor, a first codec for the

second computing device; and

transmitting, by the at least one processor, the first codec

to the second computing device, wherein the first codec
1s used by the second computing device to decode at
least one of the audio data or the video data.

13. The non-transitory computer-readable medium of
claim 8, wherein the video conference operation 1s part of a
mobile application.

14. The non-transitory computer-readable medium of
claim 8, wherein the audio and video data are transmitted
either substantially simultaneously with or separately from
the synchromization data.

15. A first computing device comprising:

at least one memory comprising instructions; and

at least one processor configured to execute the instruc-

tions, wherein executing the instructions causes the at

least one processor to perform the operations of:

establishing, by the at least one processor, a {irst
communication link over a network between a first
computing device and a commumnications system;

receiving, by the at least one processor and from the
communications system, data associated with a
video conference application associated with initiat-
ing a video conference between the first computing
device and a second computing device;
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establishing, by the at least one processor, a second
communication link, over the network or a second
network, between the first computing device and the

second computing device;

transmitting, by the at least one processor and to the
second computing device via the second communi-
cation link, audio and video data; and

transmitting, by the at least one processor and to the
second computing device via the second communi-
cation link, synchronization packets, wherein the
audio and video data are output at the second com-
puting device based on synchronization information
comprised in the synchronization packets.

16. The first computing device of claim 135, wherein
executing the instructions further causes the at least one
processor to perform the operations of:

establishing, by the at least one processor, a third com-

munication link over the network between the first
computing device and a third computing device,
wherein each of the first, second, and third computing
devices 1s enabled to participate 1n the video confer-
ence.

17. The first computing device of claim 16, wherein the
third communication link 1s established using the video
coniference application.

18. The first computing device of claim 16, wherein
executing the instructions further causes the at least one
processor to perform the operations of:
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transmitting, by the at least one processor, the audio and
video data via the third communication link; and
transmitting, by the at least one processor, the synchro-
nization packets via the third communication link,
wherein the audio and video data are synchronized for
output at the third computing device based on the
synchronization information.
19. The first computing device of claim 15, wherein
executing the instructions further causes the at least one

processor to perform the operations of:

selecting, by the at least one processor, a first codec for the

second computing device; and

transmitting, by the at least one processor, the first codec

to the second computing device.

20. The first computing device of claim 15, wherein the
communications system comprises, 1s, or 1s comprised 1n the
second computing device, or wherein executing the instruc-
tions further causes the at least one processor to perform the
operations of:

receiving, by the at least one processor via the second

communication link, second audio and second video
data, and second synchronization packets, and wherein
the second audio and the second video data are output
at the first computing device based on synchronization
information comprised 1n the second synchronization
packets.
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