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(57) ABSTRACT

The present invention relates to an 1mage processing appa-
ratus having an automatic compensation function for an
image obtained from a camera, and a method thereot, and
provides an 1image processing apparatus having an automatic
compensation function for an image obtained from a camera,
the apparatus comprising: an automatic compensation pat-
tern of which one or more can be provided in an arbitrary
place near a camera; an input/output module which receives
an 1mage as an input from the camera and transmits the same
to the 1mage processing apparatus; and an 1mage processing
module which 1s a processing unit containing an algorithm
for compensating for distortion of the image obtained from
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the camera, wherein the mput/output module comprises an
image input/output unit for transmitting/recerving data 1n
between the camera and the 1mage processing module, and
a storage unit for storing information processed by the image
processing module, and the image processing module com-
prises a distortion compensation unit, an 1image alignment
estimation unit, and an 1image alignment generation unit, the
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FIG. 4
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IMAGE PROCESSING APPARATUS HAVING
AUTOMATIC COMPENSATION FUNCTION

FOR IMAGE OBTAINED FROM CAMERA,
AND METHOD THEREOF

TECHNICAL FIELD

Example embodiments relate to an i1mage processing
apparatus and method having an automatic correction func-
tion, and more particularly, to an image processing apparatus
and method having an automatic correction function that
may automatically correct an installation error of a camera
provided i1n a vehicle using an 1mage obtained from the
camera.

BACKGROUND ART

Recently, various cameras have been widely used due to
the development of information and communication tech-
nology and the increase in the population of Internet users,
and thus the demand for image analysis and utilization using
the cameras has also been increasing. However, a distortion
may occur 1n an image obtained from a camera due to the
characteristics of lens of the camera. Such a distortion may
need to be corrected to analyze and utilize the image.

In a case of a wide-angle camera having a wide viewing
angle, for example, a camera provided 1n a vehicle, an image
captured by the wide-angle camera may have a severe
distortion compared to an 1image captured by a common type
camera. Thus, when representing such an image 1n an image
output device, a distorted 1mage that 1s compressed hori-
zontally and vertically may be displayed. In addition, it may
need to correct a radial distortion that moves inwards or
outwards from an original position in response to a further
separation from a center of the lens.

Such an 1image distortion may occur 1n almost all cameras
using lens, and thus many technologies have been developed
in various technical fields to correct a distorted image. These
technologies have been widely applied to a camera used for
a vehicle, 1n particular, because such a camera 1s widely used
in various fields due to 1its various functions and purposes.

A representative type of a camera used for a vehicle 1s a
rear-view camera. The rear-view camera may need an exter-
nal camera and an output device configured to simply output
an 1image captured by the external camera. However, along
with the recent development of an advanced driver assis-
tance system (ADAS), there has emerged a need to process
an 1mage to be more suitable for the user requirements or a
control system, instead of simply outputting the image. It
may be needed to process an 1image ol a camera 1 accor-
dance with a requirement from a user or a system, for
example, a requirement for a panoramic view or a top view.

To process an 1mage needed for a vehicle, a distorted
image may need to be corrected first. To correct a distortion,
the following method may be performed. The method may
include defining a camera model, estimating intrinsic and
extrinsic parameters of the model from a correction pattern,
and then performing restoration through an inverse trans-
formation of the model.

In the estimating of the parameters from the correction
pattern, a certain pattern tool may be used for camera
calibration. Using such pattern tool, an accurate relative
position of a certain marker on a pattern may be verified in
advance, and thus an accurate result may be obtained.
However, 1t may cause inconvenience because such a heavy
pattern tool may need to be carried around all the time.
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An example of related arts includes KR Patent Publication
No. 10-2009-0065198 published on Jun. 22, 2009.

DISCLOSURE

Technical Goals

Example embodiments provide an image processing
apparatus and method that has an automatic correction
function for an 1image obtained from a camera. To correct a
distortion in the 1image obtained from the camera, the image
processing apparatus and method may use an automatic
correction pattern to correct an error in a position, or
location, and a posture of the camera in addition to a lens
distortion of the camera.

Example embodiments also provide an image processing,
apparatus and method that has an automatic correction
function for an 1image obtained from a camera. To estimate
a parameter from an automatic correction pattern to correct
a distortion in the image obtained from the camera, the
image processing apparatus and method may use a pattern
formed 1n various shapes, for example, a triangle, a quad-
rangle, a circle, and other polygons, without a need for a
certain automatic correction pattern, to simply correct the
1mage.

Technical features to be obtained by the present disclosure
are not limited to the technical goals described in the
foregoing.

Technical Solutions

According to an example embodiment, there 1s provided
an 1mage processing apparatus having an automatic correc-
tion function for an 1mage obtained by a camera, the 1image
processing apparatus including at least one automatic cor-
rection pattern installed at a location around the camera, an
input and output module configured to receive an image
from the camera and transmit the image to the image
processing apparatus, and an image processing module,
which 1s a processor including an algorithm to correct a
distortion 1n the 1image obtained from the camera. The 1input
and output module may include an image mputter and
outputter being between the camera and the 1image process-
ing module to receive and transmit data, and a storage 1n
which information processed by the image processing mod-
ule 1s stored. The 1image processing module may include a
distortion corrector configured to extract feature points of
the automatic correction pattern from the received image,
estimate an absolute location and an 1nstallation angle of the
camera using known information associated with the
extracted feature points, and correct a lens distortion using
an ntrinsic parameter stored 1n the storage, an 1image align-
ment estimator configured to estimate, as a change param-
eter, an 1installation location and a rotation error of the
camera from the 1mage using information associated with
the absolute location and the installation angle estimated by
the distortion corrector, and an 1mage alignment generator
configured to correct a three-dimensional (3D) position and
a size of the image using the change parameter estimated by
the 1mage alignment estimator.

In detail, a shape of the automatic correction pattern may
be one of a tnnangle, a quadrangle, a polygon, and a circle.

In detail, figure specification nformation including a
shape, a size, a color, and the like of the automatic correction
pattern, and geometric information including a corner, a
moment, and the like of the automatic correction pattern
may be known information.
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In detail, the intrinsic parameter may include at least one
ol an optical center, an aspect ratio, a projection type, or a
focal length.

In detail, when the 1image alignment estimator estimates
the installation location and the rotation error as the change
parameter, the 1mage alignment estimator may use an opti-
mization algorithm to minimize an error of the installation
location of the camera and an error of the rotation of the
camera.

In detail, the optimization algorithm may be one of a
Levenberg-Marquardt (LM) algorithm, a least mean squares
(LMS) algorithm, an ant colony optimization (ACQO) algo-
rithm, and a particle swarm optimization (PSO) algorithm.

In detail, when the image alignment generator stores, in
the storage, pieces of information estimated to correct the
image, the image alignment generator may generate various
forms such as a lookup table (LUT), a vertex obtained
through a graphics processing unit (GPU) texture coordinate
mapping method, and a user-defined metadata format, for
example, an extensible markup language (XML) format, to
store the pieces of the estimated information 1n the storage
to correct the 1mage.

According to another example embodiment, there 1s pro-
vided an 1mage processing method including recerving, by
an 1mage processing module from an mput and output
module, an 1mage of an automatic correction pattern cap-
tured by a camera, extracting, by a distortion corrector of the
image processing module, feature points of the automatic
correction pattern from the received image using known
information associated with the automatic correction pat-
tern, estimating an absolute location and an 1nstallation
angle of the camera at a point in time at which the camera
obtains the 1image using the feature points of the automatic
correction pattern extracted by the distortion corrector,
obtaining, by the distortion corrector, an intrinsic parameter
to correct a lens distortion using the received 1image, cor-
recting the lens distortion in the image through a distortion
correction algorithm using the obtained intrinsic parameter,
and estimating, by an 1mage alignment estimator, a change
parameter and correcting, by an image alignment generator,
the 1mage using the estimated change parameter.

In detail, the correcting of the lens distortion may include
correcting the lens distortion using one of a nonlinear
distortion correction method and a Gaussian sphere map-
ping-based distortion correction method.

In detail, the nonlinear distortion correction method may
be one of a pinhole-based method and a captured ray-based
method. Here, a projection equation used for the captured
ray-based method may be one of an equidistant projection
equation, an orthographic projection equation, an equisolid
angle projection equation, and a stereographic projection
equation.

In detail, the estimating of the change parameter and the
correcting of the image may include matching the automatic
correction pattern to an actual automatic correction pattern
based on the following equation,

XYy = foo- (Sc- RO¥)- R(O)- R®)(XYc) Equation
(1 0 0 )
R(®| O cos¢g sing |,
0 —sing cosg,
(cosf O —sinf) ( cosgp  sing 0
R 0 1 0O |, R¥) —sing cosgp 0O
s O cosf . 0 1,
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-continued

X, =S\ X2+ Y2422 -

( y
(X (cosOcos¥) + Y (cosOsin¥) + Z_ (—s1n6d)

( X (singsin¥ + cosgsinfcos¥) + ]
A Y (—singcos¥ + cosgsinfsin¥) + Z (cosgpcosd) J

A pd
Yy =S/ X2+ Y2+ 22 -
( ( (X, (—cosgsin¥ + singsinfcos¥) + ] "ﬂ
Y. (cosgpcos¥ + singsinfsin¥) + Z, (singcosd) .
( X (singsin¥ + cosgsinfcos¥) + ]
A Y. (—singcos¥ + cosgsinfsin¥) + Z.(cosdcosd) J
¥pa

wherein XY . denotes an orthogonal coordinate of one
point of an image in which the distortion 1s corrected, XY,
denotes a two-dimensional (2D) coordinate of one point
obtained by mapping XYc to the ground, S . denotes a scale
tactor, 1, denotes a function for mapping a 3D coordinate to
one point on a plane, and R(¢), R(0), and R(1) denote 3D
coordinate rotation matrices as represented in Equation 3, 1n
which ¢ denotes an angle by which XY _ rotates on an x axis,
0 denotes an angle by which XY _ rotates on a y axis, and
denotes an angle by which XY _ rotates on a z axis.

In detail, for the estimating of the change parameter and
the correcting of the 1image, an optimization algorithm used
to minimize an error between the automatic correction
pattern of the image and an actual automatic correction
pattern may be one of an LM algorithm, an LMS algorithm,

an ACO algornthm, and a PSO algorithm.

Advantageous Eflects

According to example embodiments, a lens distortion and
an 1nstallation error of a camera may be simultaneously and
automatically corrected using an automatic correction pat-
tern. Thus, separate correction patterns may not need to be
prepared to correct the lens distortion and the installation
error of the camera. Without such separate correction pat-
terns, an 1mage obtained from the camera may be immedi-
ately processed and used only by correcting the image using
a same correction pattern.

According to example embodiments, a simplified pattern
of a shape, for example, a triangle, a quadrangle, a circle, or
other polygons, 1n an automatic correction pattern, may be
used instead of using a certain pattern tool, for example, a
chessboard, that needs to be 1nstalled 1n a large area, and thus
an 1mage captured by a camera may be corrected simply and
readily.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram illustrating an example of an 1image
processing apparatus having an automatic correction func-
tion for an 1mage obtained from a camera according to an
example embodiment.

FIG. 2 1s a flowchart 1llustrating an example of an 1image
processing method having an automatic correction function
for an 1mage obtamned from a camera according to an
example embodiment.

FIG. 3 1s a diagram 1illustrating an example of the auto-
matic correction pattern of FIG. 1 installed on the ground.
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FIG. 4 1s a diagram 1llustrating an example of an 1image
obtained by capturing the automatic correction pattern of
FIG. 3.

FIG. 5 1s a diagram 1llustrating an example of an optimi-
zation algorithm according to an example embodiment.

FIG. 6 1s a graph illustrating an example of a result of the
optimization algorithm of FIG. 5.

FIG. 7 1s an 1llustration of a lookup table (LUT).

BEST MODE FOR CARRYING OUT TH.
INVENTION

(L.

Reference will now be made 1n detail to example embodi-
ments of the present disclosure, examples of which are
illustrated 1n the accompanying drawings, wherein like
reference numerals refer to the like elements throughout.
Also, descriptions of features that are known after an under-
standing of the present disclosure of this application may be
omitted for increased clarity and conciseness. The example
embodiments are described below in order to explain the
present disclosure by referring to the figures.

FIG. 1 1s a diagram 1illustrating an example of an 1mage
processing apparatus having an automatic correction func-
tion for an 1mage obtained from a camera according to an
example embodiment. The i1mage processing apparatus
includes a camera 10, an automatic correction pattern 100,
an input and output module 200, and an 1mage processing
module 300.

The camera 10 may be installed at a predetermined
location, and capture the automatic correction pattern 100
installed on the ground and a ground surface, convert a
captured 1mage obtained by capturing the automatic correc-
tion pattern 100 and the ground surface to an electrical
signal, and transmit the electrical signal to the image pro-
cessing apparatus through an 1mage inputter and outputter
210 (refer to FIG. 2). Here, the automatic correction pattern
100 may not necessarily be formed on the ground, but be
installed at any location such as a ground surface or a
structure from which known information associated with the
automatic correction pattern 100 may be obtained.

The camera 10 used herein refers to a concept encom-
passing an electrical device such as an 1mage sensor con-
figured to convert an optical signal to an electrical signal, 1n
addition to a simple optical device. The camera 10 provided
in a vehicle may mainly use a super-wide-angle lens to
obtain a wider viewing angle. However, any type of a
camera that may perform such an automatic correction
function may be applicable as the camera 10, 1irrespective of
a viewing angle.

The automatic correction pattern 100 may be a known
pattern that 1s installed on the ground for which the camera
10 secures visibility, and provided as one or more automatic
correction patterns. A shape of the automatic correction
pattern 100 may be a quadrangle, and also other polygons
such as a triangle and a circle may be applied.

The automatic correction pattern 100 may be a device or
a medium that may enable obtainment of an absolute loca-
tion and an installation angle of the camera 10 and correction
of a distorted 1mage, simultaneously, and be used therefore
alter being installed on the ground and captured by the
camera 10.

The automatic correction pattern 100 may be 1nstalled at
any location around the camera 10, and 1t may be desirable
to select the automatic correction pattern 100 having a great
brightness difference from a background of the ground to
obtain visibility.
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In addition, figure specification mformation including a
shape, a size, a color, and the like of the automatic correction
pattern 100, and geometric information mcluding a corner,
a moment, and the like may be known information. That 1s,
when correcting the 1mage using the automatic correction
pattern 100, a distortion may be corrected under the assump-
tion that physical location information of feature points of
the automatic correction pattern 100 1s already known.

The mput and output module 200 includes the image
inputter and outputter 210 configured to receive the image
from the camera 10 and output the received image to the
image processing module 300, and a storage 220 configured
to store 1mage information associated with a distortion-
corrected 1mage that 1s output from the 1mage processing
module 300.

The 1mage mputter and outputter 210 may receive, from
the camera 10 installed in the vehicle, the image that 1s
obtained by capturing the automatic correction pattern 100
installed on the ground and the surrounding ground surface
and transmit, to the image processing module 300, the
received 1image. Here, as necessary, an image preprocessing
operation may be performed in the image inputter and
outputter 210 through a filter and the like.

The storage 220 may store information associated with an
intrinsic parameter such as a focal length, a principal point,
and a distortion coeflicient that corresponds to intrinsic
characteristics of a lens of the camera 10, information
associated with an extrinsic parameter such as a three-
dimensional (3D) location, a posture, an installation angle,
and the like of the camera 10 that 1s estimated by the image
processing module 300, and information associated with
results estimated when correcting the image by the image
processing module 300.

The stored information may be provided to various
devices, and information associated with the distortion-
corrected 1image may be provided to various devices such as,
for example, an automobile top view system and a pan-
oramic view system, to be processed and used therein.

The mmage processing module 300 refers to a module
including an algorithm to correct a distortion in the image
obtained by the camera 10 and includes a distortion correc-
tor 310, an 1mage alignment estimator 320, and an 1mage
alignment generator 330.

The distortion corrector 310 may receive the image of the
automatic correction pattern 100 captured by the camera 10,
extract the feature points of the automatic correction pattern
100 from the received image, estimate the absolute location
and the installation angle of the camera 10 using the known
physical location information of the extracted feature points,
and then store such information in the storage 220. The
distortion corrector 310 may estimate the absolute location
at which the camera 10 1s placed and a tilted angle of the
camera 10 based on the automatic correction pattern 100 of
the ground, and such obtained information.

In addition, the distortion corrector 310 may obtain the
intrinsic parameter such as an optical center that 1s stored 1n
the storage 220 to correct a lens distortion, and correct the
lens distortion using the obtained intrinsic parameter.

To correct the lens distortion, the intrinsic parameter, or
an optical parameter, may include at least one of an optical
center, an aspect ratio, a projection type, or a focal length.
The aspect ratio and the focal length may be obtained
through a datasheet of a sensor, and the optical center may
be determined to be a center of a lens circle or ellipse of the
captured 1mage.

The mmage alignment estimator 320 may estimate an
installation location (X, Y, 7Z) and a rotation error (g, 0, )
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of the camera 10 by processing the image corrected by the
distortion corrector 310 through an optimization algorithm,
using the information associated with the absolute location
and the installation angle of the camera 10 that 1s estimated
by the distortion corrector 310.

Such an estimating refers to an operation of changing an
angle and a distance of the automatic correction pattern 100
in the lens distortion-corrected 1mage that 1s corrected by the
distortion corrector 310 and transmitted to the 1image align-
ment estimator 320 such that the automatic correction pat-
tern 100 1n the lens distortion-corrected 1mage corresponds
to an actual automatic correction pattern 100 1n terms of a
shape and a gap, and aligning the automatic correction
pattern 100 with the actual automatic correction pattern 100.

That 1s, using the optimization algorithm, the image
alignment estimator 320 may compare the automatic cor-
rection pattern 100 1n the lens distortion-corrected 1mage to
the actual automatic correction pattern 100, and estimate the
installation location (X, Y, Z) and the rotation error (g, 0, ),
which are a change parameter to minimize distance infor-
mation, for example, an error between the two patterns.

The optimization algorithm may be one of a Levenberg-
Marquardt (LM) algorithm, a least mean squares (LMS)
algorithm, an ant colony optimization (ACQO) algorithm, and
a particle swarm optimization (PSQO) algorithm.

The 1image alignment generator 330 may be a processor
configured to correct again the lens distortion-corrected
image 1 which the lens distortion i1s corrected by the
distortion corrector 310, using the change parameter which
1s information estimated by the image alignment estimator
320.

As described above, pieces of information estimated
when correcting the image by the image alignment generator
330 may be stored, 1n the storage 220, in various forms. The
information may be stored by generating a lookup table
(LUT) using a simple coordinate mapping method, gener-
ating a vertex using a graphics processing unit (GPU)
texture coordinate mapping method, or generating a user-
defined metadata format, for example, an extensible markup
language (XML) format.

An 1mage processing method having an automatic cor-
rection function for an image obtained by a camera will be
described hereinaiter in detail with reference to the accom-
panying drawings.

FIG. 2 1s a flowchart illustrating an example of an 1image
processing method having an automatic correction function
for an 1mage obtained from a camera according to an
example embodiment. The 1mage processing method
includes operation S310 of receiving an 1mage of an auto-
matic correction pattern, operation S320 of extracting a
feature point of the automatic correction pattern, operation
S330 of estimating an absolute location and an installation
angle of the camera, operation S340 of obtaining an intrinsic
parameter, operation S350 of correcting a lens distortion,
and operation S360 of estimating a change parameter and
correcting the 1mage.

An automatic correction pattern 100 may be installed on
the ground. FIGS. 3 and 4 illustrate an example of the
automatic correction pattern 100 installed on the ground and
an example of an actual automatic correction pattern 100
being captured, respectively. Here, 1t 1s assumed that speci-
fication such as a size, a shape, or a color of each automatic
correction pattern, and a distance between a camera 10 and
cach automatic correction pattern i1s already known by the
image processing module 300. In addition, when a shape of
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the automatic correction pattern 100 1s already known, any
shapes such as a triangle, a quadrangle, a circle, or other
polygons may be applicable.

Each automatic correction pattern may be installed at a
location that 1s observed by the camera 10 installed 1n a
vehicle. Referring to FIG. 3, a shape of the automatic
correction pattern 100 1s a square, a size thereof 1s 70
centimeters (cm), and a distance between the vehicle and a
pattern located at a center 1s 30 cm. Here, the size and the
distance are not set, and the distance may vary depending on
the size of the pattern.

In operation S310 of recerving an 1mage of an automatic
correction pattern, the camera 10 may capture the automatic
correction pattern 100 installed on the ground and transmat
the captured 1image to the 1mage inputter and outputter 210.
The 1mage processing module 300 may receive the captured
image of the automatic correction pattern 100 from the
image mputter and outputter 210.

In operation S320 of extracting a feature point, the
distortion corrector 310 of the image processing module 300
may extract feature points of the automatic correction pat-
tern 100 by discovering the automatic correction pattern 100
from the received 1mage using known information associ-
ated with the automatic correction pattern 100.

In detail, a contour line may be discovered from the
received 1mage and a candidate group may be generated
thereby, and then the automatic correction pattern 100 may
be discovered from the received image using known infor-
mation such as, for example, four vertices 1n a case of the
automatic correction pattern 100 being a quadrangle, a
convex, and the contour line within a limited aspect ratio.
After the automatic correction pattern 100 1s discovered, the
teature points of the discovered automatic correction pattern
100 may be extracted.

In operation S330 of estimating an absolute location and
an 1nstallation angle, the distortion corrector 310 may esti-
mate an absolute location and an installation angle of the
camera 10 at a point in time when the 1mage 1s obtained,
using the feature points of the automatic correction pattern
100 that are extracted by the distortion corrector 310 1n
operation S320, which i1s information associated with, for
example, a corner and a moment.

Here, the image processing module 300 may store, in the
storage 220, information associated with the estimated abso-
lute location and the estimated installation angle of the
camera 10. That 1s, the 1image processing module 300 may
estimate only the absolute location at which the camera 10
1s placed and the installation angle at which the camera 10
1s t1lted based on the automatic correction pattern 100 on the
ground.

In operation S340 of obtaiming an intrinsic parameter, the
distortion corrector 310 may obtain an intrinsic parameter,
or an optical parameter, to correct a lens distortion using the
captured 1mage. The intrinsic parameter, or the optical
parameter, may include at least one of an optical center, an
aspect ratio, a projection type, or a focal length.

That 1s, after estimating the absolute location and the
installation angle of the camera 10 1n operation S330, the
image processing module 300 may then obtain the ntrinsic
parameter, or the optical parameter, including an optical
center of a lens to correct the lens distortion using the
captured 1mage.

In operation S350 of correcting a lens distortion, the
distortion corrector 310 may correct a lens-distorted image
through a distortion correction algorithm using the intrinsic
parameter obtained 1n operation S340. To correct the lens-
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distorted 1image through the distortion correction algorithm,
various distortion correcting methods may be used.

A lens distortion may be broadly classified into a radial
distortion and a tangential distortion. For example, 1in a case
of a wide-angle lens that may capture a wide range, 1t may
be necessary to correct a radial distortion that moves
inwards or outwards beyond an original position as a dis-
tance from a center of the lens increases, compared to an
image captured by a general-type lens.

In addition, correcting a lens distortion may generally
indicate eliminating a lens distortion that may occur due to
a difference 1n curvature, by performing an inverse operation
on a lens curvature of a camera using a wide-angle lens, 1n
lieu of a pinhole camera, and equalizing an incident point to
an optical center based on a result of the inverse operation.

Thus, 1n a case 1n which a model equation, or a projection
equation, for a lens curvature 1s given to correct a distortion,
a degree of the distortion may be determined based on the
projection equation and only a perspective distortion may
remain in the image through the correcting.

A method of correcting such a lens distortion may include
a nonlinear distortion correction method and a Gaussian
sphere mapping-based distortion correction method. The
nonlinear distortion correction method may include a pin-
hole-based method and a captured ray-based method.

The pinhole-based method refers to a method of correct-
ing a distortion using a spatial coordinate and a principal
ax1is 1n an 1mage and uses a polynomial function for actual
calculation.

The captured ray-based method refers to a method of
correcting a distortion using a principal axis and an angle of
incident light. Here, correcting a radial distortion by the
captured ray-based method may indicate the same as 1n a
pinhole projection in terms of eliminating lens refraction. As
a projection equation used therefor, an equidistant projection
equation, an orthographic projection equation, an equisolid
angle projection equation, and a stereographic projection
equation, which are represented by Equation 1 below, may
be mainly used. In Equation 1, R, denotes a projected
distance 1n an 1mage plane, T denotes a focal length, and
denotes an i1ncident angle of an incident ray. In addition to
Equation 1, various equations may also be used.

Equdistant projection: R ~f o
Orthographic projection: K =fsin(w)
Equsolid angle projection: R=2fsin(w/2)

Stereographic projection: R=2ftan(w/2)

The optical center may be determined to be a center of a
lens circle or ellipse of the captured image. The focal length
may be obtained by referring to a value given when manu-
facturing the lens, and to a data sheet of an 1image sensor.
Alternatively, the focal length may be defined as a focal
length value indicated when a straight line appears without
a distortion when a distortion 1n the 1mage 1s eliminated 1n
accordance with the projection equation. Thus, by estimat-
ing such a focal length value, the focal length may be
obtained.

In operation S360 of estimating a change parameter and
correcting an 1mage, the image alignment estimator 320 may
calculate, relative to the automatic correction pattern 100, a
location and a degree of a tilt of the 1image corrected by the
distortion corrector 310 using the information associated
with the absolute location and the installation angle of the
camera 10 that are estimated by the distortion corrector 310,
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and then estimates a value obtained by the calculating as a
change parameter. The image alignment generator 330 may
then finally correct the image using the estimated value.
Here, the change parameter may be represented by the
installation location (X, Y, 7Z) and the rotation error (¢, 0, )
of the camera 10.

In detail, after a pattern matching 1s performed on a 3D
virtual sphere, and then the 3D virtual sphere 1s rotated such
that a shape of the automatic correction pattern 100 1n an
image mapped to the 3D virtual sphere becomes an original
shape of the automatic correction pattern 100, a difference
from the actual automatic correction pattern 100 may be
estimated as the change parameter and the 1image correction
may then be performed. Here, to minimize the difference
from the actual automatic correction pattern 100, an opti-
mization algorithm may be used (refer to a middle figure of
FIG. 5).

Here, using the automatic correction pattern 100 may
indicate using extracted information such as a corner and a
moment of the automatic correction pattern 100 (refer to an
uppermost figure of FIG. 5).

In addition, the 3D wvirtual sphere may be rotated repeti-
tively until a shape of all patterns in the 1mage becomes an
original square shape using the extracted information such
that the image of the automatic correction pattern 100 may
finally have a corresponding position and scale (refer to the
middle figure and a lowermost figure of FIG. 5).

That 1s, after the lens distortion-corrected image, which 1s
obtained by correcting the lens distortion by the distortion
corrector 310 of the image processing module 300, is
mapped to the 3D wvirtual sphere, the image alignment
estimator 320 may change an angle and a distance to allow
the 3D wvirtual sphere to correspond to the automatic cor-
rection pattern 100 using the estimated absolute location and
the estimated installation angle of the camera 10, and then
image alignment generator 330 may finally align or arrange
the 1mage 1 a 3D virtual space.

Such an aligning of the image 1n the 3D virtual space by
the 1mage alignment generator 330 may be performed by
estimating a location and a tilt of 3D virtual spheres repre-
senting the camera 10 based on the automatic correction
pattern 100 on the ground, and aligning the image in the
virtual space based on a value obtained by the estimating.
The virtual spheres may be aligned or arranged 1n the 3D
virtual space to represent the camera 10 actually installed in
the vehicle. The estimating may be performed by changing
a rotation angle and a movement (or translation) distance to
increase a degree of matching the actual automatic correc-
tion pattern 100, when mapping again, to the ground, the
image mapped to the virtual sphere after rotating and
translating the virtual sphere. The virtual sphere may be
matched to the actual automatic correction pattern 100 based
on Equation 2.

XY, e (S R(W)-R(0) R(9))(XT ) [Equation 2]

In Equation 2, XY _ denotes an orthogonal coordinate (X
Y ., Z_) of one point 1n the distortion-corrected image, and
XY, denotes a 2D coordinate of one point obtained by
mapping XY _ to the ground. S_denotes a scale factor, and £
denotes a function to map a 3D coordinate to one point on
a plane. R(g), R(0), and R(1) denote rotation matrices of the
3D coordinate as represented by Equation 3 below. Here,
when a viewing point of the camera 10 1s defined as a y axis,
a corresponding orthogonal direction 1s defined as an x axis,
and a vertical direction of the vehicle 1s defined as a z axis,
¢, 0, and 1 denotes an angle by which XY _ rotates on the x
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axis, an angle by which XY . rotates on the v axis, and an
angle by which XY _ rotates on the z axis, respectively.

(1 0 0 ) |Equation 3]
R O cos¢ sing |,
0 —sing cos¢

(cosd (0 —siné,
RO 0O 1 0

. sinf® O cos &

(cos¢ sing O
—sing cosg 0
. U 0 1)

R(y)

Here, by developing and summarizing both Equations 2
and 3 above, Equation 4 may be obtained. In Equation 4, X _
denotes a distance translated or moved by a virtual sphere 1n
an x-axis direction, and Y, denotes a distance translated or
moved by the virtual sphere 1n a y-axis direction.

5

10

15

(X (cos&cosyy) + Y (cos Osiny) + Z.(—sin 6)

12
coordinates (t,,,t,-, ..., t ) ol pixels included in an image
to be output. Each of the final coordinates (t,,, t,,, ..., t )

of the 1mage to be output may correspond to each of those
of the mput image. This 1s because an 1mage to be obtained
by the camera 10 using a wide-angle lens 1s a distorted
image having a wide viewing angle. Thus, when matching
such a distorted image to a plane 1mage, pixels of the images
may be matched 1n a relationship of N:1, rather than 1:1.

For example, a final coordinate T,; may correspond to
three mput original coordinates ((x,,V,), (X3,V<), (X4,V¢)). In
a case 1 which a plurality of cameras 10 1s present, the
number of LUTs corresponding to the number of input
images to be obtained, for example, the number of the
cameras 10, may be provided, and each of the LUTs may
include coordinate values of a synthesized image corre-
sponding to each of the mput images.

Such an LUT may be generated by performing an inverse
operation needed to obtain an output for each pixel in the
same 1mage used to generate the LUT and obtaining a
coordinate of each pixel of an 1nput 1mage corresponding to
cach pixel of an 1image.

|Equation 4]

X, = £S| X2 + Y2 + 2% (

+ X
X (singsiny + cos@sinfcosy) + Y. (—sinpcos iy + cos @psinf sin ) + Z.(cos ¢ cos 9)) pd

(X, (—cosgsinyy +sindsinécosyy) + ¥ (cos pcosy +sing sinfsiny) + Z.(sin¢ cos &)

Yy = Sy X2+ Y2 + 72 (

After the pattern matching 1s performed using Equations
2 through 4, by changing the change parameter, which is the
rotation angle and the movement or translation distance, the
optimization algorithm may be applied to mimimize a dii-
ference between the automatic correction pattern 100 in the
image and the actual correction pattern 100. The optimiza-
tion algorithm used herein includes, for example, an LM
algorithm, an LMS algorithm, a least mean squares estima-
tion (LMSE) algorithm, an ACO algorithm, and a PSO
algorithm, a gradient descent (GD) algorithm, and the like.

Through such an optimization algorithm, the installation
location (X, Y, 7Z) and the rotation error (@, 0, ) of the
camera 10 may be estimated as the change parameter to
mimmize an error, and the image alignment generator 330
may {inally correct the image using the estimated change
parameter.

FIG. 6 1s a graph 1illustrating an example of a result of a
final 1image correction performed when a location and a size,
which are relative minimum requirements for the automatic
correction pattern 100, are satisfied by repetitively applying
such an optimization algorithm.

As described above, after correcting a distortion 1 a 3D
image, the 1mage processing module 300 may track the
camera 10 and original coordinates of pixels of the image to
generate an LUT, a vertex using a GPU texture coordinate
mapping method, or a user-defined metadata format, e.g., an
XML format, and store the generated one.

FIG. 7 1s a diagram 1llustrating an example of an LUT.
The LUT refers to a means to store image mapping data
associated with a relationship between each pixel included
in an mput 1image obtained by the camera 10 and each pixel

included 1n an 1image to be transmitted to an image outputter
such as a monitor.

Referring to FI1G. 7, the LUT 1s a type of a mapping table
that defines therein a relationship between original coordi-
nates (X, y) of pixels included 1n an mput 1image obtained by
a wide-angle camera, for example, the camera 10, and final
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X (smn¢@siny +cosgpsinfcosyy) + Y.(—singcosyr + cos psinfsinyy) + Z.(cos ¢ cos 8) ] T

For example, when selecting one pixel from the pixels
included 1n an 1image, the pixel may be selected based on a
coordinate, and the coordinate may become a final coordi-

nate of an 1mage to be output.

The final coordinate of the selected pixel may be used to
determine an original coordinate 1n the input image obtained
by the camera 10. Thus, the original coordinate correspond-
ing to the final coordinate of the pixel may be obtained and
recorded.

Such a process described in the foregoing may be per-
formed on all pixels of an 1image 1 a sequential order, and
obtain an original coordinate corresponding to a final coor-
dinate of a pixel.

By mapping the obtained original coordinate to the final
coordinate of the pixel, the LUT may be generated as
illustrated 1n FIG. 7. Here, not all the pixels of the mput
image may be mapped to a final coordinate of an i1mage
obtained by correcting a distortion 1 a 3D image. This
indicates that an unnecessary pixel of the mput image may
be discarded, without matching a final coordinate. In gen-
eral, only a pixel present 1n a certain area of the mnput image,
for example, 20% to 50% of all the pixels, may be converted
to an 1mage to be finally processed by the image processing
module 300, and thus the mapping may be performed only
on some pixels of the mput 1mage to be converted by
referring to the LU, and therefore a load and a time used for
1Image processing may be reduced.

After generating the LUT, the image processing module
300 may transmit the generated LUT to the mput and output
module 200 to be stored 1n the storage 220. Subsequently, by
referring to the LUT stored in the storage 220, the image
processing module 300 may simply and rapidly generate and
display a 3D image by immediately mapping a pixel of the
input 1mage obtained by the camera 10 to the final output
image, without performing synthesis.

An 1mage processing apparatus and method having an
automatic correction function for an 1image obtained from a
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camera, which 1s described herein, 1s not limited to the
example embodiments described herein. Instead, an entirety
or a portion of the example embodiments may be selectively
combined to enable various changes, and theretore the scope
of the present disclosure 1s defined not by the detailed
description, but by the claims and their equivalents, and all
variations within the scope of the claims and their equiva-
lents are to be construed as being included 1n the disclosure.

DESCRIPTION OF REFERENCE NUMERALS

10: Camera

100: Automatic correction pattern
210: Image mmputter and outputter
300: Image processing module
320: Image alignment estimator

200: Input and output module
220: Storage

310: Distortion corrector

330: Image alignment generator

The invention claimed 1s:

1. An 1mage processing apparatus having an automatic
correction function for an 1image obtained by a camera, the
Image processing apparatus comprising;:

a memory in which a program for correcting a distortion

in the 1mage 1s recorded; and

a processor configured to execute the program,

wherein the program 1s executed to perform:

receiving an i1mage ol an automatic correction pattern

captured by a camera

extracting feature points of the automatic correction pat-

tern from the received 1mage;

estimating an absolute location and an 1installation angle

of the cameral using known information associated
with the extracted feature points;

correcting correct a lends distortion using an intrinsic

parameter of the camera;

estimating, as a change parameter, an installation location

and a rotation error of the camera from the image using
information associated with the absolute location and
the installation angle; and

correcting a three-dimensional (3D) position and a size of

the 1mage using the change parameter,

wherein the estimating the change parameter comprises

matching the automatic correction pattern in the image
to an actual automatic correction pattern based on the
following equation,

XYy = fpc - (Sc - RUY)-R(O)- R(@N(XY,)

(1 0 0
R O cosg sing |,
0 —sin ¢ cos¢

fcosf 0 —sinf)
RO 0O | 0 :

L sinf 0O

cos b |

(cos¢ smng OO
—sing cosg O
. U 0 1)

R(y)
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in which XY . denotes an orthogonal coordinate of one point
of an image in which the distortion 1s corrected, XY , denotes
a two-dimensional (2D) coordinate of one point obtained by
mapping XY . to the ground, S_ denotes a scale factor, 1,
denotes a function for mapping a three-dimensional (3D)
coordinate to one point on a plane, and R(¢), R(0), and R{)
denote 3D coordinate rotation matrices as represented 1n the
equation, in which ¢ denotes an angle by which XY , rotates
on an X axis, 0 denotes an angle by which XY _ rotates on a
y axis, and 1 denotes an angle by which XY _ rotates on a z
axis.

2. The image processing apparatus of claim 1, wherein a
shape of the automatic correction pattern 1s one of a triangle,
a quadrangle, a polygon, and a circle.

3. The image processing apparatus of claim 1, wherein
figure specification information including a shape, a size,
and a color, of the automatic correction pattern, and geo-
metric imnformation including a corner and a moment of the
automatic correction pattern are known information.

4. The image processing apparatus of claim 1, wherein the
intrinsic parameter includes at least one of an optical center,
an aspect ratio, a projection type, or a focal length.

5. The image processing apparatus of claim 1, wherein,
for estimating the installation location and the rotation error
of the camera as the change parameter, an optimization
algorithm 1s used to minimize an error of the installation

location of the camera and an error of the rotation of the
camera.

6. The image processing apparatus of claim 5, wherein the
optimization algorithm 1s one of a Levenberg-Marquardt
(LM) algorithm, a least mean squares (LMS) algorithm, an
ant colony optimization (ACQO) algorithm, and a particle
swarm optimization (PSO) algorithm.

7. The image processing apparatus of claim 1, wherein the
correcting the 3D position and the size of the image using
the change parameter comprises generating one or more
forms selected from a group consisting of: a lookup table
(LUT), a vertex obtained through a graphics processing unit
(GPU) texture coordinate mapping method, and an exten-
sible markup language (XML) format, to store pieces of
estimated imnformation 1n the storage to correct the image.

8. An 1mage processing method having an automatic
correction function for an 1image obtained by a camera, the
image processing method comprising;

Equation

(Xc(cos 8 cos i) + Y (cos &sinyy) + Z.(—sin 8)

X, = £S5y X2+ Y2 + 72 (

+ X
Xc(singsiny + cos@ sinfcosy) + Y. (—sin @ cos iy + cos g sinf sin ) + Z.(cos @ cos 9)) P

(X, (—cosgsinyy +singdsinécosif) + ¥ (cos dpcosyy +sing sinfsiny) + Z.(sin¢ cos 8)

Y, = £S5 X2 + Y2 + 7% (

Y
X (sin¢@siny +cos psinfcos ) + Y.(—sin@cosyr + cos psinsiny) + Z.(cos ¢ cos §) ] *ipd
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receiving an image ol an automatic correction pattern
captured by a camera;

extracting feature points of the automatic correction pat-
tern from the recerved 1image using known information

associated with the automatic correction pattern;

estimating an absolute location and an installation angle
of the camera at a point in time at which the camera
obtains the 1mage, using the feature points of the
automatic correction pattern;

obtaining an intrinsic parameter of the camera to correct
a lens distortion using the receirved image;

correcting the lens distortion i the image using the
obtained intrinsic parameter; and

estimating a change parameter and correcting the image
using the estimated change parameter,

wherein the estimating the change parameter and the
correcting of the image comprises: matching the auto-
matic correction pattern to an actual automatic correc-
tion pattern based on the following equation,

XYp = fpc - (Sc- R(Y)- R(0) - R(P)D(XYc)
(1 0 0 ) (cosf O —sind ( cos¢p sing OO
RPO cosp singp | RO O [T 0 | R —sing cos¢p 0O
0 —sing cos¢  sinf 0 cosf . U 0 1,

X, = £S5y X2+ Y2 + Z% -

( (X (cosfcosyy) + Y.(cosOcosiy) + Z.(—sinf)) )
X (singsinyr + cosgsingcosyr) +

\ Y. (—singcosyy + cosgsinfsingy) + Z.(cospcost)

Y, = £S5/ X2+ Y2 + 2% -
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-continued
( (X (—cosgsiny + singsinfcosyy) + )
Y. (cosgcosyy + singsinfsing) + Z (singcosd) Ly
X (singsinyr + cosgsingcosyy) + pd
Y. (—singcosyy + cosgsinfsing ) + Z.(cosgpcosd) |

wherein XY . denotes an orthogonal coordinate of one point
of an image 1n which the distortion is corrected, XY | denotes
a two-dimensional (2D) coordinate of one point obtained by
mapping XY _ to the around, S_ denotes a scale factor, 1 _
denotes a function for mapping a three-dimensional (3D)
coordinate to one point on a plane, and R(¢), R(0), and R{)
denote 3D coordinate rotation matrices as represented 1n the
equation, in which ¢ denotes an angle by which XY _ rotates
on an X axis, 0 denotes an angle by which XY _ rotates on a
y axis, and 1 denotes an angle by which XY _ rotates on a z
axis.

9. The image processing method of claim 8, wherein the
correcting of the lens distortion comprises:

correcting the lens distortion using one of a nonlinear

distortion correction method and a Gaussian sphere
mapping-based distortion correction method.

10. The image processing method of claim 9, wherein the
nonlinear distortion correction method 1s one of a pinhole-
based method and a captured ray-based method,

wherein a projection equation used for the captured

ray-based method 1s one of an equidistant projection
equation, an orthographic projection equation, an equi-
solid angle projection equation, and a stereographic
projection equation.

11. The image processing method of claim 8, wherein, for
the estimating of the change parameter and the correcting of
the 1mage, an optimization algorithm used to minimize an
error between the automatic correction pattern of the image
and an actual automatic correction pattern 1s one ol a
Levenberg-Marquardt (LM) algorithm, a least mean squares
(LMS) algorithm, an ant colony optimization (ACQO) algo-
rithm, and a particle swarm optimization (PSO) algorithm.
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