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AUTOMATIC CORRECTION OF SKEWING
OF DIGITAL IMAGES

This application 1s a Continuation application claiming
priority to Ser. No. 14/878,5477, filed Oct. 8, 2015, now U.S.

Pat. No. 9,621,761, 1ssued Apr. 11, 2017.

TECHNICAL FIELD

The present invention relates to automatic correction of
digital 1mages, and more specifically, to automatic correc-
tion of skewing of digital images.

BACKGROUND

Scanned documents can be skewed due to common chal-
lenges with the image capturing process. This applies to
images ol documents taken by scanners, digital cameras
including mobile cameras, or other capturing apparatus.

SUMMARY

Embodiments of the present invention provide a com-
puter-implemented method, and associated system and com-
puter program product, for automatic correction of skewing,
of digital images. A captured digital image for processing as
an mput 1mage 1s provided. An initial angle of rotation 1s
determined by sampling a plurality of test angles of rotation
of the mput 1mage and analyzing resultant rotated 1mages to
determine a resultant rotated 1mage with a highest number of
substantially empty lines. The mput image 1s rotated by the
initial angle of rotation to generate a first rotated 1mage. The
first rotated 1mage 1s processed to determine a refining angle
of rotation, including: determining text line areas of the first
rotated 1mage; generating a representative line of each text
line area; calculating a slope of each representative line; and
determining an aggregated slope of all the representative
lines 1n the first rotated 1image, wherein the aggregated slope
1s converted to the refining angle of rotation; and rotating the
first rotated 1image by the refining angle of rotation to result
in a final rotated image.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter regarded as the mvention 1s particu-
larly pointed out and distinctly claimed 1n the concluding
portion of the specification. The invention, both as to orga-
nization and method of operation, together with objects,
features, and advantages thereof, may best be understood by
reference to the following detailed description when read
with the accompanying drawings.

FI1G. 1 1s a flow diagram of an example embodiment of the

method of the present invention.

FIG. 2 1s a flow diagram of further details of the method
of FIG. 1.

FIG. 3 1s a flow diagram of further details of the method
of FIG. 1.

FIG. 4 1s a flow diagram of further details of the method
of FIG. 1.

FIG. 5 1s a flow diagram of further details of the method
of FIG. 1;

FIGS. 6A to 6F are schematic diagrams 1llustrating the
method of the present ivention as applied to a captured
image, 1 accordance with embodiments of the present
invention.
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FIG. 7 1s an example of captured image to which the
method of the present invention has been applied, 1n accor-

dance with embodiments of the present invention.

FIG. 8 1s block diagram of an example embodiment of a
system 1n accordance with embodiments of the present
invention.

FIG. 9 1s a block diagram of an embodiment of a computer
system 1n which the present mnvention may be implemented.

It will be appreciated that for simplicity and clarity of
illustration, elements shown 1n the figures have not neces-
sarily been drawn to scale. For example, the dimensions of
some of the elements may be exaggerated relative to other
clements for clarity. Further, where considered appropriate,
reference numbers may be repeated among the figures to
indicate corresponding or analogous features.

DETAILED DESCRIPTION

Skewing of an 1image not only makes reading a document
more diflicult, but 1t also aflects the quality of Optical
Character Recognition (OCR) that can be applied to the
captured document.

Therefore, solving this skewing problem would result 1n
improved capability for computers to process the content of
scanned documents and allow digital systems to deal with
data that 1s sourced from hardcopies, captured using cameras
or any digital image capturing device.

The problem 1s not new and there are several solutions 1n
place each of which has 1ts own limitations.

The use of Hough transforms i1s known in this field,
however use of Hough transforms i1s dependent on the
quality of the input data. The transform 1s less eflicient when
dealing with noise. For example, edge detection may sig-
nificantly sufler if there 1s a watermark, a stain, or the edges
are distorted. Furthermore, the transtform when applied on 1ts
own does not provide a means of validating the accuracy of
the transform. In other words, the accuracy of a method that
depends on Hough transtorm 1s highly sensitive to the
quality of the content of the text within the text lines. Unless
otherwise stated or implied, “pixel line”, “text line”, and
“line” are synonymous 1n this description of the invention.

If the quality of scanned text and/or physical paper 1s
poor, the accuracy of the transform suflers.

The use of Fast Fournier transforms 1s also known 1n this
field. The irregular pattern of letters (and other scan or page
deformations) results in considerable noise within the trans-
form result which requires further costly processing such as
applying morphological operators.

Therefore, there 1s a need 1n the art to address the
alorementioned problems.

The described method and system of the present inven-
tion, 1 one embodiment, finds an angle of rotation that
makes a captured digital image look as much as possible like
a page with text lines that are parallel or substantially
parallel to each other. Text lines may be substantially par-
allel, for example, 11 the text lines are handwritten without
guiding lines.

Retferring to FIG. 1, a flow diagram 100 shows an
example embodiment of the method of the present inven-
tion.

A captured digital image may be provided (step 101) for
processing. The digital image may be captured from an
original document by scanning, by a digital camera, or may
be stored on some other electronic device. The captured
digital image may be moved (e.g., rotated) within a fixed
rectangular coordinate system that 1s fixed in a background
or “page” on which the digital image appears. The rectan-
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gular coordinate system has a horizontal axis and a vertical
axis which are perpendicular to each other. The horizontal
axis defines a horizontal direction and the vertical axis
defines a vertical direction. If the captured digital image
were not skewed, then the text lines of the digital image
would be parallel to the horizontal direction. Unless other-
wise stated or implied, all angles 1n this description of the
invention are relative to a reference direction 1n the rectan-
gular coordinate system. The reference direction may be any
fixed direction (e.g., the horizontal direction, the vertical
direction, etc.) 1n the rectangular coordinate system.

Pre-processing (step 102) of the captured digital image
may be carried out to reduce noise 1n the image. The image
may be modified for better subsequent processing by using,
methods to filter out part of the noise (e.g. color, contrast,
font used, text language, stains, deformed edges, handwrit-
ten marks not written in lines, etc.). This pre-processing
improves the accuracy of deskewing.

An muitial rotation angle 1s then calculated (step 103) as
the 1mitial rotation angle that results 1n the best number of
line spacings after pre-processing the mput 1image to reduce
the effect of noise. The best number of line spacings 1s
determined by the highest number of substantially empty
lines of pixels 1n a rotated image. Further details of step 103
are given with respect to FIG. 2. Step 103 may be a relatively
low processing cost method to find an 1mitial angle of
rotation before carrying out a more intense processing from
the 1itial angle.

After rotating (step 104) the digital image at the best
initial rotation angle, text line areas are detected (step 105)
as arcas ol adjacent lines, each line with a suflicient or
threshold number of non-empty pixels, wherein there 1s a
text line area between two empty lines. Further details of
step 105 are given with respect to FIG. 3.

An 1individual representative line for each text line area 1s
determined (step 106) and a deskew angle 1s calculated (step
107) for each representative line by finding individual slopes
of representative lines. A refined deskewing angle 1s calcu-
lated (step 108) based on the aggregated slopes of the
representative lines of all the detected text line areas 1n the
digital image. Further details of steps 106-108 are given with
respect to Fl1G. 4.

The deskew rotation angle 1s calculated by taking into
consideration the slope of each individual representative line
cven 11 the text lines are not uniform or parallel to each other.

Lines may be detected by combining the three parameters
together of line spacing, density of lines of points, and
density of points comprising a line, for example. Threshold
values may be used to further reduce the weight of noise
mentioned above.

Thresholds may be calculated 1n a relative manner based
on values that are driven from the same image characteris-
tics. For example, 11 statistically most of the lines” slopes are
between 35 and 40 degrees, and one line 1s 1dentified as
having a slope of 70 degrees, a threshold of 40 degrees as an
upper limit and 35 degrees as a lower limit may be applied
with exclusion of any lines outside the thresholds. A similar
approach may be made to a line’s height. For example, a
mimmum text line height may be based on the height of all
detected text lines on the 1mage.

Optionally, a secondary validation may be carried out
(step 109) using, for example, a substantially vertical line
cutting the averaged centers of detected representative text
lines to determine the accuracy of the deskewing. This
secondary validation 1s based on the aggregated relationship
of each two consecutive text lines to assess the quality of the
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4

deskew rotation angle calculated above. Further details of
step 109 are given with respect to FIG. S.

Referring to FIG. 2, a flow diagram 200 shows a further
example mmplementation detail of step 103 of FIG. 1 of
calculating an 1nitial rotation angle of a digital image. A best
initial rotation angle 1s determined before the angle 1is
fine-tuned with further analysis as described 1n the subse-
quent flow diagrams.

A digital image 1s provided (step 201), which may be
acquired by scanning, taken by a digital camera, or already
stored on some electronic device.

A range of angles to be selected 1s determined (step 202)
as an mput parameter. For example, the range of angles can
be from -90 degrees to +90 degrees. Although the algorithm
1s capable of going beyond this range, 1t 1s not mended as 1t
may result in rotating the 1mage upside down of 1ts intended
orientation.

For each incremented angle of the range, the following
steps may be carried out. The incremented angle may be
chosen so that the angle 1s not too large as to miss the
optimum angle, whilst being not too small as to increase the
resource consumption ol processing.

The 1input image may be pre-processed (step 203) which
1s similar to the pre-processing carried out at step 102 of
FIG. 1, but 1s more costly at this stage. Therefore, the
pre-processing may only be carried out when the method has
more confidence in the initial 1mage orientation angle. At
this stage, the original image and carry out additional
pre-processing methods are analyzed.

The 1mage may be converted (step 204) to binary black
and white or gray scale to reduce the eflect of colors and
physical deformations that might have been on the originally
provided digital image.

A blur filter may be applied to the image to reduce the
ellect of individual parts of a text line on the overall text line
area calculated slope. Application of the blur filter also
reduces the eflect of noise that might be scattered within or
outside text lines across the page. Since the method 1is
dealing with the concentration of points 1 the form of
pixels, the blur filter filters out scattered individual points
that are not typically part of text lines (for example, a black
dot that was printed out by a printer, or a piece of small dust
on the original hardcopy). The blur filter reduces the ellect
ol such noise.

A bitmap may be created of the image where the number
of bits 1n any pixel below a set pixel content threshold 1s
considered white; otherwise, the pixel 1s considered black.
The pixel content threshold 1s expressed as a threshold
number of bits. The pixel content threshold may be one of
the mput parameters to the algorithm. This binarization of
white/black reduces the noise of weak spots regardless of
their size on the page and at the same time reduces the
number of points to be processed with the algorithm to save
computing power.

Using the image bitmap, a weight 1s given (step 205) for
cach pixel line based on the number of black pixels on that
pixel line.

Using the weights calculated, empty pixel lines and the
non-empty pixel lines are determined. That 1s, any pixel line
whose weight 1s less than a set line content threshold
(expressed as a threshold number of black pixels) 1s con-
sidered empty; otherwise, the pixel line 1s considered non-
empty. This weight of a pixel line relative 1s a measure of
how weak the pixel line 1s. The set line content threshold
may be one of the input parameters to the algorithm. The
number of detected pixel lines considered empty 1s deter-
mined (step 206).
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It 1s then determined (step 207) if all the angles 1n the
selected range have been processed. It all the angles 1 the
selected range have not been processed, then the method
loops to step 202 and a next angle has steps 203 to 206
applied. Once all angles have been processed, the method
continues at step 208.

An 1itial rotation angle 1s set (step 208) to the value of
the angle that resulted 1n the largest number of empty lines,
which means that the text lines on the page are likely to be
ordered 1n a parallel or semi-parallel manner at this angle.
The method then proceeds (step 209) to the method of the
flow diagram 300 of FIG. 3.

Referring to FIG. 3, a flow diagram 300 1llustrates further
example implementation detail of step 105 of FIG. 1 of
detecting text line areas as areas of adjacent lines, each line
having a threshold number of non-empty pixels, wherein the
text line area 1s between two empty lines.

The mitially rotated pre-processed image and a list of
empty/non-empty pixel lines are provided (step 301).

For each pixel line of the image (step 302), the following
method 1s carried out.

It 1s determined (step 303) 11 the pixel line 1s part of a new
text line area. If the pixel line 1s not part of a new text line
area, 1t 1s determined (step 304) 1f there are remaining
detected pixel lines from a previous cycle of the method. If
so, the remaining detected pixel lines are added (step 305)
as an area to a list.

If 1t 1s determined 1n step 303 that the pixel line 1s part of
a new text line area, or after steps 304 and 305 have been
carried out, 1t 1s then determined (step 306) 11 the weight of
the pixel line 1s below a pixel line threshold. The pixel line
weight of the pixel line 1s the total number of non-empty
pixels 1n the pixel line. The pixel line threshold 1s expressed
as a threshold number of non-empty pixels. If the pixel line
weight 1s below the pixel line threshold, the pixel line 1s
marked (step 307) as a new area 1n a next cycle. It the pixel
line weight 1s at or above the pixel line threshold, the pixel
line 1s added (step 308) to the current area.

It may then be determined (step 309) if all lines have been
processed. If all lines have not been processed, the method
loops to step 303 to process a next line.

For each pixel line area of the image, the pixel line 1s
added to the current text line area 1f the weight of the pixel
line 1s at or above the pixel line threshold. This pixel line
threshold can be set as an mput parameter or can be
calculated based on the relative weights of other pixel lines
on the page (e.g. the 60 percentile of all pixel lines). A new
text line area 1s triggered when an empty line 1s encountered.
The weight of the pixel line measures how strong the pixel
line 1s and 1s measured according to what 1s similar to the
other pixel lines. Detected text line areas that contain less
non-empty pixel lines than a text area line threshold are
removed. The text area line threshold i1s expressed as a
threshold number of non-empty pixel lines. This text area
line threshold can be set as an input parameter or can be
calculated relative to the rest of text area lines on the page
(e.g. the 50 percentile of all text area lines).

I all the lines have been processed, areas are removed
(step 310) from the list with too few pixel lines. The method
then proceeds (step 311) to the method of the flow diagram
400 of FIG. 4.

Referring to FIG. 4, a flow diagram 400 shows further
example implementation detail of steps 106, 107 and 108 of
FIG. 1 of finding representative lines of each text line area,
determining a slope of each representative lines, and deter-
mimng an aggregated slope of all the representative lines in
a digital 1image.
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The list of text line areas 1s provided (step 401). For each
area 1n the list, the following 1s carried out (step 402).

A line that represents the pixels of the area 1s calculated
and stored (step 403). There are several calculation options
that can be used. In one embodiment, linear regression 1s
used. In other embodiments, any geometrical or statistical
method may be used to obtain the representative line.
Examples include calculating the mean point of a sample of
two vertical lines within a text area, or the median or average
of several such sample points. The representative line rep-
resents the slope of the text area, taking into consideration
the characters within the line may be above and/or below the
representative line. The representative line may be called the
middle line for simplicity.

The slope of the representative line and, optionally, the
starting and ending points of the representative line, 1s
calculated and stored (step 404). The starting point 1s where
x=0 and the ending point 1s at x=1mage width. The starting
and ending points may be used for the optional vertical
verification at the end of the method.

It 1s determined (step 405) if all the text line areas of an
image have been processed. 1T all the text line areas of an
image have not been processed, the method loops to step 402
to process the next text line area.

IT all the text line areas of an 1mage have been processed,
the method may calculate (step 406) the page deskew angle
based on the slopes of the representative lines of the text line
areas calculated above. There are several calculation options
that can be used. In one embodiment, the median 1s used to
reduce the eflect of the noise of extreme values (lines that
are extremely skewed compared to the rest of the text lines
detected). The method then optionally proceeds (step 407) to
the method of the tlow diagram 500 of FIG. 3.

Referring to FIG. 5, a tlow diagram 3500 shows further
example implementation detail of step 109 of FIG. 1 of
running a secondary validation of the angle using a vertical
line determination.

The mitially rotated image 1s provided (step 501). Starting,
at the second text line area and until the end of the text line
areas, the following steps are carried out (step 502).

The starting point and the ending point of the represen-
tative line of the current text line are determined (step 503).
A straight line 1s connected (step 504) between the starting
point of the current representative line and an ending point
of the previous representative line and vice versa. The point
ol 1mtersection of the preceding two lines 1s calculated (step
505).

It 1s then determined (step 506) 1t all the areas have been
processed. If not, the method loops to step 502 to process the
next area.

In response to all text line areas having been processed, a
line, called a *‘vertical line”, that closely represents the
points of intersection mentioned above 1s determined (step
507). There are several calculation options that can be used.
In one embodiment, linear regression 1s used. The, the
“vertical line” 1s a linear fit to the points of intersection and
1s determined by the points of intersection. Thus the vertical
line 1s not required to be oriented 1n the vertical direction.
However, the vertical line 1s oriented more closely to the
vertical direction as the amount of skew of the digital image
decreases.

The top and bottom points of the vertical line may be
determined (step 508) and used to calculate (step 509) the
deviation of each of the two points and the center horizontal
point of the image. The method may then end (step 510). The
top and bottom points of the vertical line are at the inter-
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section of the vertical line with the top and bottom repre-
sentative lines, respectively, 1n the vertical direction.

On a perfectly deskewed image, the vertical line 1s
oriented parallel to the vertical direction defined by the
rectangular coordinate system. For a skewed image, this
vertical line will also be skewed, relative to the wvertical
direction, with the same angle relative to the vertical direc-
tion as the angle that the skewed image makes with a
perfectly deskewed 1mage. The maximum amount of hori-
zontal deviation 1n the vertical line 1s at the most top (y=0)
and the most bottom (y=1mage height) of that vertical line.
If this horizontal deviation 1s above a certain threshold
length that may be predefined as an mput parameter to the
algorithm, the quality of the 1nmitial rotation will be consid-
ered low. The horizontal deviation of this vertical line from
the vertical direction may be optionally used 1n conduction
with the deskew angle calculated earlier.

Referring to FIGS. 6A to 6E, schematic diagrams illus-
trate the above described method. FIG. 6 A shows a skewed
input digital image 600.

FIGS. 6B, 6C and 6D show the input digital image 600
having the method of FIG. 2 applied to determine an nitial
angle of rotation. The digital image 600 1s shown 1n FIGS.
6B, 6C and 6D for three respective trial angles of rotation
and for each trial angle, the number of empty areas 1is
determined.

In FIG. 6B, only one empty area 601 1s determined. In
FIG. 6C, four empty areas are determined 611, 612, 613,
614. In FIG. 6D, four empty areas are also determined 621,
622, 623, 624 but they have a larger number of empty lines
within them (the empty areas are wider) and therefore the
initial angle of rotation of FIG. 6D 1s selected.

Referring to FIG. 6E, the digital image 600 with outcome
of the methods of FIGS. 3 and 4 1s shown. The digital image
600 1s shown with five representative lines 631, 632, 633,
634, 635 determined, one for each of the non-empty areas of
FIG. 6D. An aggregated slope 640 1s also shown as a median
of the slopes of the five representative lines 631, 632, 633,
634, 635. In one embodiment, the median slope 1s the slope
of line 633 since line 633 1s a median line between lines
631-632 and 634-635. In one embodiment, the median slope
1s the arithmetic average of the slopes of lines 632 and 633.
In one embodiment, the median slope 1s a weighted average
of the slopes of lines 631-632 (weight=2) and lines 633-635
(weight=3). In one embodiment, the median slope 1s a
randomly selected slope between the slopes of lines 632 and
633.

Referring to FIG. 6F, the digital image 600 with the
outcome of the optional method of FIG. 5 1s shown. Points
of intersection 631, 652, 633, 654 of lines connecting
opposing ends of adjacent representative lines 631, 632,
633, 634, 635 are determined. A vertical line 660 1s then
determined from the points of intersection 651, 652, 653,
654 as discussed supra (e.g., by linear regression). An angle
of deviation between the vertical line 660 and a line per-
pendicular to the aggregated slope 640 provides an i1ndica-
tion of the accuracy of the aggregated slope 640.

FIG. 7 illustrates an example showing an mitial digital
image 711 a processing of the image 712 and a resultant
image 713 with the deskewing angle applied.

The described method advantageously reduces the effect
ol noise over the series of method steps which allows for
better ability to process scanned documents of low quality.
The low quality may be for many reasons, for example, due
to an meflicient scanning process or due to the poor state of
the original scanned document.
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The described method advantageously uses cost effective
method while trying to reach the best starting rotation angle,
whereas 1t uses a more costly processing to fine tune the
initial rotation angle based on the content of detected text
lines.

The criterion for detecting the 1mitial rotation angle 1s
cheaper in calculation cost as 1t relies on the number of
empty lines (line spacing) as opposed to the content of the
lines detected. The method does not process text line content
while trying different rotation angles.

The described method includes an optional secondary
validation based on another characteristic of deviation of the
vertical line from the vertical axis of the same content
detected. This characteristic 1s diflerent from the one used to
calculate the deskew angle which 1s the collective slopes of
text lines. The secondary validation aggregates the value of
the characteristic over all detected text lines as opposed to
individual text lines which can lead to inaccuracy depending
on the quality of text line detection.

The described method has no dependency on the language
or the font of the text in the scanned document, the quality
of the text or even having parallel text lines. The described
method also processes both machine printed scanned docu-
ments or handwritten scanned documents where text lines do
not have to be parallel or be skewed at the same angle.

The described method also covers a high rotation range of
180 degrees, from -90 to +90 degrees.

Retferring to FIG. 8, a block diagram shows an example
embodiment of a digital image processing system 800
implementing the described method.

The digital image processing system 800 may include at
least one at least one processor 801, a hardware module, or
a circuit for executing the functions of the described com-
ponents which may be solftware units executing on the at
least one processor.

Multiple processors running parallel processing threads
may be provided, enabling parallel processing of some or all
of the functions of the components. Memory 802 may be
configured to provide computer instructions 803 to the at
least one processor 801 to carry out the functionality of the
components.

The digital 1image processing system 800 may include a
digital 1image 1nput component 810 for receiving a digital
image from a scanner, camera or from an existing memory
file, and optionally storing the digital image 1n a storage
medium or storage device 811 for processing.

A user configuration component 813 may be provided to
enable a user or operator of the system to include configu-
ration parameters for controlling the digital 1mage process-
ing, including providing threshold levels for the processing.
A pre-processing component 812 may carry out pre-process-
ing of the digital image to reduce noise 1n the 1image.

An mitial rotation component 820 may determine an
initial angle of rotation using the method of FIG. 2. This may
include additional components of a pixel map component
821, a pixel line weighting component 822, and an empty
line determining component 823.

A refining rotation component 860 may be provided for
processing the first rotated 1mage to determine a refiming
angle of rotation by further processing. The refining rotation
component 860 may carry out the method of FIGS. 3 and 4.
A text line area component 830 may determine text line
areas. A representative line component 831 may find 1ndi-
vidual best lines for each text line area, and a representative
line slope component 832 may find the slope of each
representative line. An aggregate slope component 833 may
find the aggregated slope of the representative lines.
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A validation component 840 may carry out the method of
FIG. 5 of validating the aggregated slope. A vertical line
component 841 may construct a substantially vertical line
and a comparison component 842 may compare this to the
aggregated slope and may output a validation result.

An output component 850 may rotate the digital image by
the determined best angle.

Referring to FIG. 9, an exemplary system for implement-
ing aspects ol the imvention includes a data processing
system 900 suitable for storing and/or executing program
code mncluding at least one processor 901 coupled directly or
indirectly to memory elements through a bus system 903.
The memory elements may include local memory employed
during actual execution of the program code, bulk storage,
and cache memories which provide temporary storage of at
least some program code 1n order to reduce the number of
times code must be retrieved from bulk storage during
execution.

The memory elements may include system memory 902
in the form of read only memory (RUM) 904 and random
access memory (RAM) 905. A basic mput/output system
(BIOS) 906 may be stored in ROM 904. Software 907 may
be stored in RAM 905 including system software 908 such
as operating system software 909. Software applications 910
including one or more applications for implementing the
method discussed with respect to FIG. 1 may also be stored
in RAM 903, elsewhere i system memory 902, 1n primary
storage means 911, and/or secondary storage means 912.

The system 900 may also include primary storage means
911 such as a magnetic hard disk drive and secondary
storage means 912 such as a magnetic disc drive and an
optical disc drive. The drives and their associated computer-
readable media provide non-volatile storage of computer-
executable instructions, data structures, program modules
and other data for the system 900. Software applications
may be stored on the primary and secondary storage means
011, 912 as well as the system memory 902.

The computing system 900 may operate 1n a networked
environment using logical connections to one or more
remote computers via a network adapter 916.

Input/output devices 913 may be coupled to the system
either directly or through intervening I/O controllers. A user
may enter commands and information into the system 900
through 1nput devices such as a keyboard, pointing device,
or other mput devices (for example, microphone, joy stick,
game pad, satellite dish, scanner, or the like). Output devices
may include speakers, printers, etc. A display device 914 1s
also connected to system bus 903 via an interface, such as
video adapter 915.

The present invention may be a system a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
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(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD) a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
istructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLLA) may execute the computer
readable program 1nstructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1in order to perform aspects of the
present mvention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
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instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored °
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1 the tlowchart and/or block diagram block or
blocks.

The computer readable program 1nstructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the instructions which execute on 20
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible 25
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion ol instructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, 1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality ivolved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks i1n the block dia- 49
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

A computer program product of the present invention 45
comprises a computer readable hardware storage device
having computer readable program code stored therein, said
program code containing instructions executable by a pro-
cessor of a computer system to implement the methods of
the present invention. 50

A computer system of the present invention comprises a
processor, a memory, and a computer readable hardware
storage device, said storage device containing program code
executable by the processor via the memory to implement
the methods of the present mnvention. 55

The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the 60
art without departing from the scope and spinit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of 65
ordinary skill in the art to understand the embodiments
disclosed herein.
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Improvements and modifications can be made to the
foregoing without departing from the scope of the present
invention.

What 1s claimed 1s:

1. A method, said method comprising:

determining an initial angle of rotation by sampling a

plurality of test angles of rotation of a captured digital
image and analyzing resultant rotated 1images to deter-
mine a resultant rotated image with a highest number of
substantially empty lines, wherein said determining the
initial angle of rotation does not process content of text
lines resulting 1n low processing costs;

rotating the captured digital image by the 1nitial angle of

rotation to generate a first rotated 1mage;
generating a representative line of each line area of
multiple text line areas of the first rotated 1mage;

calculating a slope of each representative line;

determining an aggregated slope of all of the representa-
tive lines 1n the first rotated 1image, wherein the aggre-
gated slope 1s converted to a refimng angle of rotation;

validating the refining angle of rotation by finding points
of intersection of lines connecting opposing ends of
adjacent representative lines, and estimating a substan-
tially vertical line through the point of intersection,
wherein the difference between the substantially verti-
cal line and a line perpendicular to the aggregated slope
indicates the accuracy of the refining angle of rotation;
and

rotating the first rotated 1mage by the refining angle of

rotation to result i a final rotated 1image.

2. The method of claim 1, wherein said determining the
initial angle of rotation, includes:

sampling a plurality of test angles at regular angle inter-

vals of rotation.

3. The method of claim 1, wherein said determining the
initial angle of rotation, includes:

sampling a plurality of test angles 1 a range of -90

degrees to +90 degrees rotation.

4. The method of claim 1, wherein said determining the
initial angle of rotation, includes for each resultant rotated
image ol a sample test angle:

converting the resultant rotated 1mage 1nto a pixel map

with each pixel in the pixel map being determined to be
empty or non-empty by applying a pixel content thresh-
old;
welghting each line of pixels 1n the pixel map according
to a number of non-empty pixels 1n said each line;

determining an empty line 1n the pixel map as a line of
pixels 1 the pixel map with a weight less than a line
content threshold; and

counting a number of empty lines in the resultant rotated

image.

5. The method of claim 1, said method further comprising:

determiming the text line areas of the first rotated 1mage by

forming areas of adjacent pixel lines, wherein the
adjacent pixel lines are each above a threshold weight
of non-empty pixels, and wherein the determined text
line areas are separated by at least one pixel line below
the threshold weight of non-empty pixels.

6. The method of claim 1, wherein said generating the
representative line of each text line area uses a geometrical
or statistical method of averaging a text line area.

7. The method of claim 1, said method fturther comprising:

pre-processing the captured digital image to reduce noise

by filtering extraneous detail from the captured digital
image.
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8. A computer system, comprising a processor, a memory
coupled to the processor, and a computer readable storage
device coupled to the processor, said storage device con-
taining program code executable by the processor via the
memory to implement a method, said method comprising:

determining an initial angle of rotation by sampling a

plurality of test angles of rotation of a captured digital
image and analyzing resultant rotated images to deter-
mine a resultant rotated image with a highest number of

substantially empty lines, wherein said determining the
initial angle of rotation does not process content of text
lines resulting 1n low processing costs;

rotating the captured digital image by the mitial angle of
rotation to generate a first rotated 1image;

generating a representative line of each line area of
multiple text line areas of the first rotated 1mage;

calculating a slope of each representative line;

determining an aggregated slope of all of the representa-
tive lines 1n the first rotated 1image, wherein the aggre-
gated slope 1s converted to a refining angle of rotation;

validating the refining angle of rotation by finding points
of intersection of lines connecting opposing ends of
adjacent representative lines, and estimating a substan-
tially vertical line through the point of intersection,
wherein the difference between the substantially verti-
cal line and a line perpendicular to the aggregated slope
indicates the accuracy of the refining angle of rotation;
and

rotating the first rotated 1image by the refining angle of

rotation to result in a final rotated image.

9. The computer system of claim 8, wherein said deter-
mimng the mitial angle of rotation, includes:

sampling a plurality of test angles at regular angle inter-

vals of rotation.

10. The computer system of claim 8, wherein said deter-
mimng the initial angle of rotation, includes:

sampling a plurality of test angles 1 a range of —-90

degrees to +90 degrees rotation.

11. The computer system of claim 8, wherein said deter-
mimng the initial angle of rotation, includes for each resul-
tant rotated 1mage of a sample test angle:

converting the resultant rotated 1mage 1nto a pixel map

with each pixel 1n the pixel map being determined to be
empty or non-empty by applying a pixel content thresh-
old;
welghting each line of pixels in the pixel map according
to a number of non-empty pixels 1n said each line;

determining an empty line 1n the pixel map as a line of
pixels 1n the pixel map with a weight less than a line
content threshold; and

counting a number of empty lines 1n the resultant rotated

1mage.

12. The computer system of claim 8, said method further
comprising:

determining the text line areas of the first rotated image by

forming areas of adjacent pixel lines, wherein the
adjacent pixel lines are each above a threshold weight
of non-empty pixels, and wherein the determined text
line areas are separated by at least one pixel line below
the threshold weight of non-empty pixels.
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13. A computer program product, comprising a computer
readable hardware storage device having computer readable
program code stored therein, said program code containing
istructions executable by a processor of a computer system
to implement a method, said method comprising:

determiming an initial angle of rotation by sampling a

plurality of test angles of rotation of a captured digital
image and analyzing resultant rotated images to deter-
mine a resultant rotated image with a highest number of
substantially empty lines, wherein said determining the
initial angle of rotation does not process content of text
lines resulting 1n low processing costs;

rotating the captured digital image by the 1nitial angle of

rotation to generate a {irst rotated 1mage;
generating a representative line of each line area of
multiple text line areas of the first rotated 1mage;

calculating a slope of each representative line;

determining an aggregated slope of all of the representa-
tive lines 1n the first rotated 1image, wherein the aggre-
gated slope 1s converted to a refimng angle of rotation;

validating the refining angle of rotation by finding points
of intersection of lines connecting opposing ends of
adjacent representative lines, and estimating a substan-
tially vertical line through the point of intersection,
wherein the difference between the substantially verti-
cal line and a line perpendicular to the aggregated slope
indicates the accuracy of the refining angle of rotation;
and

rotating the first rotated image by the refining angle of

rotation to result 1n a final rotated 1image.

14. The computer program product of claim 13, wherein
said determining the 1mitial angle of rotation, includes:

sampling a plurality of test angles at regular angle inter-

vals of rotation.

15. The computer program product of claim 13, wherein
said determining the mnitial angle of rotation, icludes:

sampling a plurality of test angles 1n a range of -90

degrees to +90 degrees rotation.

16. The computer program product of claim 13, wherein
said determining the initial angle of rotation, includes for
cach resultant rotated 1image of a sample test angle:

converting the resultant rotated 1mage 1nto a pixel map

with each pixel in the pixel map being determined to be
empty or non-empty by applving a pixel content thresh-
old;
weighting each line of pixels 1n the pixel map according
to a number of non-empty pixels 1n said each line;

determining an empty line 1n the pixel map as a line of
pixels 1 the pixel map with a weight less than a line
content threshold; and

counting a number of empty lines in the resultant rotated

image.

17. The computer program product of claim 13, said
method further comprising:

determining the text line areas of the first rotated 1mage by

forming areas of adjacent pixel lines, wherein the
adjacent pixel lines are each above a threshold weight
of non-empty pixels, and wherein the determined text
line areas are separated by at least one pixel line below
the threshold weight of non-empty pixels.
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