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METHOD AND APPARATUS FOR
EVALUATING TRIGGER PHRASE
ENROLLMENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. application Ser.
No. 15/605,565, filed May 25, 2017, which 1s a continuation
of U.S. application Ser. No. 15/384,142, filed Dec. 19, 2016,
which 1s a continuation of U.S. application Ser. No. 14/050,
596, filed Oct. 10, 2013, which claims the benefit of U.S.
Provisional Application No. 61/860,730 filed Jul. 31, 2013,

which are incorporated herein by reference.

TECHNICAL FIELD

The present disclosure relates to trigger phrase enrollment
and, more particularly, to methods and devices for evaluat-

ing trigger phrase enrollment for trigger phrase training.

BACKGROUND

Although speech recognition has been around for
decades, the quality of speech recogmition software and
hardware has only recently reached a high enough level to
appeal to a large number of consumers. One area in which
speech recognition has become very popular in recent years
1s the smartphone and tablet computer industry. Using a
speech recognition-enabled device, a consumer can perform
such tasks as making phone calls, writing emails, and
navigating with GPS using only voice commands.

Speech recognition 1 such devices 1s far from perfect,
however. When using a speech recognition-enabled device
for the first time, the user may need to “train” the speech
recognition software to recognize his or her voice. Even
alter training, however, the speech recognition functions
may not work well 1n all sound environments. For example,
the presence of background noise can decrease speech
recognition accuracy.

In an always-on audio (AOA) system, a speech recogni-
tion-enabled device continuously listens for the occurrence
of a trigger phrase, which 1s also referred to as a “hotword”.
The trigger phrase, when detected, alerts the device that the
user 1s about to 1ssue a voice command or a sequence of
voice commands, which are then processed by a speech
recognition engine in the device. The system, by continu-
ously listening for the occurrence of a trigger phrase, frees
the user from having to manually signal to the device that the
voice command mode 1s being entered, eliminating the need
for an action such as pressing a physical button or a virtual
button or control via the device touch screen.

In the AOA system, 1t 1s advantageous for the user to train
the trigger phrase recognizer for the user’s voice. This
allows the trigger phrase recognizer to adapt the trigger
phrase recognition models to the user’s voice, thus improv-
ing the trigger phrase recognizer accuracy, and also to
employ speaker recognition to help reject the trigger phrase
when 1t 1s spoken by a person other than the user. For these
advantages to be realized the user must go through the
enrollment process to adapt the trigger phrase model to the
user’s voice. The enrollment process, in an example,
involves the user being prompted to say the trigger phrase
multiple times (e.g., three times), while being 1n an acous-
tically quiet environment. The three utterances of the trigger
phrase, captured by a microphone in the device, are digitally
sampled, and used for trigger phrase model training. For the
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2

training to yield high quality trigger phrase models tailored
to the user’s voice, the three instances of the trigger phrase
recordings, made by the user in the enrollment process,
should 1deally have low background noise level, which has
preferably stationary (i.e., not fluctuating with respect to
time) characteristics, and not 1include tongue clicks, device
handling noise, or other spurious non-speech sounds, such as
pops, or clicks. If the enrollment recordings of the trigger
phrase do not satisty the above requirements, the trigger
phrase models adapted to the user will be of poor quality,
resulting in degraded trigger phrase recognition accuracy.

DRAWINGS

While the appended claims set forth the features of the
present techniques with particulanty, these techniques may
be best understood from the following detailed description
taken 1n conjunction with the accompanying drawings of
which:

FIG. 1 shows a user speaking to an electronic device,
which 1s depicted as a mobile device 1n the drawing.

FIG. 2 shows example components of the electronic
device of FIG. 1.

FIG. 3 shows example modules of a processor of the
clectronic device of FIG. 1.

FIGS. 4-9 show steps that may be carried out according
to various embodiments.

DESCRIPTION

The present disclosure sets forth a method and apparatus
for evaluating trigger phrase enrollment for trigger phrase
training.

In an embodiment, an electronic device includes a micro-
phone that receives an audio signal that includes a spoken
trigger phrase, and a processor that 1s electrically coupled to
the microphone. The processor measures characteristics of
the recorded audio signal, and determines, based on the
measured characteristics, whether the spoken trigger phrase
1s acceptable for trigger phrase model training. 11 the spoken
trigger phrase 1s determined not to be acceptable for trigger
phrase model traiming, the processor rejects the trigger
phrase for trigger phrase model training.

In another embodiment, an electronic device records an
audio signal including a spoken trigger phrase. The device
measures a background noise level in the audio signal, and
compares the measured background noise level to a thresh-
old level. Based on the comparison, the device then deter-
mines whether the spoken trigger phrase 1s acceptable for
trigger phrase model training. 11 the spoken trigger phrase 1s
determined not to be acceptable for trigger phrase model
training, the device rejects the spoken trigger phrase for
trigger phrase model training.

The device may determine whether the measured back-
ground noise level 1s greater than the threshold level. If the
measured background noise level 1s determined to be greater
than the threshold level, the device determines that the
spoken trigger phrase i1s not acceptable for trigger phrase
model training. In an embodiment, the threshold level may
be about -50 dB.

In yet another embodiment, an electronic device records
an audio signal including a spoken trigger phrase. The
device estimates the length of the spoken trigger phrase 1n
the audio signal, and determines whether the estimated
length of the spoken trigger phrase 1s less than a lower
trigger phrase length threshold. If the estimated length of the
spoken trigger phrase 1s less than the lower trigger phrase
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length threshold, the device rejects the spoken trigger phrase
for trigger phrase model training.

To estimate the length of the spoken trigger phrase, the
device may count the number of frames in the audio signal
having voice activity. In an embodiment, the lower trigger
phrase length threshold may be about 70 frames.

In still another embodiment, an electronic device records
an audio signal including a spoken trigger phrase. The
device estimates the length of the spoken trigger phrase 1n
the audio signal, and determines whether the estimated
length of the spoken trigger phrase 1s greater than a higher
trigger phrase length threshold. If the estimated length of the
spoken trigger phrase 1s greater than the higher trigger
phrase length threshold, the device rejects the spoken trigger
phrase for trigger phrase model training.

To estimate the length of the spoken trigger phrase, the
device may count the number of frames having voice
activity in the audio signal. In an embodiment, the higher
trigger phrase length threshold may be about 180 frames.

In an embodiment, an electronic device records an audio
signal including a spoken trigger phrase. The device mea-
sures a number of segments 1n the audio signal having voice
activity, and compares the measured number of segments to
a threshold value. Based on the comparison, the device
determines whether the spoken trigger phrase 1s acceptable
for trigger phrase model tramning. If the spoken trigger
phrase 1s determined not to be acceptable for trigger phrase
model training, the device rejects the spoken trigger phrase
for trigger phrase model training.

The device may determine whether the measured number
of segments 1s greater than the threshold value. If the
measured number of segments 1s determined to be greater
than the threshold value, the device determines that the
spoken trigger phrase 1s not acceptable for trigger phrase
model tramning. In an embodiment, the threshold value may
be based on an oflline analysis of the trigger phrase.

In another embodiment, an electronic device records an
audio signal including a spoken trigger phrase. The device
measures the length of the shortest segment 1n the audio
signal having voice activity, and compares the measured
length of the shortest segment to a threshold value. Based on
the comparison, the device determines whether the spoken
trigger phrase 1s acceptable for trigger phrase model train-
ing. It the spoken trigger phrase 1s determined not to be
acceptable for trigger phrase model training, the device
rejects the spoken trigger phrase for trigger phrase model
training.

The device may determine whether the measured length
of the shortest segment 1s less than the threshold value. If the
measured length of the shortest segment 1s determined to be
less than the threshold value, the device determines that the
spoken trigger phrase 1s not acceptable for trigger phrase
model tramning. In an embodiment, the threshold value may
be about 27 frames.

In yet another embodiment, an electronic device records
an audio signal including a spoken trigger phrase. The
device calculates a measure of noise variability of back-
ground noise for each frame 1n the audio signal, and com-
pares the measure of noise variability of background noise
for each frame to a first threshold value. The device then
counts the number of frames in the audio signal for which
the measure of noise variability of the background noise 1s
higher than the first threshold value, and compares the
counted number of frames to a second threshold value.
Based on the counted number of frames, the device deter-
mines whether the spoken trigger phrase 1s acceptable for
trigger phrase model training. 11 the spoken trigger phrase 1s
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determined not to be acceptable for trigger phrase model
training, the device rejects the spoken trigger phrase for
trigger phrase model training.

The device may determine whether the counted number of
frames 1s equal to or greater than the second threshold value.
If the counted number of frames 1s determined to be equal
to or greater than the second threshold value, the device
determines that the spoken trigger phrase 1s not acceptable
for trigger phrase model training. In an embodiment, the first
threshold value may be about 0.7, and the second threshold
value may be about 20.

To calculate the measure of noise variability of the
background noise, the device may use the following equa-
tion:

(D_smoothik, /) — D smooth low (k, [))
(D_smooth high(k, /) = D_smooth low (k, [))

k=1 {=1

wherein MNV denotes the measure noise variability of the
background noise in the audio signal, NC denotes a number
of channels 1n the audio signal, nb+1 denotes a number of
contiguous noise frames in the audio signal, k denotes a
channel 1ndex, 1 denotes a look-back index, D_smooth(k, 1)
denotes a smoothed maximum dB difference of smoothed
channel noise, D_smooth_high(k, 1) denotes a high bound-
ary point that represents noise exhibiting high variability,
and D_smooth_low (k, 1) denotes a low boundary point that
represents noise exhibiting low variability. In an embodi-
ment, MNV may be bounded between 0 and 1.

The embodiments described herein are usable in the
context of always-on audio (AOA). When using AOA, the
device 102 (FIG. 1) 1s capable of waking up from a sleep
mode upon receiving a trigger command (1.e., a trigger
phrase) from a user. AOA places additional demands on
devices, especially mobile devices. AOA 1s most eflfective
when the device 102 1s able to recognize the user’s voice
commands accurately and quickly.

Retferring to FIG. 1, a user 104 provides voice input (or
vocalized information or speech) 106 that 1s received by a
speech recognition-enabled electronic device (“device™) 102
by way of a microphone (or other sound receiver) 108. The
device 102, which 1s a mobile device in this example,
includes a touch screen display 110 that 1s able to display
visual 1mages and to receive or sense touch type mputs as
provided by way of a user’s finger or other touch input
device such as a stylus. Notwithstanding the presence of the
touch screen display 110, 1n the embodiment shown 1n FIG.
1, the device 102 also has a number of discrete keys or
buttons 112 that serve as mput devices of the device.
However, in other embodiments such keys or buttons (or any
particular number of such keys or buttons) need not be
present, and the touch screen display 110 can serve as the
primary or only user input device.

Although FIG. 1 particularly shows the device 102 as
including the touch screen display 110 and keys or buttons
112, these features are only itended to be examples of
components/features on the device 102, and 1in other
embodiments the device 102 need not include one or more
ol these features and/or can include other features 1 addi-
tion to or istead of these features.

The device 102 i1s intended to be representative of a
variety of devices including, for example, cellular tele-
phones, personal digital assistants (PDAs), smart phones, or
other handheld or portable electronic devices. In alternate
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embodiments, the device can also be a headset (e.g., a
Bluetooth headset), MP3 player, battery-powered device, a
watch device (e.g., a wristwatch) or other wearable device,
radio, navigation device, laptop or notebook computer,
netbook, pager, PMP (personal media player), DVR (digital
video recorders), gaming device, camera, e-reader, e-book,
tablet device, navigation device with video capable screen,
multimedia docking station, or other device.

Embodiments of the present disclosure are intended to be
applicable to any of a variety of electronic devices that are
capable of or configured to receive voice input or other
sound 1nputs that are indicative or representative of vocal-
1zed information.

FIG. 2 shows internal components of the device 102 of
FIG. 1, 1n accordance with an embodiment of the disclosure.
As shown 1n FIG. 2, the internal components 200 include
one or more wireless transceivers 202, a processor 204 (e.g.,
a microprocessor, microcomputer, application-specific inte-
grated circuit, etc.), a memory portion 206, one or more
output devices 208, and one or more mnput devices 210. The
internal components 200 can further include a component
interface 212 to provide a direct connection to auxiliary
components or accessories for additional or enhanced func-
tionality. The internal components 200 may also include a
power supply 214, such as a battery, for providing power to
the other internal components while enabling the mobile
device to be portable. Further, the mternal components 200
additionally include one or more sensors 228. All of the
internal components 200 can be coupled to one another, and
in communication with one another, by way of one or more
internal communication links 232 (e.g., an internal bus).

Further, in the embodiment of FIG. 2, the wireless trans-
ceivers 202 particularly include a cellular transceiver 203
and a Wi-F1 transceiver 205. More particularly, the cellular
transceiver 203 1s configured to conduct cellular communi-
cations, such as 3G, 4G, 4G-LTE, vis-a-vis cell towers (not
shown), albeit 1n other embodiments, the cellular transceiver
203 can be configured to utilize any of a variety of other
cellular-based communication technologies such as analog
communications (using AMPS), digital communications
(using CDMA, TDMA, GSM, iDEN, GPRS, EDGE, etc.),
and/or next generation communications (using UMTS,
WCDMA, LTE, IEEE 802.16, etc.) or variants thereof.

By contrast, the Wi-F1 transceiver 205 1s a wireless local
area network (WLAN) transceiver 205 configured to con-
duct Wi-Fi communications 1n accordance with the IEEE
802.11 (a, b, g, or n) standard with access points. In other
embodiments, the Wi-F1 transceiver 205 can instead (or 1n
addition) conduct other types of communications commonly
understood as being encompassed within Wi-F1 communi-
cations such as some types of peer-to-peer (e.g., Wi-Fi
Peer-to-Peer) communications. Further, in other embodi-
ments, the Wi-F1 transceiver 205 can be replaced or supple-
mented with one or more other wireless transceivers con-
figured for non-cellular wireless communications including,
for example, wireless transceivers employing ad hoc com-
munication technologies such as HomeRF (radio fre-
quency), Home Node B (3G femtocell), Bluetooth and/or
other wireless communication technologies such as infrared
technology.

Although 1n the present embodiment the device 102 has
two of the wireless transceivers 202 (that 1s, the transceivers
203 and 205), the present disclosure 1s imntended to encom-
pass numerous embodiments 1n which any arbitrary number
of wireless transceivers employing any arbitrary number of
communication technologies are present. By virtue of the
use of the wireless transceivers 202, the device 102 1is
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capable of communicating with any of a variety of other
devices or systems (not shown) including, for example,
other mobile devices, web servers, cell towers, access
points, other remote devices, etc. Depending upon the
embodiment or circumstance, wireless communication
between the device 102 and any arbitrary number of other
devices or systems can be achieved.

Operation of the wireless transcervers 202 in conjunction
with others of the internal components 200 of the device 102
can take a variety of forms. For example, operation of the
wireless transceivers 202 can proceed 1n a manner 1n which,
upon reception of wireless signals, the internal components
200 detect communication signals and the transceivers 202
demodulate the communication signals to recover incoming
information, such as voice and/or data, transmitted by the
wireless signals. After receiving the incoming information
from the transceivers 202, the processor 204 formats the
incoming information for the one or more output devices
208. Likewise, for transmission of wireless signals, the
processor 204 formats outgoing information, which can but
need not be activated by the mput devices 210, and conveys
the outgoing information to one or more of the wireless
transceivers 202 for modulation so as to provide modulated
communication signals to be transmaitted.

Depending upon the embodiment, the mput and output
devices 208, 210 of the internal components 200 can include
a variety of visual, audio and/or mechanical outputs. For
example, the output device(s) 208 can include one or more
visual output devices 216 such as a liquid crystal display
and/or light emitting diode indicator, one or more audio
output devices 218 such as a speaker, alarm, and/or buzzer,
and/or one or more mechanical output devices 220 such as
a vibrating mechanism. The wvisual output devices 216
among other things can also include a video screen. Like-
wise, by example, the input device(s) 210 can include one or
more visual mput devices 222 such as an optical sensor (for
example, a camera lens and photosensor), one or more audio
input devices 224 such as the microphone 108 of FIG. 1 (or
turther for example a microphone of a Bluetooth headset),
and/or one or more mechanical input devices 226 such as a
tflip sensor, keyboard, keypad, selection button, navigation
cluster, touch pad, capacitive sensor, motion sensor, and/or
switch. Operations that can actuate one or more of the input
devices 210 can include not only the physical pressing/
actuation of buttons or other actuators, but can also include,
for example, opening the mobile device, unlocking the
device, moving the device to actuate a motion, moving the
device to actuate a location positioning system, and operat-
ing the device.

As mentioned above, the internal components 200 also
can include one or more of various types of sensors 228 as
well as a sensor hub to manage one or more functions of the
sensors. The sensors 228 may include, for example, prox-
imity sensors (e.g., a light detecting sensor, an ultrasound
transceiver or an inifrared transceiver), touch sensors, alti-
tude sensors, and one or more location circuits/components
that can include, for example, a Global Positioning System
(GPS) recerver, a triangulation receiver, an accelerometer, a
t1lt sensor, a gyroscope, or any other information collecting
device that can i1dentify a current location or user-device
interface (carry mode) of the device 102. Although the
sensors 228 for the purposes of FIG. 2 are considered to be
distinct from the mput devices 210, 1n other embodiments 1t
1s possible that one or more of the mput devices can also be
considered to constitute one or more of the sensors (and
vice-versa). Additionally, although in the present embodi-
ment the mput devices 210 are shown to be distinct from the
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output devices 208, 1t should be recognized that in some
embodiments one or more devices serve both as input
device(s) and output device(s). In particular, 1n the present
embodiment in which the device 102 includes the touch
screen display 110, the touch screen display can be consid-
ered to constitute both a visual output device and a mechani-
cal input device (by contrast, the keys or buttons 112 are
merely mechanical input devices).

The memory portion 206 of the internal components 200
can encompass one or more memory devices of any of a
variety ol forms (e.g., read-only memory, random access
memory, static random access memory, dynamic random
access memory, etc.), and can be used by the processor 204
to store and retrieve data. In some embodiments, the
memory portion 206 can be integrated with the processor
204 1n a single device (e.g., a processing device including
memory or processor-in-memory (PIM)), albeit such a
single device will still typically have distinct portions/
sections that perform the different processing and memory
functions and that can be considered separate devices. In
some alternate embodiments, the memory portion 206 of the
device 102 can be supplemented or replaced by other
memory portion(s) located elsewhere apart from the mobile
device and, 1in such embodiments, the mobile device can be
in communication with or access such other memory
device(s) by way of any of various communications tech-
niques, for example, wireless communications afforded by
the wireless transceivers 202, or connections via the com-
ponent interface 212.

The data that 1s stored by the memory portion 206 can
include, but need not be limited to, operating systems,
programs (applications), modules, and informational data.
Each operating system includes executable code that con-
trols basic functions of the device 102, such as interaction
among the various components included among the internal
components 200, communication with external devices via
the wireless transcervers 202 and/or the component interface
212, and storage and retrieval of programs and data, to and
from the memory portion 206. As for programs, each
program includes executable code that utilizes an operating,
system to provide more specific functionality, such as file
system service and handling of protected and unprotected
data stored in the memory portion 206. Such programs can
include, among other things, programming for enabling the
device 102 to perform a process such as the process for
speech recognition shown in FIG. 3 and discussed further
below. Finally, with respect to informational data, this 1s
non-executable code or information that can be referenced
and/or manipulated by an operating system or program for
performing functions of the device 102.

FIG. 3 shows example modules of a processor 300 of the
electronic device of FIG. 1, 1n accordance with an embodi-
ment of the disclosure. The processor 300 may be an
example of the processor 204 shown in FIG. 2. As shown 1n
FIG. 3, the processor 300 includes an enrollment phrase
recorder 302, an analyzer 304, and an accept/reject flag
setting unit 306.

During the enrollment process, the device 102 prompts a
user to speak the trigger phrase into the microphone 108
(FIG. 1). The enrollment phrase recorder 302 records the
spoken trigger phrase so that the recorded audio signal can
be analyzed by the analyzer 304. For each frame of the
recorded audio signal, the analyzer 304 measures the chan-
nel energies and background noise energies of the recorded
audio signal. Based on the measured channel energies and
background noise energies in the spectral domain, the ana-
lyzer 304 sets the Voice Activity Detection (VAD) tlag for
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the frame. If the analyzer 304 determines that the frame
being analyzed contains voice activity, the analyzer 304 sets
the VAD flag to 1. Otherwise, the analyzer 304 sets the VAD
flag to O.

Furthermore, the analyzer 304 analyzes various charac-
teristics of the spoken trigger phrase in the recorded audio
signal, and compares the characteristics with predetermined
threshold values. Then, the analyzer 304 outputs the results
of the comparisons to the accept/reject tlag setting unit 306.
The accept/reject flag setting unit 306 uses the results of the
comparisons from the analyzer 304 to set either an “Accept
Enrollment” flag or an “Reject Enrollment” flag. If the
accept/reject flag setting unit 306 sets the “Reject Enroll-
ment” flag, the device 102 may prompt the user to redo the
enrollment recording.

In order to determine and set the threshold values, the
characteristics of valid instances of the trigger phrase are
first 1dentified. This analysis may be performed offline. The
characteristics being analyzed may include background
noise level of the instances of the trigger phrase, length of
the trigger phrase (e.g., number of frames 1n the instances of
the trigger phrase having voice activity), number of seg-
ments 1n the mstances of the trigger phrase having voice
activity, the length (e.g., number of frames) in the shortest
segment, and a measure of noise variability of the back-
ground noise (e.g., car noise exhibits low noise vanability
while babble noise exhibits high noise variability). Based on
the analysis, various threshold values may be assigned to
cach of the analyzed characteristics and stored in the
memory 206 for use by the analyzer 304.

Referring to FIG. 4, a procedure 400 carried out by the
clectronic device 102 (FIG. 1) according to an embodiment
will now be described. In the present embodiment, the
trigger phrase 1s “Okay Google Now.” In other embodi-
ments, however, other trigger phrases may be used.

At step 402, the device 102 records an audio signal that
includes a spoken trigger phrase. At step 404, the device 102
measures a background noise level 1n the audio signal. Next,
at step 406, the device 102 compares the measured back-
ground noise level to a threshold level. The device 102 may
determine whether the measured background noise level 1s
greater than the threshold level. If the measured background
noise level 1s determined to be greater than the threshold
level (1.e., there 1s a high level of background noise present
in the recorded audio signal), the device 102 determines that
the spoken trigger phrase 1s not acceptable for trigger phrase
model training. In the present embodiment, the threshold
level may be about -30 dB.

Based on the result of the comparison from step 406, the
device 102 determines whether the spoken trigger phrase 1s
acceptable for trigger phrase model traiming. If the measured
background noise level 1s determined to be greater than the
threshold level (YES of step 406), the device 102 rejects the
spoken trigger phrase for trigger phrase model training at
step 408. Otherwise, the device 102 will check additional
characteristics of the spoken trigger phrase to determine
whether the spoken trigger phrase 1s acceptable for trigger
phrase model training at step 410.

Referring to FIG. 5, a procedure 500 carried out by the
clectronic device 102 (FIG. 1) according to another embodi-
ment will now be described. In the present embodiment, the
trigger phrase 1s “Okay Google Now.” In other embodi-
ments, however, other trigger phrases may be used.

At step 502, the device 102 records an audio signal that
includes a spoken trigger phrase. At step 504, the device 102
estimates the length of the spoken trigger phrase in the audio
signal. In an embodiment, to estimate the length of the
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spoken trigger phrase, the device 102 may count the number
of frames 1n the audio signal having voice activity (i.e., VAD
flag=1).

Next, at step 506, the device 102 compares the estimated
length of the spoken trigger phrase to a lower trigger phrase
length threshold to determine whether the estimated length
of the spoken trigger phrase 1s less than the lower trigger
phrase length threshold (1.e., whether the recorded phrase 1s
too short). If the estimated length of the spoken trigger
phrase 1s less than the lower trigger phrase length threshold
(YES of step 506), the device 102 rejects the spoken trigger
phrase for trigger phrase model traiming at step 508. Other-
wise, the device 102 will check additional characteristics of
the spoken trigger phrase to determine whether the spoken
trigger phrase 1s acceptable for trigger phrase model training
at step 510. In the present embodiment, the lower trigger
phrase length threshold may be about 70 frames, and each
frame may be of 10 ms duration.

Referring to FIG. 6, a procedure 600 carried out by the
clectronic device 102 (FIG. 1) according to yet another
embodiment will now be described. In the present embodi-
ment, the trigger phrase 1s “Okay Google Now.” In other
embodiments, however, other trigger phrases may be used.

At step 602, the device 102 records an audio signal that
includes a spoken trigger phrase. At step 604, the device 102
estimates the length of the spoken trigger phrase 1n the audio
signal. In an embodiment, to estimate the length of the
spoken trigger phrase, the device 102 may count the number
of frames 1n the audio signal having voice activity (i.e., VAD
flag=1).

Next, at step 606, the device 102 compares the estimated
length of the spoken trigger phrase to a higher trigger phrase
length threshold to determine whether the estimated length
of the spoken trigger phrase 1s greater than the higher trigger
phrase length threshold (1.e., whether the recorded phrase 1s
too long). If the estimated length of the spoken trigger
phrase 1s greater than the higher trigger phrase length
threshold (YES of step 606), the device 102 rejects the
spoken trigger phrase for trigger phrase model training at
step 608. Otherwise, the device 102 will check additional
characteristics of the spoken trigger phrase to determine
whether the spoken trigger phrase 1s acceptable for trigger
phrase model training at step 610. In the present embodi-
ment, the higher trigger phrase length threshold may be
about 180 frames.

Referring to FIG. 7, a procedure 700 carried out by the
clectronic device 102 (FIG. 1) according to still another
embodiment will now be described. In the present embodi-
ment, the trigger phrase 1s “Okay Google Now.” In other
embodiments, however, other trigger phrases may be used.

At step 702, the device 102 records an audio signal that
includes a spoken trigger phrase. At step 704, the device 102
measures a number of segments 1n the audio signal having,
voice activity. A segment 1s defined here as a sequence of
contiguous frames.

Next, at step 706, the device 102 compares the measured
number of segments to a threshold value. The device 102
may determine whether the measured number of segments 1s
greater than the threshold value. If the measured number of
segments 15 determined to be greater than the threshold
value (YES at step 706), the device 102 determines that the
spoken trigger phrase 1s not acceptable for trigger phrase
model training and rejects the spoken trigger phrase at step
708. Otherwise, the device 102 will check additional char-
acteristics of the spoken trigger phrase to determine whether
the spoken trigger phrase 1s acceptable for trigger phrase
model training at step 710.
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The threshold value for the number of segments may be
based on an ofiline analysis of the trigger phrase. The
analysis may take into account the number of words or
syllables 1n the trigger phrase. In the present embodiment,
since the trigger phrase 1s “Okay Google Now™ (1.e., 3
words), the threshold value 1s set to 3.

Referring to FIG. 8, a procedure 800 carried out by the
clectronic device 102 (FIG. 1) according to an embodiment
will now be described. In the present embodiment, the
trigger phrase 1s “Okay Google Now.” In other embodi-
ments, however, other trigger phrases may be used.

At step 802, the device 102 records an audio signal that
includes a spoken trigger phrase. At step 804, the device 102
measures the length of the shortest segment 1n the audio
signal having voice activity (1.e., VAD flag=1). In an
embodiment, to estimate the length of the shortest segment
with voice activity, the device 102 may count the number of
segments 1n the audio signal and/or the number of frames 1n
cach segment that have voice activity.

Next, at step 806, the device 102 compares the measured
length of the shortest segment to a threshold value. The
device 102 may determine whether the measured length of

the shortest segment 1s less than the threshold value (.e.,
indicating the presence of a “pop” or “click” sound in the
recorded audio signal). If the measured length of the shortest
segment 1s determined to be less than the threshold value
(YES of step 806), the device determines that the spoken
trigger phrase 1s not acceptable for trigger phrase model
training and rejects the spoken trigger phrase at step 808.
Otherwise, the device 102 will check additional character-
1stics of the spoken trigger phrase to determine whether the
spoken trigger phrase 1s acceptable for trigger phrase model
training at step 810. In the present embodiment, the thresh-
old value for the length of the shortest segment may be about
2’/ frames.

Referring to FIG. 9, a procedure 900 carried out by the
clectronic device 102 (FIG. 1) according to a further
embodiment will now be described. In the present embodi-
ment, the trigger phrase 1s “Okay Google Now.” In other
embodiments, however, other trigger phrases may be used.

At step 902, the device 102 records an audio signal that
includes a spoken trigger phrase. The audio signal 1s made
up of frames. At step 904, the device 102 sets the frame
number to 1 (1.e., the first frame 1s the current frame) and sets
COUNT (number of frames counted) to 0. At step 906, the
device 102 calculates a measure ol noise variability of
background noise for the current frame in the audio signal.
Then at step 908, the device 102 compares the measure of
noise variability of background noise for the current frame
to a first threshold value.

To calculate the measure of noise variability of the
background noise, the device 102 may use the following
equation:

NC nb

| D smoothik, /) — D smooth low (k. !
— §5$__(D_smoottk, ) kD
NC szbkzl = (D_smooth high(k, /) — D_smooth low (k, ))

wherein MNV denotes the measure noise varnability of the
background noise of the audio signal, NC denotes a number
of channels of the audio signal, nb+1 denotes a number of
contiguous noise Irames of the audio signal, k denotes a
channel 1index, 1 denotes a look-back index, D_smooth(k, 1)
denotes a smoothed maximum dB difference of smoothed
channel noise, D_smooth_high(k, 1) denotes a high bound-
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ary point that represents noise exhibiting high variability,
and D_smooth_low (k, 1) denotes a low boundary point that
represents noise exhibiting low varnability. In an embodi-
ment, MNV may be bounded between O and 1. The measure
of noise variability (MNV) typically ranges from O to 1 with
low values corresponding to low variability noise signals
(c.g., car noise) and high values corresponding to high
variability noise signals (e.g., babble noise). For a more
detailed discussion of the measure of noise variability, see
U.S. patent application Ser. No. 13/950,980 entitled
“METHOD AND APPARATUS FOR ESTIMATING VARI-
ABILITY OF BACKGROUND NOISE FOR NOISE SUP-

PRESSION” filed on Jul. 25, 2013, which 1s hereby incor-
porated herein by reference 1n 1ts entirety.

Next, if the device 102 determines that the measure of
noise variability for the current frame 1s greater than the first

threshold value (YES of step 908), then the device 102
increments COUNT at step 910. Once the device 102
increments COUNT, the device 102 determines whether the
last frame of the audio signal has been reached at step 912.
If the device 102 determines that the measure of noise
variability for the current frame 1s equal to or less than the
first threshold value (NO of step 908), the device 102 does
not increment COUNT but proceeds directly to step 912 to
determine whether the last frame of the audio signal has
been reached. If the last frame of the audio signal has been
reached (YES of step 912), the device 102 proceeds to step
914. On the other hand, 1f the last frame has not been reached
(NO of step 912), the device 102 then increments the frame
number at step 920 (i.e., the current frame 1s now the
incremented frame) and returns to step 906.

At step 914, the device 102 compares the number of
frames 1n the audio signal for which the measure of noise
variability of the background noise 1s higher than the first
threshold value (e.g., background noise exhibits high noise
variability, such as babble noise) to a second threshold value
(1.e., whether COUNT=second threshold value). If the
counted number of frames 1s greater than or equal to the
second threshold value (YES of step 914), the device 102
determines that the spoken trigger phrase 1s not acceptable
for trigger phrase model training and rejects the spoken
trigger phrase at step 916. Otherwise, the device 102 will
check additional characteristics of the spoken trigger phrase
to determine whether the spoken trigger phrase 1s acceptable
for trigger phrase model training at step 918. In the present
embodiment, the first threshold value may be about 0.7, and
the second threshold value may be about 20. Furthermore, in
another embodiment, the device 102 may enable counting of
the number of frames only when the VAD flag 1s set to O.

In the various embodiments, the threshold wvalues are
dependent on the particular characteristics of a trigger
phrase. Therefore, the threshold values may vary based on
the number of words, syllables, or phonemes 1n a trigger
phrase. Accordingly, the threshold values presented i1n the
current disclosure are exemplary only and should not be
construed as limiting. Furthermore, the method and appa-
ratus disclosed herein may be adapted and employed for
enrollment recordings of various trigger phrases.

All signal/noise dB values presented 1n the current dis-
closure are dB-FS, 1.e. dB, (full-scale). This means that
when the signal 1s full-scale (e.g. +/-32768 for 16-bit
representation of signal samples), the corresponding refer-
ence dB level 1s 0.

Example 1

A method comprising: recording an audio signal includ-
ing a spoken trigger phrase; measuring a background noise
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level in the audio signal; comparing the measured back-
ground noise level to a threshold level; determining, based
on the comparing step, whether the spoken trigger phrase 1s
acceptable for trigger phrase model training; and if the
spoken trigger phrase 1s determined not to be acceptable for
trigger phrase model training, rejecting the spoken trigger
phrase for trigger phrase model training.

Example 2

The method of example 1, wherein the determining step
comprises: determining whether the measured background
noise level 1s greater than the threshold level; and 1t the
measured background noise level 1s determined to be greater
than the threshold level, determining that the spoken trigger
phrase 1s not acceptable for trigger phrase model training.

Example 3

The method of example 2, wherein the threshold level 1s
-50 dB.

Example 4

A method comprising: recording an audio signal includ-
ing a spoken trigger phrase; estimating the length of the
spoken trigger phrase in the audio signal; determining
whether the estimated length of the spoken trigger phrase 1s
less than a lower trigger phrase length threshold; and 11 the
estimated length of the spoken trigger phrase 1s less than the
lower trigger phrase length threshold, rejecting the spoken
trigger phrase for trigger phrase model training.

Example 5

The method of example 4, wherein the estimating of the
length of the spoken trigger phrase comprises counting the
number of frames 1n the audio signal having voice activity.

Example 6

The method of example 4, wherein the lower trigger
phrase length threshold 1s 70 frames.

Example 7

A method comprising: recording an audio signal includ-
ing a spoken trigger phrase; estimating the length of the
spoken trigger phrase 1n the audio signal; and determining

whether the estimated length of the spoken trigger phrase 1s
greater than a higher trigger phrase length threshold; and 1f
the estimated length of the spoken trigger phrase i1s greater
than the higher trigger phrase length threshold, rejecting the
spoken trigger phrase for trigger phrase model training.

Example 8

The method of example 7, wherein the estimating of the
length of the spoken trigger phrase comprises counting the
number of frames having voice activity in the audio signal.

Example 9

The method of example 7, wherein the higher trigger
phrase length threshold 1s 180 frames.

Example 10

A method comprising: recording an audio signal includ-
ing a spoken trigger phrase; measuring a number of seg-
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ments 1n the audio signal having voice activity; comparing,
the measured number of segments to a threshold value;
determining, based on the comparing step, whether the
spoken trigger phrase 1s acceptable for trigger phrase model
training; and 1f the spoken trigger phrase 1s determined not
to be acceptable for trigger phrase model training, rejecting,
the spoken trigger phrase for trigger phrase model training.

Example 11

The method of example 10, wherein the determining step
comprises: determining whether the measured number of
segments 1s greater than the threshold value; and if the
measured number of segments 1s determined to be greater
than the threshold value, determining that the spoken trigger
phrase 1s not acceptable for trigger phrase model training.

Example 12

The method of example 10, wherein the threshold value
1s based on an offline analysis of the trigger phrase.

Example 13

A method comprising: recording an audio signal includ-
ing a spoken trigger phrase; measuring the length of the
shortest segment 1n the audio signal having voice activity;
comparing the measured length of the shortest segment to a
threshold value; determining, based on the comparing step,
whether the spoken trigger phrase 1s acceptable for trigger
phrase model training; and 1f the spoken trigger phrase 1s
determined not to be acceptable for trigger phrase model
training, rejecting the spoken trigger phrase for trigger
phrase model training.

Example 14

The method of example 13, wherein the determining step
comprises: determining whether the measured length of the
shortest segment 1s less than the threshold value; and 1t the
measured length of the shortest segment 1s determined to be
less than the threshold value, determining that the spoken
trigger phrase 1s not acceptable for trigger phrase model
training.

Example 15

The method of example 14, wherein the threshold value
1s 27 frames.

Example 16

A method comprising: recording an audio signal includ-
ing a spoken trigger phrase; calculating a measure of noise
variability of background noise for each frame 1n the audio
signal; comparing the measure of noise variability of back-
ground noise for each frame to a first threshold value;
counting the number of frames 1n the audio signal for which
the measure of noise variability of the background noise 1s
higher than the first threshold value; comparing the counted
number of frames to a second threshold value; determining,
based on the counted number of frames, whether the spoken
trigger phrase 1s acceptable for trigger phrase model train-
ing; and if the spoken trigger phrase 1s determined not to be
acceptable for trigger phrase model training, rejecting the
spoken trigger phrase for trigger phrase model training.
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Example 17

The method of example 16, wherein the determiming step
comprises: determining whether the counted number of
frames 1s equal to or greater than the second threshold value;
and 1f the counted number of frames 1s determined to be
equal to or greater than the second threshold value, deter-
mining that the spoken trigger phrase 1s not acceptable for
trigger phrase model training.

Example 18

The method of example 17, wherein the first threshold
value 1s 0.7 and the second threshold value 1s 20.

Example 19

The method of example 16, wherein the measure of noise
variability of the background noise 1s calculated using the
following equation:

=
™)

b (D_smoothik, /) — D _smooth low (&, [))

4 (D_smooth high(k, ) = D_smooth low (k, 1))

1

MNV =
NCxXnb

I
—_—

k

wherein MNV denotes the measure noise vanability of the
background noise 1n the audio signal, NC denotes a number
of channels 1n the audio signal, nb+1 denotes a number of
contiguous noise frames in the audio signal, k denotes a
channel 1ndex, 1 denotes a look-back index, D_smooth(k, 1)
denotes a smoothed maximum dB difference of smoothed
channel noise, D_smooth_high(k, 1) denotes a high bound-
ary point that represents noise exhibiting high varnability,
and D_smooth_low (k, 1) denotes a low boundary point that
represents noise exhibiting low varnabaility.

Example 20

A device comprising: a microphone that recerves an audio
signal that includes a spoken trigger phrase; a processor that
1s electrically coupled to the microphone, wherein the pro-
cessor: measures characteristics of the audio signal; deter-
mines, based on the measured characteristics, whether the
spoken trigger phrase 1s acceptable for trigger phrase model
training; and 1f the spoken trigger phrase 1s determined not
to be acceptable for trigger phrase model training, rejects the
trigger phrase for trigger phrase model training.

Example 21

The device of example 20, wherein the processor further:
measures a background noise level in the audio signal;
compares the measured background noise level to a thresh-
old level;, determines whether the measured background
noise level 1s greater than the threshold level; and 1t the
measured background noise 1s determined to be greater than
the threshold level, determines that the spoken trigger phrase
1s not acceptable for trigger phrase model training.

Example 22

The device of example 20, wherein the processor further:
estimates the length of the spoken trigger phrase in the audio
signal; determines whether estimated length of the spoken
trigger phrase 1s less than a lower trigger phrase length
threshold; and i1 the estimated length of the spoken trigger
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phrase 1s less than the lower trigger phrase length threshold,
determines that the spoken trigger phrase 1s not acceptable

for trigger phrase model training.

Example 23

The device of example 20, wherein the processor further:
estimates the length of the spoken trigger phrase 1n the audio
signal; determines whether the estimated length of the
spoken trigger phrase 1s greater than a higher trigger phrase
length threshold; and 1f the estimated length of the spoken
trigger phrase 1s greater than the higher trigger phrase length
threshold, determines that the spoken trigger phrase 1s not
acceptable for trigger phrase model traiming.

Example 24

The device of example 20, wherein the processor further:
measures a number of segments 1n the audio signal having
voice activity; compares the number of segments measured
to a threshold value; determines whether the measured
number of segments 1s greater than the threshold value; and
if the measured number of segments 1s determined to be
greater than the threshold value, determines that the spoken
trigger phrase 1s not acceptable for trigger phrase model
training.

Example 25

The device of example 20, wherein the processor further:
measures the length of the shortest segment in the audio
signal having voice activity; compares the measured length
of the shortest segment to a threshold value; determining
whether the measured length of the shortest segment 1s less
than a threshold value; and 11 the measured length of the
shortest segment 1s less than the threshold value, determines
that the spoken trigger phrase 1s not acceptable for trigger
phrase model training.

Example 26

The device of example 20, wherein the processor further:
calculates a measure of noise vanability of background
noise for each frame 1n the audio signal; compares the
measure of noise variability of background noise for each
frame to a first threshold value; counts the number of frames
in the audio signal for which the measure of noise variability
of the background noise 1s higher than the first threshold
value; compares the counted number of frames to a second
threshold value; determines whether the counted number of
frames 1s equal to or greater than the second threshold value;
and 1 the counted number of frames 1s equal to or greater
than the second threshold value, determines that the spoken
trigger phrase 1s not acceptable for trigger phrase model
training.

It can be seen from the foregoing that a method for
apparatus for evaluating trigger phrase enrollment for trigger
phrase training has been provided. In view of the many
possible embodiments to which the principles of the present
discussion may be applied, it should be recognized that the
embodiments described herein with respect to the drawing
figures are meant to be illustrative only and should not be
taken as limiting the scope of the claims. Therefore, the
techniques as described herein contemplate all such embodi-
ments as may come within the scope of the following claims
and equivalents thereof.
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What 1s claimed 1s:
1. A computer-implemented method comprising:
during a trigger phrase enrollment process:
prompting, by a speech recognition-enabled electronic
device, a user of the speech recognition-enabled
clectronic device to speak a trigger phrase;
receiving, at the speech recognition-enabled device, a
first audio signal corresponding to the user speaking
the trigger phrase;
selecting, by the speech recognition-enabled device, a
shortest segment among a plurality of segments in
the first audio signal that have voice activity, each
segment comprising a corresponding sequence of
contiguous frames in the first audio signal that have
voice activity;
determining, by the data processing hardware, a length
of the shortest segment by counting a number of
frames 1n the sequence of contiguous frames corre-
sponding to the shortest segment; and
when the length of the shortest segment 1n the first
audio signal satisfies a threshold value, training, by
the speech recognition-enabled electronic device, a
trigger phrase model with the first audio signal
corresponding to the user speaking the trigger
phrase, the trigger phrase model configured to detect
the trigger phrase in a spoken utterance; and
alter the trigger phrase enrollment process:
receiving, at the speech recognition-enabled device and
while the speech recognition-enabled electronic
device 1s 1 a sleep mode, a second audio signal
including an utterance of the trigger phrase spoken
by the user; and
detecting, by the speech recognition-enabled electronic
device and using the trigger phrase model trained
during the trigger phrase enrollment process, the
utterance of the trigger phrase in the second audio
signal, the trigger phrase when detected in the sec-
ond audio signal causing the speech recognition-
enabled electronic device to wake from the sleep
mode, the sleep mode comprising a power-saving
mode of operation in which one or more parts of the
speech recognition-enabled electronic device are 1n a
low-power state or powered ofl.
2. The computer-implemented method of claim 1, turther
comprising, when the length of the shortest segment 1n the
first audio signal that has voice activity dissatisfies the
threshold value:
prompting, by the speech recognition-enabled electronic
device, the user to speak the trigger phrase again; and
rejecting, by the speech recognition-enabled electronic
device, the first audio signal corresponding to the user
speaking the trigger phrase for use in training the
trigger phrase model.
3. The computer-implemented method of claim 1, further
comprising, for each frame 1n the received first audio signal:
identifying, by speech recognition-enabled electronic
device, audio characteristics of the user speaking the
trigger phrase and audio characteristics of background
noise for the corresponding frame 1n the received first
audio signal;
comparing, by the speech recognition-enabled electronic
device, the identified audio characteristics of the user
speaking the trigger phrase to predetermined threshold
values associated with one or more values for trigger
phrase model training; and
determining, by the speech recognition-enabled electronic
device, a voice activity detection tlag for the corre-
sponding frame in the received first audio signal 1n
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response to comparing the identified audio character-
istics ol the user speaking the trigger phrase to the
predetermined threshold values.

4. The computer-implemented method of claim 3,
wherein determining the voice activity detection flag for the
corresponding {rame 1n the received first audio signal com-
Prises:

generating an accept enrollment tlag in response to the

identified audio characteristics of the user speaking the

trigger phrase being less than the predetermined thresh-
old values; and

generating a reject enrollment flag in response to the

identified audio characteristics of the user speaking the
trigger phrase being greater than the predetermined
threshold values.

5. The computer-implemented method of claim 1,
wherein selecting the shortest segment among the plurality
of segments 1n the first audio signal that have voice activity
comprises determining a lowest number of contiguous
frames 1n the received audio signal that comprise the accept
enrollment tlag.

6. The computer-implemented method of claim 5, further
comprising;

comparing, by the speech recognition-enabled electronic

device, the number of frames 1n the sequence of con-
tiguous frames corresponding to the shortest segment to
the threshold value, the threshold value comprising a
threshold frame value; and

when the number of frames 1n the sequence of contiguous

frames corresponding to the shortest segment 1s less
than the threshold frame value, prompting, by the
speech recognition-enabled electronic device, the user
to speak the trigger phrase 1n a second attempt.

7. The computer-implemented method of claim 6,
wherein the threshold frame count 1s 27 frames.

8. A system comprising:

one or more computers and one or more storage devices

storing 1nstructions that are operable, when executed by
the one or more computers, to cause the one or more
computers to perform operations comprising:
during a trigger phrase enrollment process for a speech
recognition-enabled electronic device:
prompting a user of the speech recognition-enabled
clectronic device to speak a trigger phrase;
recerving a first audio signal corresponding to the
user speaking the trigger phrase;
selecting a shortest segment among a plurality of
segments 1n the first audio signal that have voice
activity, each segment comprising a correspond-
ing sequence ol contiguous frames in the {first
audio signal that have voice activity;
determining a length of the shortest segment by
counting a number of frames 1n the sequence of
contiguous frames corresponding to the shortest
segment; and
when the length of the shortest segment in the first
audio signal satisfies a threshold value, traming a
trigger phrase model with the first audio signal
corresponding to the user speaking the trigger
phrase, the trigger phrase model configured to
detect the trigger phrase 1n a spoken utterance; and
alter the trigger phrase enrollment process:
recerving, while the speech recognition-enabled
clectronic device 1s 1 a sleep mode, a second
audio signal including an utterance of the trigger
phrase spoken by the user; and
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detecting, using the trigger phrase model trained
during the trigger phrase enrollment process, the
utterance of the trigger phrase in the second audio
signal, the trigger phrase when detected in the
second audio signal causing the speech recogni-
tion-enabled electronic device to wake from the
sleep mode, the sleep mode comprising a power-
saving mode of operation in which one or more
parts of the speech recognition-enabled electronic
device are 1 a low-power state or powered ofl.

9. The system of claim 8, wherein the operations further
comprise, when the length of the shortest segment 1n the first
audio signal that has voice activity dissatisfies the threshold
value:

prompting the user to speak the trigger phrase again; and

rejecting the first audio signal corresponding to the user

speaking the trigger phrase for use 1n training the
trigger phrase model.

10. The system of claim 8, wherein the operations further
comprise, for each frame 1n the received first audio signal:

identifying audio characteristics of the user speaking the

trigger phrase and audio characteristics of background
noise for the corresponding frame 1n the received first
audio signal;

comparing the identified audio characteristics of the user

speaking the trigger phrase to predetermined threshold
values associated with one or more values for trigger
phrase model traiming; and

determining a voice activity detection flag for the corre-

sponding frame in the received first audio signal 1n
response to comparing the identified audio character-
istics ol the user speaking the trigger phrase to the
predetermined threshold values.

11. The system of claim 10, wheremn determining the
voice activity detection flag for the corresponding frame in
the recerved first audio signal comprises:

generating an accept enrollment flag in response to the

identified audio characteristics of the user speaking the
trigger phrase being less than the predetermined thresh-
old values; and

generating a reject enrollment flag 1n response to the

identified audio characteristics of the user speaking the
trigger phrase being greater than the predetermined
threshold values.

12. The system of claim 8, wherein selecting the shortest
segment among the plurality of segments 1n the first audio
signal that have voice activity comprises determining a
lowest number of contiguous frames 1n the received audio
signal that comprise the accept enrollment flag.

13. The system of claim 12, wherein the operations further
comprise:

comparing the number of frames in the sequence of

contiguous frames corresponding to the shortest seg-
ment to the threshold value, the threshold value com-
prising a threshold frame value; and

when the number of frames 1n the sequence of contiguous

frames corresponding to the shortest segment 1s less
than the threshold frame value, prompting the user to
speak the trigger phrase 1n a second attempt.

14. The system of claim 13, wherein the threshold frame
count 1s 27 frames.

15. A non-transitory computer-readable medium storing
soltware comprising instructions executable by one or more
computers which, upon such execution, cause the one or
more computers to perform operations comprising:

during a trigger phrase enrollment process for a speech

recognition-enabled electronic device:
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prompting a user of the speech recognition-enabled
clectronic device to speak a trigger phrase;
receiving a first audio signal corresponding to the user
speaking the trigger phrase;
selecting a shortest segment among a plurality of
segments 1n the first audio signal that have voice
activity, each segment comprising a corresponding
sequence of contiguous frames in the first audio
signal that have voice activity;
determining a length of the shortest segment by count-
ing a number of frames 1n the sequence of contigu-
ous frames corresponding to the shortest segment;
and
when the length of the shortest segment 1n the first
audio signal satisfies a threshold value, training a
trigger phrase model with the first audio signal
corresponding to the user speaking the trigger
phrase, the trigger phrase model configured to detect
the trigger phrase in a spoken utterance; and
after the trigger phrase enrollment process:
receiving, while the speech recognition-enabled elec-
tronic device 1s in a sleep mode, a second audio
signal including an utterance of the trigger phrase
spoken by the user; and
detecting, using the trigger phrase model trained during
the trigger phrase enrollment process, the utterance
of the trigger phrase 1n the second audio signal, the
trigger phrase when detected in the second audio
signal causing the speech recognition-enabled elec-
tronic device to wake from the sleep mode, the sleep
mode comprising a power-saving mode of operation
in which one or more parts of the speech recognition-
enabled electronic device are 1n a low-power state or
powered off.
16. The non-transitory computer-readable medium of
claim 15, wherein the operations further comprise, when the
length of the shortest segment in the first audio signal that
has voice activity dissatisfies the threshold value:
prompting the user to speak the trigger phrase again; and
rejecting the first audio signal corresponding to the user
speaking the trigger phrase for use in tramning the
trigger phrase model.
17. The non-transitory computer-readable medium of
claim 15, wherein the operations further comprise, for each
frame 1n the received first audio signal:
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identifying audio characteristics of the user speaking the
trigger phrase and audio characteristics of background
noise for the corresponding frame 1n the received first
audio signal;

comparing the identified audio characteristics of the user
speaking the trigger phrase to predetermined threshold
values associated with one or more values for trigger
phrase model traiming; and

determining a voice activity detection flag for the corre-
sponding frame in the received first audio signal 1n
response to comparing the identified audio character-
istics ol the user speaking the trigger phrase to the
predetermined threshold values.

18. The non-transitory computer-readable medium of
claim 17, wherein determiming the voice activity detection

flag for the corresponding frame in the received first audio
signal comprises:

generating an accept enrollment flag in response to the
identified audio characteristics of the user speaking the
trigger phrase being less than the predetermined thresh
old values; and

generating a reject enrollment flag 1n response to the
identified audio characteristics of the user speaking the
trigger phrase being greater than the predetermined
threshold values.

19. The non-transitory computer-readable medium of
claim 15, wherein selecting the shortest segment among the
plurality of segments in the first audio signal that have voice
activity comprises determining a lowest number of contigu-
ous frames in the received audio signal that comprise the
accept enrollment flag.

20. The non-transitory computer-readable medium of
claim 19, wherein the operations further comprise:

comparing the number of frames in the sequence of
contiguous frames corresponding to the shortest seg-
ment to the threshold value, the threshold value com-
prising a threshold frame value; and

when the number of frames 1n the sequence of contiguous
frames corresponding to the shortest segment 1s less
than the threshold frame value, prompting the user to
speak the trigger phrase 1n a second attempt.
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