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SYSTEMS AND METHODS FOR
MULTI-STREAM PERFORMANCE
PATTERNIZATION AND INTERVAL-BASED
PREDICTION

BACKGROUND

Technical Field

The present disclosure relates generally to media-stream
analysis and more particularly, but not by way of limitation,
to systems and methods for multi-stream performance pat-
termization and modeling of virtual meetings.

History of Related Art

Large-scale communication systems are often used to
support virtual meetings. Virtual meetings might include
audio, video, conferencing, application sharing, etc. Such
communication systems generally have finite resources with
respect to bandwidth, memory, processors, etc. Systems with
multiple locations are also often dependent on wide variance
of these resources. It 1s diflicult and expensive to provision
for maximum possible usage. Under-investing in resources
can cause quality 1ssues during high-demand intervals while
over-investing can result 1n high costs for unused resources.

Further, administrators are often responsible for maintain-
ing the infrastructure that supports large-scale communica-
tion systems. For example, administrators can attempt to
ensure that servers and other equipment and software are up
and running at all times. Oftentimes, however, quality of
communication service degrades, not due to equipment
failure, but due to server load, user-device 1ssues, etc.

Moreover, as the value and use of information continues
to 1ncrease, mdividuals and businesses seek additional ways
to process and store iformation. One option available to
users 1s information handling systems. An information han-
dling system generally processes, compiles, stores, and/or
communicates information or data for business, personal, or
other purposes thereby allowing users to take advantage of
the value of the information. Because technology and infor-
mation handling needs and requirements vary between dif-
ferent users or applications, information handling systems
may also vary regarding what information 1s handled, how
the mformation 1s handled, how much information is pro-
cessed, stored, or communicated, and how quickly and
ciiciently the information may be processed, stored, or
communicated. The varniations in information handling sys-
tems allow for information handling systems to be general or
configured for a specific user or specific use such as financial
transaction processing, airline reservations, enterprise data
storage, or global communications. In addition, information
handling systems may include a variety of hardware and
soltware components that may be configured to process,
store, and communicate information and may include one or
more computer systems, data storage systems, and network-
ing systems.

SUMMARY OF THE INVENTION

In one embodiment, a method 1s performed by a computer
system. The method includes receiving a future virtual-
meeting time 1nterval and a set of virtual-meeting attributes
in relation to a future virtual meeting. The method also
includes correlating the future virtual-meeting time interval
to at least one recurring time interval of a time map. In
addition, the method includes retrieving a time-based per-
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formance pattern. The method further includes determining,
from the time-based performance pattern, a stream quality
for the virtual-meeting attributes at the at least one recurring
time interval. In addition, the method includes publishing
information related to the determined stream quality to a
requestor.

In one embodiment, an information handling system
includes a processor. The processor 1s operable to implement
a method. The method includes receiving a future virtual-
meeting time 1nterval and a set of virtual-meeting attributes
in relation to a future virtual meeting. The method also
includes correlating the future virtual-meeting time interval
to at least one recurring time interval of a time map. In
addition, the method includes retrieving a time-based per-
formance pattern. The method further includes determining,
from the time-based performance pattern, a stream quality
for the virtual-meeting attributes at the at least one recurring
time interval. In addition, the method includes publishing
information related to the determined stream quality to a
requestor.

In one embodiment, a computer-program product
includes a non-transitory computer-usable medium having
computer-readable program code embodied therein. The
computer-readable program code 1s adapted to be executed
to 1implement a method. The method includes receiving a
future virtual-meeting time interval and a set of virtual-
meeting attributes 1n relation to a future virtual meeting. The
method also includes correlating the future virtual-meeting
time 1nterval to at least one recurring time interval of a time
map. In addition, the method includes retrieving a time-
based performance pattern. The method further includes
determining, from the time-based performance pattern, a
stream quality for the virtual-meeting attributes at the at
least one recurring time interval. In addition, the method
includes publishing information related to the determined
stream quality to a requestor.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

A more complete understanding of the method and appa-
ratus of the present invention may be obtained by reference
to the following Detailed Description when taken in con-
junction with the accompanying Drawings wherein:

FIG. 1 1illustrates an embodiment of a networked com-
puting environment.

FIG. 2 1llustrates an embodiment of a Business Insight on
Messaging (BIM) system.

FIG. 3 presents a flowchart of an example of a data
collection process.

FIG. 4 presents a flowchart of an example of a data
classification process.

FIG. 5 presents a flowchart of an example of a data query
pProcess.

FIG. 6 illustrates an example of a heuristics engine.

FIG. 7 presents a flowchart of an example of a heuristics
pProcess.

FIG. 8 presents a flowchart of an example of a data query
process.

FIG. 9 illustrates an example of a user interface.

FIG. 10 illustrates an example of a user interface.

FIG. 11 1llustrates an embodiment of system for analyzing
meeting information.

FIG. 12 illustrates an example of a process for collecting
and correlating meeting information.

FIG. 13 illustrates an example of a process for collecting,
multi-stream performance data.
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FIG. 14 illustrates an example of a data model that can be
used to store correlated time-indexed performance data.

FIG. 15 1llustrates an example of a process for analyzing
correlated meeting data.

FIG. 16 1llustrates an example of a search interface.

FIG. 17 1llustrates an example of meeting analytics.

FIG. 18 illustrates an example of a recommendation
system.

FIG. 19 1llustrates an example of a process for generating,
a time-based performance pattern.

FIG. 20 illustrates an example of a process for handing
meeting scheduling inquiries from users.

FIGS. 21-40 1illustrate example analytics that can be
generated by a meeting analytics engine or a recommenda-
tion system.

FIG. 41 illustrates an example of a process for interval-
based predictions using multi-stream patternization.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS OF THE INVENTION

This disclosure describes several non-limiting examples
of processes for collecting information or data from multiple
sources and analyzing the information to classify the data
and to extract or determine additional information based on
the collected data. The data sources can be internal to the
business and/or external to the business. For example, the
data sources can include sales databases, business or internal
email systems, non-business or external email systems,
social networking accounts, inventory databases, file direc-
tories, enterprise systems, customer relationship manage-
ment (CRM) systems, organizational directories, collabora-
tion systems (e.g., SharePoint™ servers), etc.

As used herein, the term “business,” 1 addition to having
its ordinary meaning, 1s intended to include any type of
organization or entity. For example, a business can include
a charitable organization, a governmental organization, an
educational mstitution, or any other entity that may have one
or more sources of data to analyze. Further, the user of any
of the above terms may be used interchangeably unless
explicitly used otherwise or unless the context makes clear
otherwise. In addition, as used herein, the term ‘“data”
generally refers to electronic data or any type of data that can
be accessed by a computing system.

For purposes of this disclosure, an information handling
system may include any instrumentality or aggregate of
instrumentalities operable to compute, calculate, determine,
classily, process, transmit, receive, retrieve, originate,
switch, store, display, communicate, manifest, detect,
record, reproduce, handle, or utilize any form of informa-
tion, mtelligence, or data for business, scientific, control, or
other purposes. For example, an information handling sys-
tem may be a personal computer (e.g., desktop or laptop),
tablet computer, mobile device (e.g., personal digital assis-
tant (PDA) or smart phone), server (e.g., blade server or rack
server), a network storage device, or any other suitable
device and may vary 1n size, shape, performance, function-
ality, and price. The information handling system may
include random access memory (RAM), one or more pro-
cessing resources such as a central processing unit (CPU) or
hardware or software control logic, ROM, and/or other types
of nonvolatile memory. Additional components of the infor-
mation handling system may include one or more disk
drives, one or more network ports for communicating with
external devices as well as various mput and output (I/0)
devices, such as a keyboard, a mouse, touchscreen and/or a
video display. The information handling system may also
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include one or more buses operable to transmit communi-
cations between the various hardware components.

I. Systems and Methods for Collecting, Classitying, and
Querying Data

Example of a Networked Computing Environment

FIG. 1 1illustrates an embodiment of a networked com-
puting environment 100.

The networked computing environment 100 can include a
computing environment 102 that 1s associated with a busi-
ness or organization. The computing environment 102 may
vary based on the type of organization or business. However,
generally, the computing environment 102 may include at
least a number of computing systems. For example, the
computing environment may include clients, servers, data-
bases, mobile computing devices (e.g., tablets, laptops,
smartphones, etc.), virtual computing devices, shared com-
puting devices, networked computing devices, and the like.
Further, the computing environment 102 may include one or
more networks, such as intranet 104,

The computing environment 102 includes a Business
Insights on Messaging (BIM) system 130. Using the BIM
system 130, a user can examine the data available to a
business regardless of where the data was generated or 1s
stored. Further, in some embodiments, the user can use the
BIM system 130 to 1dentity trends and/or metadata associ-
ated with the data available to the BIM system 130. In
certain embodiments, the BIM system 130 can access the
data from 1internal data sources 120, external data sources
122, or a combination of the two. The data that can be
accessed from the internal data sources 120 can include any
data that 1s stored within the computing environment 102 or
1s accessed by a computing system that 1s associated with the
computing environment 102. For example, the data may
include information stored in employee created files, log
files, archived f{iles, internal emails, outgoing emails,
recetved emails, received files, data downloaded from an
external network or the Internet, etc. The type of data 1s not
limited and may depend on the organization or business
associated with the computing environment 102. For
example, the data can include sales numbers, contact infor-
mation, vendor costs, product designs, meeting minutes, the
identity of file creators, the identity of file owners, the
identity of users who have accessed a file or are authorized
to access a file, etc.

The data that can be accessed from the external data
sources 122 can include any data that 1s stored outside of the
computing environment 102 and 1s publicly accessible or
otherwise accessible to the BIM system 130. For example,
the data can include data from social networking sites,
customer sites, Internet sites, or any other data source that 1s
publicly accessible or which the BIM system 130 has been
granted access. In some cases, a subset of the data may be
unavailable to the BIM system 130. For example, portions of
the computing environment 102 may be configured for
private use.

The mternal data sources 120 can include any type of
computing system that 1s part of or associated with the
computing environment 102 and 1s available to the BIM
system 130. These computing systems can include database
systems or repositories, servers (e.g., authentication servers,
file servers, email servers, collaboration servers), clients,
mobile computing systems (including e.g., tablets, laptops,
smartphones, etc.), virtual machines, CRM systems, direc-
tory services, such as lightweight directory access protocol
(LDAP) systems, and the like. Further, in some cases, the
internal data sources 120 can include the clients 114 and 116.
The external data sources 122 can include any type of
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computing system that 1s not associated with the computing
environment 102, but 1s accessible to the BIM system 130.
For example, the external data sources 122 can include any
computing systems associated with cloud services, social
media services, hosted applications, etc.

The BIM system 130 can communicate with the internal
data sources 120 via the intranet 104. The mtranet 104 can
include any type of wired and/or wireless network that
enables computing systems associated with the computing
environment 102 to communicate with each other. For
example, the intranet 104 can include any type of a LAN, a
WAN, an Ethernet network, a wireless network, a cellular
network, a virtual private network (VPN) and an ad hoc
network. In some embodiments, the intranet 104 may
include an extranet that 1s accessible by customers or other
users who are external to the business or organization
associated with the computing environment 102.

The BIM system 130 can communicate with the external
data sources 122 via the network 106. The network 106 can
include any type of wired, wireless, or cellular network that
enables one or more computing systems associated with the
computing environment 102 to communicate with the exter-
nal data sources 122 and/or any computing system that is not
associated with the computing environment 102. In some
cases, the network 106 can include the Internet.

A user can access the BIM system 130 using any com-
puting system that can communicate with the BIM system
130. For example, the user can access the BIM system 130
using the client 114, which can commumnicate with the BIM
system 130 via the intranet 104, the client 116, which can
communicate via a direct communication connection with
the BIM system 130, or the client 118, which can commu-
nicate with the BIM system 130 via the network 106. As
illustrated 1n FIG. 1, 1n some embodiments the client 118
may not be associated with the computing environment 102.
In such embodiments, the client 118 and/or a user associated
with the client 118 may be granted access to the BIM system
130. The clients 114, 116, and 118 may 1nclude any type of
computing system including, for example, a laptop, desktop,
smartphone, tablet, or the like. In some embodiments, the
BIM system 130 may determine whether the user 1s autho-
rized to access the BIM system 130 as described in further
detail below.

The BIM system 130 can include a data collection system
132, a data classification system 134, and a BIM access
system 136. The data collection system 132 can collect data
or information from one or more data sources for processing
by the BIM system 130. In some embodiments, the data
collection system 132 can reformat the collected data to
tacilitate processing by the BIM system 130. Further, 1n
some cases, the data collection system 132 may reformat
collected data into a consistent or defined format that
enables the comparison or processing of data that 1s of the
same or a similar type, but which may be formatted ditler-
ently because, for example, the data 1s obtained from dii-
terent sources. The data collection system 132 1s described
in more detail below with reference to FIG. 2.

The data classification system 134 can store and classily
the data obtamned by the data collection system 132. In
addition to predefined classifications, the data classification
system 134 can 1dentily and develop new classifications and
associations between data using, for example, heuristics and
probabilistic algorithms. The data classification system 134
1s described 1n more detail below with reference to FIG. 3.

The BIM access system 136 can provide users with access
to the BIM system 130. In some embodiments, the BIM
access system 136 determines whether a user 1s authorized
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to access the BIM system 130. The BIM access system 136
enables a user to query one or more databases (not shown)
of the data classification system 134 to obtain access to the
data collected by the data collection system 132. Further, the
BIM access system 136 enables a user to mine the data
and/or to extract metadata by, for example, creating queries
based on the data and the data classifications. Advanta-
geously, 1n certain embodiments, because the data classifi-
cation system 134 can classity data obtained from a number
of data sources, more complex queries can be created
compared to a system that can only query 1ts own database
or a single data source.

Additionally, 1n certain embodiments, the BIM access
system 136 can enable users to create, share, and access
query packages. As described in greater detail below, a query
package can encapsulate one or more pre-defined queries,
one or more visualizations of queried data, and other pack-
age attributes. When a user selects a query package, the
query package can be executed in a determined manner 1n
similar fashion to other queries. As an additional advantage,
in some embodiments, because the data classification system
134 can use heuristics and probabilistic algorithms to
develop and modily data classifications over time, user
queries are not limited to a set of predefined search vari-
ables. The BIM access system 136 i1s described in more
detail below with reference to FIG. 3.

Example Implementation of a BIM System

FIG. 2 illustrates an embodiment of an implementation of
the BIM system 130. As previously described above, the
BIM system 130 can include a data collection system 132
configured to, among other things, collect data from the
internal data sources 120 and/or the external data sources
122. The data collection system 132 can include a collection
engine 202, an access manager 204, a business logic engine
206, and a business logic security manager 208.

Generally, the collection engine 202 may access the
internal data sources 120 thereby providing the BIM system
130 with access to data that 1s stored by or generated by the
internal data sources 120. This data can include any data that
may be created, accessed, or received by a user or in
response to the actions of a user who 1s associated with the
computing environment 102. Further, in some embodiments,
the collection engine 202 can access the external data
sources 122 thereby providing the BIM system 130 with
access to data from the external data sources 122. In some
embodiments, the data can include metadata. For example,
supposing that the collection engine 202 accesses a {ile
server, the data can include metadata associated with the
files stored on the file server, such as the file name, file
author, file owner, time created, last time edited, etc.

In some cases, a number of internal data sources 120
and/or external data sources 122 may require a user or
system to be 1identified and/or authenticated before access to
the data source 1s granted. Authentication may be required
for a number of reasons. For example, the data source may
provide mdividual accounts to users, such as a social net-
working account, email account, or collaboration system
account. As another example, the data source may provide
different features based on the authorization level of a user.
For example, a billing system may be configured to allow all
employees of an organization to view invoices, but to only
allow employees of the accounting department to modily
Invoices.

For data sources that require authentication or 1dentifica-
tion of a specific user, the access manager 204 can facilitate
access to the data sources. The access manager 204 can
manage and control credentials for accessing the data
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sources. For example, the access manager 204 can store and
manage user names, passwords, account 1dentifiers, certifi-
cates, tokens, and any other information that can be used to
access accounts associated with one or more internal data
sources 120 and/or external data sources 122. For instance,
the access manager 204 may have access to credentials
associated with a business’s Facebook™ or Twitter™
account. As another example, the access manager may have
access to credentials associated with an LDAP directory, a
file management system, or employee work email accounts.

In some embodiments, the access manager 204 may have
credentials or authentication imnformation associated with a
master or super user account enabling access to some or all
of the user accounts without requiring credentials or authen-
tication information associated with each of the users. In
some cases, the collection engine 202 can use the access
manager 204 to facilitate accessing internal data sources 120
and/or external data sources 122.

The business logic engine 206 can include any system that
can modily or transform the data collected by the collection
engine 202 imto a standardized format. In some embodi-
ments, the standardized format may differ based on the data
source accessed and/or the type of data accessed. For
example, the business logic engine 206 may format data
associated with emails, data associated with files stored at
the computing environment 102, data associated with web
pages, and data associated with research files differently.
However, each type of data may be formatted consistently.
Thus, for example, data associated with product design files
may be transiformed or abstracted into a common format
regardless ol whether the product design files are of the same
type. As a second example, suppose that the business logic
engine 206 1s configured to record time using a 24-hour
clock format. In this second example, 11 one email applica-
tion records the time an email was sent using a 24-hour clock
format, and a second email application uses a 12-hour clock
format, the business logic engine 206 may reformat the data
from the second email application to use a 24-hour clock
format

In some embodiments, a user may define the format for
processing and storing different types of data. In other
embodiments, the business logic engine 206 may identily a
standard format to use for each type of data based on, for
example, the format that 1s most common among similar
types of data sources, the format that reduces the size of the
information, or any other basis that can be used to decide a
data format.

The business logic security manager 208 can include any
system that can implement security and data access policies
for data accessed by the collection engine 202. In some
embodiments, the business logic security manager 208 may
apply the security and data access policies to data betfore the
data 1s collected as part of a determination of whether to
collect particular data. For example, an organization may
designate a private folder or directory for each employee and
the data access policies may include a policy to not access
any files or data stored 1n the private directory. Alternatively,
or 1n addition, the business logic security manager 208 may
apply the security and data access policies to data after 1t 1s
collected by the collection engine 202. Further, in some
cases, the business logic security manager 208 may apply
the security and data access policies to the abstracted and/or
reformatted data produced by the business logic engine 206.
For example, suppose the orgamization associated with the
computing environment 102 has adopted a policy of not
collecting emails designated as personal. In this example,
the business logic security manager 208 may examine email
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to determine whether 1t 1s addressed to an email address
designated as personal (e.g., email addressed to family
members) and 11 the email 1s 1dentified as personal, the email
may be discarded by the data collection system 132 or not
processed any further by the BIM system 130.

In some embodiments, the business logic security man-
ager 208 may apply a set of security and data access policies
to any data or metadata provided to the classification system
134 for processing and storage. These security and data
access policies can include any policy for regulating the
storage and access of data obtained or generated by the data
collection system 132. For example, the security and data
access policies may 1dentify the users who can access the
data provided to the data classification system 134. The
determination of which users can access the data may be
based on the type of data. The business logic security
manager 208 may tag the data with an 1dentity of the users,
or class or role of users (e.g., mid-level managers and more
senior) who can access the data. As another example, of a
security and data access policy, the business logic security
manager 208 may determine how long the data can be stored
by the data classification system 134 based on, for example,
the type of data or the source of the data.

After the data collection system 132 has collected and, 1n
some cases, processed the data obtained from the internal
data sources 120 and/or the external data sources 122, the
data may be provided to the data classification system 134
for further processing and storage. The data classification
system 134 can include a data repository engine 222, a task
scheduler 224, an a prion classification engine 226, an a
posterion classification engine 228, a heuristics engine 230
and a set of databases 232.

The data repository engine 222 can include any system for
storing and indexing the data received from the data collec-
tion system 132. The data repository engine 222 can store
the data, including any generated indexes, at the set of
databases 232, which can include one or more databases or
repositories for storing data. In some cases, the set of
databases 232 can store data 1n separate databases based on
any factor including, for example, the type of data, the
source ol data, or the security level or authorization class
associated with the data and the class of users who can
access the data.

In some implementations, the set of databases 232 can
dynamically expand and, in some cases, the set of databases
232 may be dynamically structured. For example, if the data
repository engine 222 receives a new type of data that
includes metadata fields not supported by the existing data-
bases of the set of databases 232, the data repository engine
222 can create and 1nitialize a new database that includes the
metadata fields as part of the set of databases 232. For
instance, suppose the organization associated with the com-
puting environment 102 creates 1ts first social media account
for the organization to expand its marketing initiatives.
Although the databases 232 may have fields for customer
information and vendor information, 1t may not have a field
identifving whether a customer or vendor has indicated they
“like” or “follow” the organization on 1ts social media page.
The data repository engine 222 can create a new field in the
databases 232 to store this information and/or create a new
database to capture information extracted from the social
media account including information that relates to the
organization’s customers and vendors.

In certain embodiments, the data repository engine 222
can create abstractions of and/or classity the data received
from the data collection system 132 using, for example, the
task scheduler 224, the a prion classification engine 226, the
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a posterior1 classification engine 228, and the heuristics
engine 230. The task scheduler 224 can include any system
that can manage the abstraction and classification of the data
received from the data collection system 132. In some
embodiments, the task scheduler 224 can be included as part

of the data repository engine 222.

Data that 1s to be classified and/or abstracted can be
supplied to the task scheduler 224. The task scheduler 224
can supply the data to the a prion classification engine 226,
which can include any system that can classily data based on
a set ol user-defined, predefined, or predetermined classifi-
cations. These classifications may be provided by a user
(e.g., an administrator) or may be provided by the developer
of the BIM system 130. Although not limited as such, the
predetermined classifications generally include objective
classifications that can be determined based on attributes
associated with the data. For example, the a prion classifi-
cation engine 226 can classily communications based on
whether the communication 1s an email, an instant message,
or a voice mail. As a second example, files may be classified
based on the file type, such as whether the file 1s a drawing,
file (e.g., an AutoCAD™ file), a presentation file (e.g., a
PowerPoint™ f{ile), a spreadsheet (e.g., an Excel™ file), a
word processing file (e.g., a Word™ file), etc. Although not
limited as such, the a priori classification engine 226 gen-
erally classifies data at or substantially near the time of
collection by the collection engine 202. The a prion classi-
fication engine 226 can classity the data prior to the data
being stored 1n the databases 232. However, 1n some cases,
the data may be stored prior to or simultaneously with the a
prior1 classification engine 226 classifying the data. The data
may be classified based on one or more characteristics or
pieces ol metadata associated with the data. For example, an
email may be classified based on the email address, a
domain or provider associated with the email (e.g., a
Yahoo® email address or a corporate email address), or the
recipient of the email.

In addition to, or mnstead of, using the a prior1 classifica-
tion engine 226, the task scheduler 224 can provide the data
to the a posterion classification engine 228 for classification
or further classification. The a posterior1 classification
engine 228 can include any system that can determine trends
with respect to the collected data. Although not limited as
such, the a posterior1 classification engine 228 generally
classifies data after the data has been collected and stored at
the databases 232. However, in some cases, the a posteriori
classification engine 228 can also be used to classily data as
it 1s collected by the collection engine 202. Data may be
processed and classified or reclassified multiple times by the
a posterior1 classification engine 228. In some cases, the
classification and reclassification of the data occurs on a
continuing basis. In other cases, the classification and reclas-
sification of data occurs during specific time periods of
events. For example, data may be reclassified each day at
midnight or once a week. As another example, data may be
reclassified each time one or more ol the a posteriori
algorithms 1s modified or aifter the collection of new data.

In some cases, the a posterion classification engine 228
classifies data based on one or more probabilistic algo-
rithms. The probabilistic algorithms may be based on any
type of statistical analysis of the collected data. For example,
the probabilistic algorithms may be based on Bayesian
analysis or probabilities. Further, Bayesian inferences may
be used to update the probability estimates calculated by the
a posterior: classification engine 228. In some implementa-
tions, the a posteriori classification engine 228 may use
machine learning techmiques to optimize or update the a
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posterion algorithms. In some embodiments, some of the a
posteriont algorithms may determine the probability that a
piece or set of data (e.g., an email) should have a particular
classification based on an analysis of the data as a whole.
Alternatively, or in addition, some of the a posterior: algo-
rithms may determine the probability that a set of data
should have a particular classification based on the combi-
nation of probabilistic determinations associated with sub-
sets of the data, parameters, or metadata associated with the
data (e.g., classifications associated with the content of the
email, the recipient of the email, the sender of the email,
etc.).

For example, continuing with the email example, one
probabilistic algorithm may be based on the combination of
the classification or determination of four characteristics
associated with the email, which may be used to determine
whether to classity the email as a personal email, or non-
work related. The first characteristic can include the prob-
ability that an email address associated with a participant
(e.g., sender, recipient, BCC recipient, etc.) of the email
conversation 1s used by a single employee. This determina-
tion may be based on the email address 1tself (e.g., topic
based versus name based email address), the creator of the
email address, or any other factor that can be used to
determine whether an email address 1s shared or associated
with a particular individual. The second characteristic can
include the probability that keywords within the email are
not associated with peer-to-peer or work-related communi-
cations. For example, terms of endearment and discussion of
chuildren and children’s activities are less likely to be
included 1n work related communications. The third char-
acteristic can include the probability that the email address
1s associated with a participant domain or public service
provider (e.g., Yahoo® email or Google® email) as opposed
to a corporate or work email account. The fourth character-
istic can include determining the probability that the mes-
sage or email thread can be classified as conversational as
opposed to, for example, formal. For example, a series of
quick questions 1n a thread of emails, the use of a number of
slang words, or excessive typographical errors may indicate
that an email 1s likely conversational. The a posteriori
classification engine 228 can use the determined probabili-
ties for the above four characteristics to determine the
probability that the email communication 1s personal as
opposed to, for example, work-related, or spam email.

The combination of probabilities may not total 100%.
Further, the combination may itself be a probability and the
classification can be based on a threshold determination. For
example, the threshold may be set such that an email 1s
classified as personal i1 there 1s a 90% probability for three
of the four above parameters indicating the email 1s personal
(e.g., email address 1s used by a single employee, the
keywords are not typical of peer-to-peer communication, at
least some of the participant domains are from known public
service providers, and the message thread 1s conversational).

As another example of the a posteriori classification
engine 228 classilying data, the a posteriori classification
engine 228 can use a probabilistic algorithm to determine
whether a participant of an email 1s a customer. The a
posteriorn classification engine 228 can use the participant’s
identity (e.g., a customer) to facilitate classitying data that 1s
associated with the participant (e.g., emails, files, etc.). To
determine whether the participant should be classified as a
customer, the a posteriori classification engine 228 can
examiner a number of parameters including a relevant
Active Directory Organizational Unit (e.g., sales, support,
finance) associated with the participant and/or other partici-
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pants 1n communication with the participant, the partici-
pant’s presence in forum discussions, etc. In some cases,
characteristics used to classily data may be weighted dii-
terently as part of the probabilistic algorithm. For example,
email domain may be a poor characteristic to classily a
participant in some cases because the email domain may be
associated with multiple roles. For instance, Microsoft®
may be a partner, a customer, and a competitor.

In some 1implementations, a user (e.g., an administrator)
can define the probabilistic algorithms used by the a poste-
rior1 classification engine 228. For example, suppose cus-
tomer Y 1s a customer of business X and that the manage-
ment of business X 1s interested in tracking the percentage
ol communication between business X and customer Y that
relates to sales. Further, suppose that a number of employees
from business X and a number of employees from business
Y are 1n communication via email. Some of these employees
may be in communication to discuss sales. However, it 1s
also possible that some of the employees may be 1n com-
munication for technical support 1ssues, mvoicing, or for
personal reasons (e.g., a spouse of a business X employee
may work at customer Y ). Thus, 1n this example, to track the
percentage of communication between business X and cus-
tomer Y that relates to sales the user may define a probabi-
listic algorithm that classifies communications based on the
probability that the communication relates to sales. The
algorithm for determining the probability may be based o
a number of pieces of metadata associated with each com-
munication. For example, the metadata may include the
sender’s job title, the recipient’s job title, the name of the
sender, the name of the recipient, whether the communica-
tion 1dentifies a product number or an order number, the time
of communication, a set of keywords in the content of the
communication, etc.

Using the a posteriori classification engine 228, data may
be classified based on metadata associated with the data. For
example, the communication 1n the above example can be
classified based on whether 1t relates to sales, supplies,
project development, management, personnel, or 1s per-
sonal. The determination of what the data relates to can be
based on any criteria. For example, the determination may
be based on keywords associated with the data, the data
owner, the data author, the 1dentity or roles of users who
have accessed the data, the type of data file, the size of the
file, the data the file was created, etc.

In certain embodiments, the a posterionn classification
engine 228 can use the heuristics engine 230 to facilitate
classifying data. Further, in some cases, the a posteriori
classification engine 228 can use the heuristics engine 230 to
validate classifications, to develop probable associations
between potentially related content, and to validate the
associations as the data collection system 132 collects more
data. In certain embodiments, the a posteriori classification
engine 228 may base the classifications of data on the
associations between potentially related content. In some
implementations, the heuristic engine 230 may use machine
learning techniques to optimize or update the heuristic
algorithms.

In some embodiments, a user (e.g., an administrator) can
verily whether the data or metadata has been correctly
classified. Based on the result of this verification, 1n some
cases, the a posterion classification engine 228 may correct
or update one or more classifications of previously pro-
cessed or classified data. Further, in some implementations,
the user can verily whether two or more pieces of data or
metadata have been correctly associated with each other.
Based on the result of this verification, the a posteriori
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classification engine 228 using, for example, the heuristics
engine 230 can correct one or more associations between
previously processed data or metadata. Further, in certain
embodiments, one or more of the a posterior: classification
engine 228 and the heuristics engine 230 may update one or
more algorithms used for processing the data provided by
the data collection system 132 based on the verifications
provided by the user.

In some embodiments, the heuristics engine 230 may be
used as a separate classification engine from the a priori
classification engine 226 and the a posterior classification
engine 228. Alternatively, the heuristics engine 230 may be
used in concert with one or more of the a prion classification
engine 226 and the a posterion classification engine 228.
Similar to the a posterionn classification engine 228, the
heuristics engine 230 generally classifies data after the data
has been collected and stored at the databases 232. However,
in some cases, the heuristics engine 230 can also be used to
classity data as it 1s collected by the collection engine 202.

The heuristics engine 230 can use any type of heuristic
algorithm for classitying data. For example, the heuristics
engine 230 can determine whether a number of character-
istics are associated with the data and based on the deter-
mination, classity the data. For example, data that mentions
a product, includes price information, addresses (e.g., billing
and shipping addresses), and quantity information may be
classified as sales data. In some cases, the heuristics engine
230 can classity data based on a subset of characteristics.
For example, 11 a majority or two-thirds of characteristics
associated with a particular classification are identified as
existing 1 a set of data, the heuristics engine 230 can
associate the classification with the set of data. In some
cases, the heuristics engine 230 determines whether one or
more characteristics are associated with the data. In other
words, the heuristics engine can determine whether a par-
ticular characteristic 1s or 1s not associated with the data.
Alternatively, or 1n addition, the heuristics engine 230 can
determine the value or attribute of a particular characteristic
associated with the data. The value or attribute of the
characteristic may then be used to determine a classification
for the data. For example, one characteristic that may be
used to classily data 1s the length of the data. For instance,
in some cases, a long email may make one classification
more likely that a short email.

The a prion classification engine 226 and the a posterior:
classification engine 228 can store the data classification at
the databases 232. Further, the a posterior1 classification
engine 228 and the heuristics engine 230 can store the
probable associations between potentially related data at the
databases 232. In some cases, as classifications and asso-
ciations are updated based on, for example, user verifica-
tions or updates to the a posteriori and heuristic classifica-
tion and association algorithms, the data or metadata stored
at the databases 232 can be modified to reflect the updates.

Users can communicate with the BIM system 130 using
a client computing system (e.g., client 114, client 116, or
client 118). In some cases, access to the BIM system 130, or
to some features ol the BIM system 130, may be restricted
to users who are using clients associated with the computing
environment 102. As described above, 1n some cases, at least
some users can access the BIM system 130 to verily
classifications and associations of data by the data classifi-
cation system 134. In addition, 1n some cases, at least some
users can access at least some of the data and/or metadata
stored at the data classification system 134 using the BIM
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access system 136. The BIM access system 136 can include
a user interface 240, a query manager 242, and a query
security manager 244,

The user interface 240 can generally include any system
that enables a user to communicate with the BIM system
130. Further, the user interface 240 enables the user to
submit a query to the BIM system 130 to access the data or
metadata stored at the databases 232. Moreover, the query
can be based on any number of or type of data or metadata
fields or variables. Advantageously, 1n certain embodiments,
by enabling, a user to create a query based on any number
or type of fields, complex queries can be generated. Further,
because the BIM system 130 can collect and analyze data
from a number of internal and external data sources, a user
of the BIM system 130 can extract data that 1s not typically
available by accessing a single data source. For example, a
user can query the BIM system 130 to locate all personal
messages sent by the members of the user’s department
within the last month. As a second example, a user can query
the BIM system 130 to locate all helpdesk requests received
in a speciiic month outside of business hours that were sent
by customers from Europe. As an additional example, a
product manager may create a query to examine customer
reactions to a new product release or the pitfalls associated
with a new marketing campaign. The query may return data
that 1s based on a number of sources including, for example,
emails received from customers or users, Facebook® posts,

Twitter® feeds, forum posts, quantity of returned products,
etc.

Further, 1n some cases, a user can create a relatively
simple query to obtain a larger picture of an organization’s
knowledge compared to systems that are incapable of inte-
grating the potentially large number of information sources
used by some businesses or organizations. For example, a
user can query the BIM system 130 for information asso-
ciated with customer X over a time range. In response, the
BIM system 130 may provide the user with all information
associated with customer X over the time range, which can
include who commumnicated with customer X, the percentage
of communications relating to specific topics (e.g., sales,
support, etc.), the products designed for customer X, the
employees who performed any work relating to customer X
and the employees’ roles, etc. This information may not be
captured by a single source. For example, the communica-
tions may be obtained from an email server, the products
may be 1dentified from product drawings, and the employees
and their roles may be 1dentified by examining who accessed
specific files in combination with the employees” human
resources (HR) records.

The query manager 242 can include any system that
enables the user to create the query. The query manager 242
can cause the available types of search parameters for
searching the databases 232 to be presented to a user via the
user iterface 240. These search parameter types can include
any type ol search parameter that can be used to form a
query for searching the databases 232. For example, the
search parameter types can include names (e.g., employee
names, customer names, vendor names, etc.), data categories
(e.g., sales, 1nvoices, commumnications, designs, miscella-
neous, etc.), stored data types (e.g., strings, integers, dates,
times, etc.), data sources (e.g., internal data sources, external
data sources, communication sources, sales department
sources, product design sources, etc.), dates, etc. In some
cases, the query manager 242 can also parse a query
provided by a user. For example, some queries may be
provided using a text-based interface or using a text-field in
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a Graphical User Interface (GUI). In such cases, the query
manager 242 may be configured to parse the query.

The query manager 242 can further include any system
that enables the user to create or select a query package that
serves as the query. In certain embodiments, the query
manager 242 can maintain query packages for each user,
group of users, and/or the like. The query packages can be
stored, for example, 1n a SQL database that maintains each
user’s query packages in a table by a unique identifier. In
some embodiments, each user may have a profile that
includes a list of package 1dentifiers for that user. The query
manager 242 can cause query packages associated with the
user to be presented and made selectable via the user
interface 240. In various embodiments, the query manager
242 can also facilitate creation of new query packages. New
query packages can be made accessible to users 1n various
ways. For example, the new query packages can be created
by the user, shared with the user by another user, pushed to
the user by an administrator, or created 1n another fashion.

Further, the query manager 242 can cause any type of
additional options for querying the databases 232 to be
presented to the user via the user interface 240. These
additional options can include, for example, options relating
to how query results are displayed or stored.

In some cases, access to the data stored in the BIM system
130 may be limited to specific users or specific roles. For
example, access to the data may be limited to “Bob™ or to
senior managers. Further, some data may be accessible by
some users, but not others. For example, sales managers may
be limited to accessing information relating to sales, 1nvoic-
ing, and marketing, technical managers may be limited to
accessing 1nformation relating to product development,
design and manufacture, and executive officers may have
access to both types of data, and possibly more. In certain
embodiments, the query manager 242 can limit the search
parameter options that are presented to a user for forming a
query based on the user’s identity and/or role.

The query security manager 244 can include any system
for regulating who can access the data or subsets of data. The
query security manager 244 can regulate access to the
databases 232 and/or a subset of the information stored at the
databases 232 based on any number and/or types of factors.
For example, these factors can include a user’s identity, a
user’s role, a source of the data, a time associated with the
data (e.g., the time the data was created, a time the data was
last accessed, an expiration time, etc.), whether the data 1s
historical or current, etc.

Further, the query security manager 244 can regulate
access to the databases 232 and/or a subset of the informa-
tion stored at the databases 232 based on security restrictions
or data access policies implemented by the business logic
security manager 208. For example, the business logic
security manager 208 may 1dentify all data that 1s “sensitive”
based on a set of rules, such as whether the data mentions
one or more keywords relating to an unannounced product
in development. Continuing this example, the business logic
security manager 208 may label the sensitive data as, for
example, sensitive, and may identity which users or roles,
which are associated with a set of users, can access data
labeled as sensitive. The query security manager 244 can
then regulate access to the data labeled as sensitive based on
the user or the role associated with the user who 1s accessing
the databases 232.

Although illustrated separately, in some embodiments, the
query security manager 244 can be included as part of the
query manager 242. Further, 1n some cases, one or both of
the query security manager 244 and the query manager 242

-
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can be included as part of the user interface 240. In certain
embodiments, some or all of the previously described sys-
tems can be combined or further divided mto additional
systems. Further, some or all of the previously described
systems may be implemented 1n hardware, software, or a
combination of hardware and software.

Example Data Collection Process

FIG. 3 presents a flowchart of an example of a data
collection process 300.

The process 300 can be implemented by any system that
can access one or more data sources to collect data for
storage and analysis. For example, the process 300, in whole
or 1n part, can be implemented by one or more of the data
collection system 132, the collection engine 202, the access
manager 204, the business logic engine 206, and the busi-
ness logic security manager 208. In some cases, the process
300 can be performed generally by the BIM system 130.
Although any number of systems, in whole or 1n part, can
implement the process 300, to simplify discussion, the
process 300 will be described 1n relation to specific systems
or subsystems of the BIM system 130.

The process 300 begins at block 302 where, for example,
the collection engine 202 accesses data from the internal
data sources 120. At block 304, the collection engine 202
accesses data from the external data sources 122. In some
cases, either the block 302 or 304 may be optional. Access-
ing the data may include obtaining the data or a copy of the
data from the internal data sources 120. Further, accessing
the data may include accessing metadata associated with the
data. In some embodiments, the collection engine 202 may
obtain copies of the metadata or access the data to obtain or
determine metadata associated with the data without obtain-
ing a copy of the data. For example, in some cases, the
collection engine 202 may access email from an email server
to obtain metadata (e.g., sender, recipient, time sent, whether
files are attached, etc.) associated with email messages with
or, 1n some cases, without obtaining a copy of the email.

As previously described, accessing one or more of the
internal data sources 120 and the external data sources 122
may involve using one or more credentials or accessing one
or more accounts associated with the data sources. In such
embodiments, the collection engine 202 may use the access
manager 204 to access the credentials and/or to facilitate
accessing the data sources.

Generally, although not necessarily, the data obtained at
blocks 302 and 304 1s raw data that 1s obtained in the format
that the data 1s stored at the data sources with little to no
modification. At block 306, the business logic engine 206, as
described above, can reformat or transform the accessed or
collected data for analysis and/or storage. Reformatting the
accessed or collected data can include formatting the data to
enable further processing by the BIM system 130. Further,
reformatting the accessed or collected data can include
formatting the data in a format specified by a user (e.g., an
administrator). In addition, in certain cases, reformatting the
data can include extracting metadata from the accessed or
collected data. In some cases, block 306 can include
abstracting the data to facilitate analysis. For example,
assuming the data under analysis 1s an email, a number of
users may be i1dentified. For mstance, an email may include
a sender, one or more recipients, which may also include
users that are carbon copied, or listed on the CC line, and
Blind Carbon Copied, or listed on the BCC line, and, 1n
some cases, non-user recipients, such as lists or email
addresses that result 1n a copy of the email being placed 1n
an electronic folder for storage. Each of these users can be
abstracted as “communication participant.” The data can
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then be analyzed and/or stored with each user identified, for
example, as a “communication participant.” As another
example of abstracting the data, the text content of each type
of message can be abstracted as “message body.” Thus, an
email, a Twitter® post, and a Facebook® post, and a forum
post, and a product review can all be abstracted as “message
body.” By abstracting data, the BIM system 130 enables
more mn-depth searching across multiple data sources. For
example, a user can search for all messages associated with
communication participant X. The result of the search can
include any type of message that 1s associated with user X
including emails sent by user X, emails recerved by user X,
product review by user X, Twitter® posts by user X, etc. In
some embodiments, the databases 232 may store the
abstracted or transformed data and the original data or
references to the original sources of data. In other embodi-
ments, the databases 232 may store the abstracted or trans-
formed data in place of the original data.

In some cases, reformatting the data may be optional. For
example, 1n cases where the collection engine 202 collects
metadata from sources that share a common or substantially
similar data storage format, the block 306 may be unneces-
sary.

At block 308, the business logic security manager 208
applies a security or data access policy to the collected data.
Applying the security policy can include preventing the
collection engine 202 from accessing some data. For
example, applying the security policy can include prevent-
ing the collection engine 202 from accessing encrypted files,
files associated with a specific project or user, or files
marked private. Further, applying the security policy can
include marking or identifying data, based on the security
policy, that should not be stored at the databases 232, that
should be accessible by a set of users or roles, or that should
be 1naccessible by a set of users or roles. The business logic
security manager 208 can {filter any data marked for exclu-
sion from storage 1n the databases 232 at block 310. Further,
the business logic security manager 208 and/or the business
logic engine 206 can filter out any data to be excluded based
on a data access policy, which can be based on any type of
factor for excluding data. For example, data may be filtered
based on the age of the data, such as files created more than
five years ago or emails more than two years old.

At block 312, the business logic engine 206 or the
business logic security manager 208 may classily the col-
lected and/or filtered data. The data may be classified based
on, for example, who can access the data, the type of data,
the source of the data, or any other factor that can be used
to classily data. In some embodiments, the data may be
provided to the data classification system 134 for classifi-
cation. Some non-limiting embodiments of a process for
classitying the data are described in further detail below
with respect to the process 400, which 1s 1llustrated 1n FIG.
4.

The business logic engine 206 further formats the data for
storage at block 314. Formatting the data for storage can
include creating a low-level abstraction of the data, trans-
forming the data, or extracting metadata for storage in place
of the data. In some cases, block 314 can include some or all
of the embodiments described above with respect to the
block 306. In some embodiments, data may go through one
abstraction or transformation process at the block 306 to
optimize the data for analysis and go through another
abstraction or transformation process at the block 314 to
optimize the data for storage and/or query access. In some
embodiments, the metadata may be stored in addition to the
data. Further, the metadata, 1n some cases, may be used for
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querying the databases 232. For example, a user can search
the databases 232 for information based on one or more
metadata fields. In some embodiments, one or more of the
blocks 306 and 314 may be optional.

At block 316, the data collection system 132 can cause the
data to be stored at, for example, the databases 232. This
stored data can include one or more of the collected data, the
metadata, and the abstracted data. In some embodiments,
storing the data can include providing the data to the data
repository 222 for indexing. In such embodiments, the data
repository 222 can store the indexed data at the databases
232.

Although the process 300 was presented above 1n a
specific order, 1t 1s possible for the operations of the process
300 to be performed 1n a different order or in parallel.

For example, the business logic security manager 208
may perform the block 308, at least 1n part, prior to or in
parallel with the blocks 302 and 304. As a second example,
the business logic engine 206 may perform the block 306 as
cach 1tem of data 1s accessed or after a set of data 1s accessed
at the blocks 302 and 304.

Example Data Classification Process

FIG. 4 presents a flowchart of an example of a data
classification process 400.

The process 400 can be implemented by any system that
can classily data and/or metadata. For example, the process
400, in whole or 1n part, can be implemented by one or more
of the data classification system 134, the data repository
engine 222, the task scheduler 224, the a prion classification
engine 226, the a posteriori classification engine 228, and
the heuristics engine 230. In some cases, the process 400 can
be performed generally by the BIM system 130. Although
any number of systems, in whole or 1n part, can implement
the process 400, to simplity discussion, the process 400 will
be described 1n relation to specific systems or subsystems of
the BIM system 130.

The process 400 begins at block 402 where, for example,
the data collection system 132 accesses data from one or
more of the internal data sources 120 and the external data
sources 122. The data collection system 132 may use the
collection engine 202 to access the data. Further, the block
402 can include some or all of the embodiments described
above with respect to the blocks 302 and 304. Moreover,
some or all of the process 300 described above can be
performed as part of the process performed at block 402. In
some embodiments, the process 400 can be performed as
part of the block 312 above. In such embodiments, the block
402 may include the data collection system 132 providing
the data, a reformatted version of the data, an abstraction of
the data, and/or metadata to the data classification system
134. In some implementations, the process 400 may be
performed separately or independently of the data collection
process. In such embodiments, the block 402 may include
accessing the data from the databases 232. In some cases, the
databases 232 may include a database for classified data and
a separate database for data that has not yet been classified.

At block 404, the a prior1 classification engine 226
classifies the data based on a set of user-specified classifi-
cation rules. As previously mentioned, a developer of the
BIM system 130 or a user (e.g., an administrator) may
specily the classification rules. Further, the classification
rules can 1nclude any rules for classifying data based on the
data or metadata associated with the data. For example, data
may be classified based on the author of the data, the owner
of the data, the time the data was created, etc.

At block 406, the a posterion classification engine 228
classifies the data using a posteriori analysis. This may
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include the a posterior classification engine 228 using one
or more probabilistic algorithms to determine one or more
classifications for the data. The a posteriorn classification
engine 228 can use any type of probabilistic algorithm for
classitying the data. For example, the classification may be
based on one or more Bayesian probability algorithms. As
another example, the a posterior: classification may be based
on clustering of similar or dissimilar pieces of data. One
example of such an approach that can be adapted for use
herein 1s the Braun-Blanquet method that 1s sometimes used
in vegetation science. One or both of the a prion classifi-
cation and the a posterior1 classification may be based on one
or more variables or criteria associated with the data or
metadata.

In some embodiments, the a posteriori classification
engine 228 may use the heuristics engine 230 to facilitate
calculating the probabailistic classifications of the data. For
example, the a posteriort classification engine 228 can
modily the probabilities used to classily the data based on a
determination of the heuristics engine 230 of the accuracy of
the classification of previously classified data. The heuristics
engine 230 may determine the accuracy of the classification
of previously classified data based on, for example, feedback
by the user. This feedback may include, for example, manual
reclassification of data, indications by a user of the accuracy
of prior classifications, indications of the accuracy or use-
fulness of query results from querying the databases 232 that
include the classified data, etc. Further, the heuristics engine
230 may determine the accuracy of the classification of
previously classified data based on, for example, the clas-
sifications of data accessed more recently than the previ-
ously classified data. In some cases, the more recent data
may have been accessed before or at the same time as the
previously classified data, but may be classified after the
previously classified data.

At block 408, the heuristics engine 230 can classify data
using a heuristics analysis. As previously described, 1n some
cases, the heuristics engine 230 can classily the data based
on the number or percentage of characteristics or attributes
associated with the data that match a particular classifica-
tion.

In some embodiments, the task scheduler 224 schedules
one or more of the blocks 404, 406, and 408. Further, 1n
some cases, the task scheduler 224 may determine whether
to perform the process 400 and/or one or more of the blocks
404, 406, and 408. In some cases, one or more of the blocks
404, 406, and 408 may be optional. For instance, an initial
classification may be associated with data when 1t 1s col-
lected via the process associated with the block 404. The
data may then be further classified or reclassified at collec-

tion, or at a later time, using the process associated with the
block 406, the block 408, or a combination of the blocks 406

and 408.

At block 410, the data repository engine 222 stores or
causes to be stored the data and the data classifications at the
databases 232. In some cases, the data repository engine 222
may store metadata associated with the data at the databases
232 mstead of, or 1n addition to, storing the data.

At block 412, the data repository engine 222 can update
the a posteriori algorithms based on the classifications
determined for the data. In addition, or alternatively, the a
posteriornt algorithms may be updated based on previously
classified data. The a posterior1 algorithms may be updated
based on customer feedback and/or the determination of the
heuristics engine 230 as described above with respect to the
block 406. Further, updating the a posterior1 algorithms may
include moditying the probabilistic weights applied to one
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or more variables or pieces of metadata used to determine
the one or more classifications of the data. Moreover,
updating the a posterior1 algorithms may 1include modifying,
the one or more variables or pieces ol metadata used to
determine the one or more classifications of the data. In

some cases, the block 412 can include modifying the heu-
ristic algorithms used at the block 408. For example, the
number of characteristics required to classity the data with
a particular classification may be modified. In addition, or

alternatively, the weight applied to each of the characteris-
tics may be modified at the block 412.

As with the process 300, 1t 1s possible for the operations
of the process 400 to be performed 1n a different order or 1n
parallel. For example, the blocks 404 and 406 may be
performed 1n a different order or in parallel.

Example Data Query Process Using User-Provided Query

FIG. 5 presents a tlowchart of an example of a data query
process 500. The process 500 can be implemented by any
system that can process a query provided by a user or
another system and cause the results of the query to be
presented to the user or provided to the other system. For
example, the process 500, in whole or 1 part, can be
implemented by one or more of the BIM access system 136,
the user interface 240, the query manager 242, and the query
security manager 244. In some cases, the process 300 can be
performed generally by the BIM system 130. Although any
number of systems, in whole or 1n part, can implement the
process 500, to simplify discussion, the process 500 will be
described 1n relation to specific systems or subsystems of the
BIM system 130.

The process 500 begins at block 502 where, for example,
the user interface 240 receives a set of one or more search
parameters from a user via a client (e.g., the client 114). In
some embodiments, the search parameters may be provided
by another computing system. For example, in some
embodiments, an application runmng on a server (not
shown) or a client (e.g., the client 116) may be configured to
query the BIM system 130 1n response to an event or at a
predetermined time. The application can then use the result
of the query to perform an application-specific process. For
instance, an application or script may be configured to query
the BIM system 130 every month to determine the workload
of each employee or of the employees 1n a specific depart-
ment of an organization to determine, for example, whether
additional employees are needed or whether the allocation of
human resources within different departments should be

redistributed. In this example, the application can determine
whether to alert a user based on the result of the determi-
nation.

In some implementations, a user can provide a text-based
query to the user interface 240. This text-based query can be
parsed by, for example, the user interface 240 and/or the
query manager 242. Alternatively, or 1n addition, the user
interface 240 can provide a set of query options and/or fields
that a user can use to formulate a query of the BIM system
130. The query options or fields can include any type of
option or field that can be used to form a query of the BIM
system 130. For example, the query options or fields can
include tags, classifications, time ranges, keywords, user
identifiers, user roles, customer identifiers, vendor i1dentifi-
ers, corporate locations, geographic locations, etc. In some
embodiments, the query options and/or search fields pre-
sented to a user may be generated based on the data stored
in the databases 232. For example, 11 the databases 232
includes email data, a sender field and a recipient field may
be available for generating a query. However, 1 the data-
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bases 232 lacks any email data, the sender and recipient
fields may not be available for generating a query.

In some cases, the query security manager 244 can limit
or determine the fields or options that the user interface 240
can present to the user based on, for example, the user’s
permissions or the user’s role. For example, fields relating to
querying the BIM system 130 regarding the content of a
business’s email may be unavailable to a user who 1s not
authorized to search the contents of collected email. For
instance, searching the content of emails may be limited to
the legal department for compliance purposes. Other users
may be prohibited from searching the email content for
privacy reasons.

At block 504, the query manager 242 formats a query
based on the search parameters received at block 502.
Formatting the query may include transforming the search
parameters and query options provided by the user imnto a
form that can be processed by the data repository engine
222. In certain embodiments, the block 504 may be optional.
For example, 1n some cases the search parameters may be
provided by the user in a form of a query that can be
processed by the BIM system 130 without modification.

At block 506, the user interface 240 receives one or more
user credentials from the user. In some cases, the user
credentials may be recerved from an application. The user
credentials can include any type of credential or identifier
that can be used to identify a user and/or determine a set of
permissions or a level of authorization associated with the
user. At block 508, the query security manager 244 can
validate the user, or application, based at least 1n part on the
user credentials received at the user interface 240. Validating
the user can include identifying the user, identifying per-
missions associated with the user, the user’s role, and/or an
authorization level associated with the user. In some
embodiments, 11 the query security manager 244 1s unable to
validate the user or determines that the user lacks authori-
zation to access the BIM system 130 and/or query the
databases 232, the query security manager 244 may reject
the user’s query. Further, the user interface 240 may inform
the user that the user 1s not authorized to access the BIM
system 130 or to query the databases 232. In some imple-
mentations, if the user identifies as a guest or 1f the query
security manager 244 1s unable to validate the guest, the user
may be associated with a guest 1dentity and/or a set of guest
permissions, which may permit limited access to the BIM
system 130 or the data stored at the databases 232. In some
cases, a guest may receive full access to the BIM system
130. However, the actions of the guest may be logged or
logged differently than the actions of an identified user.

At block 510, the query security manager 244 attaches the
user permissions to the query. Alternatively, or 1n addition,
the query security manager may attach the user’s identity,
role, and/or authorization level to the query. In some
embodiments, one or more of the blocks 506, 508, and 510
may be optional.

At block 512, the query manager 242 retrieves data,
and/or metadata, satistying the query. In some implementa-
tions, the block 512 may include providing the query to the
data repository engine 222 for processing. The data reposi-
tory engine 222 can then query the databases 232 to obtain
data that satisfies the query. This data can then be provided
to the query manager 242.

At decision block 514, the query security manager 244
can determine whether the user has permission, or 1s autho-
rized, to access the data that satisfies the query. Determining
whether the user has permission to access the data may be
based on any type of factor that can be used to determine
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whether a user can access data. For example, the determi-
nation may be based, at least 1n part, on the user’s creden-
tials, the user’s permissions, a security level associated with
the data, etc. In some cases, the data repository engine 222
may perform the decision block 514 as part of the process
associated with the block 512.

If the query security manager 244 determines that the user
does not have permission to access the data, the query
security manager 244 rejects the user query at block 516. In
some cases, rejecting the user query may include informing
the user that the query 1s not authorized and/or that the user
1s not authorized to access the data associated with the query.
In other cases, rejecting the user query may include doing
nothing or presenting an indication to the user that no data
satisfies the user’s query.

If the query security manager 244 determines that the user
does have permission to access the data, the user interface
240 provides the user with access to the data at block 518.
Providing the user with access to the data can include
presenting the data on a webpage, 1n an application-gener-
ated window, 1n a {file, 1n an email, or any other method for
providing data to a user. In some cases, the data may be
copied to a file and the user may be imnformed that the data
1s ready for access by, for example, providing the user with
a copy of the file, a link to the file, or a location associated
with the file.

With some queries, a user may be authorized to access
some data that satisfies the query, but not other data that
satisfies the query. In such cases, the user may be presented
with the data that the user 1s authorized to access. Further,
the user may be informed that additional data exists that was
not provided because, for example, the user was not autho-
rized to access the data. In other cases, the user may not be
informed that additional data exists that was not provided.

In some embodiments, the decision block 514 and block
516 may be optional. For example, in some cases where the
search parameters available to a user are based on the user’s
permissions, decision block 514 may be supertluous. How-
ever, 1 other embodiments, both the search parameters
available to the user and the data the user can access are
independently determined based on the user’s permissions.

Advantageously, 1n certain embodiments, the process 500
can be used to 1dentily new information and/or to determine
trends that would be more diflicult or identify or not possible
to 1dentily based on a single data source. For example, the
process 500 can be used to 1dentily the most productive and
least productive employees of an organization based on a

variety of metrics. Examining a single data source may not
provide this mformation because employees serve diflerent
roles. Further, different employees are unproductive in dif-
ferent ways. For example, some employees may spend time
an 1mordinate amount of time on social networking sites or
emailing iriends. Other employees may procrastinate by
playing games or by talking in the kiatchen. Thus, examining,
only email use or Internet activity may not provide an
accurate determination of which employees are more pro-
ductive. In addition, some employees can accomplish more
work 1n less time than other employees. Thus, to determine
which employees are the most productive during working
hours requires examining a number of data sources. The
BIM system 130 makes this possible by enabling a user to
generate a query that relates the amount of time 1n the office
to the amount of time spent procrastinating at different types
of activities to the number of work-related tasks that are
accomplished.

As a second example, the BIM system 130 can be used to
identily the salespersons and the communications tech-
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niques that are most effective for each customer. For
instance, a user can generate a query that relates sales, the
method of communication, the content of communication,
the salespersons contacting each of the customers, and the
customers. Based on the result of this query, a manager may
be able to determine that certain salespersons generate larger
sales when using a particular communication method with a
particular customer while other salespersons may be more
cellective with a different communication method with the
particular customer or may be more eflective with other
customers.

An additional example of an application of the BIM
system 130 can include gauging employee reaction to an
executive memorandum or a reorganization announcement.
Queries can be generated to access all communications
associated with the memorandum or announcement. Alter-
natively, or i addition, queries can be generated to identify
the general mood of employees post memorandum or
announcement. These queries can examine the tone of
emails and other communications (e.g., social networking
posts, etc.). Additional examples of applications for using
the BIM system 130 can include determining whether
employees are communicating with external sources 1n a
manner that adheres to corporate policies, communicating
with customers 1n a timely fashion, or accessing data that 1s
unrelated to their job role.

Example of a Heuristics Engine

FIG. 6 illustrates an example of a heuristics engine 602.
In a typical embodiment, the heuristics engine 602 operates
as described with respect to the heuristics engine 230 of FIG.
2. In a typical embodiment, the heuristics engine 602 1is
operable to perform a heuristics analysis for each of a
plurality of different classifications and thereby reach a
classification result for each classification. The classification
result may be, for example, an indication whether a given
classification should be assigned to given data. For purposes
of simplicity, the heuristics engine 602 may be periodically
described, by way of example, with respect to a single
classification.

The heuristics engine 602 includes a profiling engine 604
and a comparison engine 606. In a typical embodiment, the
profiling engine 604 1s operable to develop one or more
proflles 608 by performing, for example, a multivaniate
analysis. For example, in certain embodiments, the one or
more profiles 608 may relate to what constitutes a personal
message. In these embodiments, the profiling engine 604 can
perform a multivariate analysis of communications known
to be personal messages 1n order to develop the one or more
profiles 608. In some embodiments, the one or more profiles
608 can also be manually established.

In typical embodiment, the one or more profiles 608 can
cach include an inclusion list 610 and a filter list 612. The
inclusion list 610 can include a list of tokens such as, for
example, words, that have been determined to be associated
with the classification to which the profile corresponds (e.g.,
personal message, business message, etc.). In a typical
embodiment, for each token in the inclusion list 610, the
appearance of the token 1n a communication makes it more
likely that the communication should be assigned the clas-
sification. The filter list 612 can include a list of tokens such
as, for example, words, that have been determined to have
little to no bearing on whether a given communication
should be assigned the classification. In some embodiments,
the filter list 612 may be common across all classifications.

In certain embodiments, the inclusion list 610 may be
associated with statistical data that 1s maintained by the
profiling engine 604. Based on the statistical data, the one or




US 10,157,358 Bl

23

more profiles 608 can provide means, or expected values,
relative to the inclusion list 610. In some embodiments, the
expected value may be based on an mput such as a length of
a given communication (e.g., a number of characters or
words). According to this example, the expected value may
be an expected number of “hits” on the 1inclusion list 610 for
a personal message of a particular length. The particular
length may correspond to a length of the given communi-
cation. By way of further example, the expected value may
be an expected percentage of words of a personal message
that are “hits” on the inclusion list 610. Optionally, the
expected percentage may be based on a length of the given
communication in similar fashion to that described above
with respect to the expected number of “hits.”

The comparison engine 606 1s operable to compare data
to the one or more profiles 108 based on configurations 612.
The configurations 612 typically include heuristics for estab-
lishing whether data should be classified 1nto the classifica-
tion. In particular, the configurations 612 can include one or
more thresholds that are established relative to the statistical
data maintained by the profiling engine 604. For example,
cach threshold can be established as a number of standard
deviations relative to an expected value.

For example, continuing the personal-message classifica-
tion example described above, the configurations 614 may

require that an actual value of a given metric for a new
communication not be more than two standard deviations
below the expected value of the given metric. In this fashion,
if the actual value 1s not more than two standard deviations
below the expected value, the new communication may be
assigned the classification. The given metric may be, for
example, a number or percentage of “hits” as described
above.

Example of a Heuristics Process

FIG. 7 presents a flowchart of an example of a heuristics
process 700 for classifying data into a classification. The
process 700 can be implemented by any system that can
classily data and/or metadata. For example, the process 700,
in whole or i part, can be implemented by a heuristics
engine such as, for example, the heuristics engine 230 of
FIG. 2 or the heuristics engine 602 of FIG. 6. In some cases,
the process 700 can be performed generally by the BIM
system 130. Although any number of systems, in whole or
in part, can implement the process 700, to simplily discus-
sion, the process 700 will be described 1n relation to the
heuristics engine. The process 700 begins at step 702.

At step 702, the heuristics engine receives new data. The
new data may be considered to be representative of any data,
inclusive of metadata, for which classification 1s desired.
The new data may be, for example, a new communication.
From step 702, the process 700 proceeds to step 704. At step
704, the heuristics engine 1dentifies one or more comparison
attributes in the new data. For example, the one or more
comparison attributes may be actual values for given metrics
such as, for example, a number or percentage of “hits” on an
inclusion list such as the inclusion list 610 of FIG. 6. From
step 704, the process 700 proceeds to step 706.

At step 706, the heuristics engine compares the one or
more comparison attributes with one or more thresholds.
The one or more thresholds may be defined as part of
configurations such as, for example, the configurations 614
of FIG. 6. From step 706, the process 700 proceeds to step
708. At step 708, the heuristics engine determines whether
classification criteria has been satisfied. In a typical embodi-
ment, the classification criteria 1s representative of criteria
for determining whether the new data should be assigned the
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classification. The classification criteria may specity, for
example, that all or a particular combination of the one or
more thresholds be satisfied.

I1 1t 1s determined at step 708 that the classification criteria
not been satisfied, the process 700 proceeds to step 712
where the process 700 ends without the new data being
assigned the classification. I 1t 1s determined at step 708 that
the classification criteria has been satisfied, the process 700
proceeds to step 710. At step 710, the heuristics engine
assigns the classification to the new data. From step 710, the
process 700 proceeds to step 712. At step 712, the process
700 ends.

Example of Query Packages

In certain embodiments, data queries as described with
respect to FIGS. 1-5 may also be accomplished using query
packages. A query package generally encapsulates package
attributes such as, for example, search parameters as
described above with respect to queries, as long with other
package attributes that enable enhanced functionality. For
example, a query package can further encapsulate a package
attribute that specifies a type of data visualization that 1s to
be created using the queried data. The type of data visual-
ization can include, for example, scatterplots, pie charts,
tables, bar charts, geospatial representations, heat maps,
chord charts, iteractive graphs, bubble charts, candlestick
charts, stoplight charts, spring graphs, and/or other types of
charts, graphs, or manners ol displaying data.

In some embodiments, query packages may run one
specific query. In various other embodiments, query pack-
ages may run multiple queries. Table 1 below lists exem-
plary package attributes that can be included in a given
query package.

TABLE 1

PACKAGE
ATTRIBUTE(S)

DESCRIPTION

A name by which the query package can be
referenced.
A description of the query package’s operation.

Package Name

Package
Description
Security Scope Optionally specify a security and data access policy
as described with respect to FIG. 2.

Specifies a type of data visualization such as, for
example, scatterplots, pie charts, tables, bar charts,
geospatial representations, heat maps, chord charts,
interactive graphs, bubble charts, candlestick charts,
stoplight charts, spring graphs, and/or other types of
charts, graphs, or manners of displaying data.

In cases where the package is representative of
multiple queries, the visualization attribute may be
represented as an array of visualizations that can
cach have a visualization type, a data source, and a
target entity (e.g., entity that i1s being counted such
as, for example, messages, message participants,
etc.)

Retrieves data according to, for example, one or

Visualization

Default Group-

By Field more data columns (e.g., by location, department,
etc.).

Aggregation A time period such as, for example, daily, hourly,

Period etc.

Data- Specifies one or more algorithms that attempt to

Smoothing capture important patterns in the data, while leaving

Attributes out noise or other fine-scale structures/rapid
phenomena.

Visualization- Certain types of visualizations may require

Specific additional attributes such as, for example,

Attributes specification of settings for sorting, number of

elements 1n a data series, etc.

Data (or fields) related to the query that can be used
to categorize data. Particular values of facets can be
used, for example, to constrain query results.

Facet Names
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TABLE 1-continued
PACKAGE
ATTRIBUTE(S) DESCRIPTION
Array of An array of entities that can each have, for example,
Entities a name, entity type (e.g., message), filter expression,

and a parent-entity property.

An array of facets that can each have, for example, a
name, group-by field, and a minimum/maximum
number of results to show.

Array of Facets

In a typical embodiment, query packages can be shared
among users or distributed to users, for example, by an
administrator. In a typical embodiment, one user may share
a particular query package with another user or group of
users via the user interface 240. In similar fashion the other

user or group of users can accept the query package via the
user interface 240. Therefore, the query manager 242 can
add the shared query package for the user or group of users.
As described above, the query manager 242 generally main-
tains each user’s query packages in a table by a unique
identifier. In a typical embodiment, query packages further
tacilitate sharing by specitying data and data sources 1n a
relative fashion that 1s, for example, relative to a user
running the query. For example, package attributes can refer
to data owned by a user running the query or to data that 1s
owned by users under the supervision of the user running the
query rather than to specific data or users.

Example Data Query Process Using Query Packages

FIG. 8 presents a flowchart of an example of a data query
process 800 that uses query packages. The process 800 can
be implemented by any system that can process a query
package provided by a user or another system and cause the
results of a query encapsulated therein to be presented to the
user or provided to the other system. For example, the
process 800, 1n whole or 1n part, can be implemented by one
or more ol the BIM access system 136, the user interface
240, the query manager 242, and the query security manager
244. In some cases, the process 800 can be performed
generally by the BIM system 130. Although any number of
systems, 1n whole or in part, can implement the process 800,
to simplify discussion, the process 800 will be described 1n
relation to specific systems or subsystems of the BIM system
130.

The process 800 begins at block 802 where, for example,
the user interface 240 from a user a selection of a query
package. In various embodiments, the query package may be
selected from a list or graphical representation ol query
packages. As described above, the query package typically
specifies a data visualization based on a data query. In
various embodiments, the query package may specily more
than one data visualization and/or be based on more than one
data query. At block 804, the query manager 242 formats one
or more queries based on the query package selected at block
802. In certain embodiments, the block 804 may be optional.
For example, in some cases the query package may already
include a query that can be processed by the BIM system
130 without modification.

At block 806, the user interface 240 receives one or more
user credentials from the user. In some cases, the user
credentials may be recerved from an application. The user
credentials can include any type of credential or i1dentifier
that can be used to 1dentily a user and/or determine a set of
permissions or a level of authorization associated with the
user. At block 808, the query security manager 244 can
validate the user, or application, based at least 1n part on the
user credentials received at the user interface 240. Validating,
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the user can include i1dentifying the user, identifying per-
missions associated with the user, the user’s role, and/or an
authorization level associated with the user. In some
embodiments, 11 the query security manager 244 1s unable to
validate the user or determines that the user lacks authori-
zation to access the BIM system 130 and/or query the
databases 232, the query security manager 244 may reject
the one or more queries. Further, the user interface 240 may
inform the user that the user 1s not authorized to access the
BIM system 130 or to query the databases 232. In some
implementations, 1i the user identifies as a guest or 1f the
query security manager 244 1s unable to validate the guest,
the user may be associated with a guest identity and/or a set
of guest permissions, which may permit limited access to the
BIM system 130 or the data stored at the databases 232. In
some cases, a guest may receive full access to the BIM
system 130. However, the actions of the guest may be
logged or logged diflerently than the actions of an 1dentified
user.

At block 810, the query security manager 244 attaches the
user permissions to the one or more queries. Alternatively, or
in addition, the query security manager may attach the user’s
identity, role, and/or authorization level to the one or more
queries. In some embodiments, one or more of the blocks
806, 808, and 810 may be optional.

At block 812, the query manager 242 retrieves data,
and/or metadata, satistfying the one or more queries. In some
implementations, the block 812 may include providing the
one or more queries to the data repository engine 222 for
processing. The data repository engine 222 can then query
the databases 232 to obtain data that satisfies the one or more
queries. This data can then be provided to the query manager
242,

At decision block 814, the query security manager 244
can determine whether the user has permission, or 1s autho-
rized, to access the data that satisfies the one or more
queries. Determining whether the user has permission to
access the data may be based on any type of factor that can
be used to determine whether a user can access data. For
example, the determination may be based, at least 1n part, on
the user’s credentials, the user’s permissions, a security level
assoclated with the data, etc. In some cases, the data
repository engine 222 may perform the decision block 814
as part of the process associated with the block 812.

If the query security manager 244 determines that the user
does not have permission to access the data, the query
security manager 244 rejects the one or more queries at
block 816. In some cases, rejecting the one or more queries
may 1nclude iforming the user that the query package not
authorized and/or that the user 1s not authorized to access the
data associated with the query package. In other cases,
rejecting the one or more queries may iclude doing nothing
or presenting an indication to the user that no data satisfies
the query package.

If the query security manager 244 determines that the user
does have permission to access the data, the query manager
242 (or a separate visualization component) generates the
data visualization at block 818. At block 820, the user
interface 240 provides the data visualization to the user.
Providing the user the data visualization can include pre-
senting the data visualization on a webpage, 1n an applica-
tion-generated window, 1n a file, 1n an email, or any other
method for providing data to a user. In some cases, the data
visualization may be copied to a file and the user may be
informed that the data visualization 1s ready for access by,
for example, providing the user with a copy of the file, a link
to the file, or a location associated with the file.
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FIG. 9 illustrates an example of a user interface that can
be used by a user to select a query package.
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TABLE 2-continued

FIG. 10 illustrates an example of a user interface that can ~ ENIIIY  FIELD DAIATYPE
be used by a user to create or modily a query package. Nare String
Example of a Data Model 5 Platform Enum (Message Platform
Table 2 below provides an example of a data model that Type)
can be utilized by a BIM system such as, for example, the Lype Enum (Message Address
: : Type
BIM system 130. In particular, Table 2 illustrates several DNS Narme String
entities that can be used to model communications such as, Domain  Address Entities (Messaging Address)
for example, personal communications or business commu- 10 Person  All Reports Entities (Person Snapshot)
nications. Snapshot Company Str%ng
Department String
Direct Reports Entities (Person Snapshot)
TARBILE 2 First Name String
Full Name String
ENTITY FIELD DATA TYPE 15 History Entity (Person History)
ID String
Message  Body String Initials String
Classifications Strings Job Title String
Content String Last Name String
Date Date Time Manager Entity (Person Snapshot)
External Recipients Entities (Message Participant) Managers Entities (Person Snapshot)
File Attachments Entities (File) 20 Messaging Addresses Entities (Message Address)
In reply to Entity (Message) Message Participants
Internal Recipients Entities (Message Participant) Office String
Is Encrypted Boolean OuU String
Message Attachments Entities (Messages) Snapshot Date Date Time
Message 1Ds Strings Street Address Complex Type (Street
Original Message ID String 25 Address)
Participants Entities (Message Participant) Telephone Numbers Strings
Platform Enum (Message Platform Street City String
type) Address Country or Region String
Recipients Entities (Message Participant) PO Box String
Send Date Date Time State or Province String
Send Time of Day Time 30 Street String
Sender Entity (Message Participant) Zip or Postal Code String
Size Integer Person Current Entity (Person)
Subject String History Historic Entities (Person)
Thread Entity (Message Thread) ID String
Type Enum (Message Address Messages Entities (Message)
Type) 35 Timestamp Date Time
Message  Date Date Time Message 1D String
Par- Deletion Date Date Time Thread Messages Entities (Message)
ticipant Delivery Time Time Span Participants Entities (Message Participant
Has Been Delivered Boolean Thread subject String
ID String Timestamp Date Time
Is Addressed in BCC Boolean File Filename String
Is Addressed in CC Boolean 40 ID String
Is Addressed in TO Boolean Messages Entities (Message)
Is External Recipient Boolean Modified Date Date Time
Is Internal Recipient Boolean Size Integer
Is Recipient Boolean Hash String
Is Sender Boolean
MessgeAsSender Entity (Message) 45
MessageAsInternalRecipient  Entity (Message) Examples of Utilization of a BIM Access System
MessageAsExternalRecipient  Entity (Message) Table 3, Table 4, and Table 5 below provide several
Message Address Entity (Message Address)
b . examples of how a BIM access system such as, for example,
erson Entity (Person Snapshot) e .
Receipt Date Date Time the BIM access system 136, can be utilized. In various
Receipt Time of Day Time 50 embodiments, each example may be implemented as user-
Responses Entity (Message) generated queries or query packages as described above. In
Response Time Time Span . : -

M . . . particular, Table 3 1llustrates uses cases for gleaning opera-
essage  Domain Entity (ONS Domain) _ .0 ) :
Address  Is External Boolearn tional insights. Table 4 1llustrates use cases for gleaning
Is Internal Boolean business insights. Table 5 illustrates uses cases for gleaning

compliance sights.
TABLE 3
USER
USE CASE PERSONA POTENTIAL OBJECTIVE(S) INPUT OUTPUT
Find Lost Helpdesk 1. Help a mail user unders7tand Sender name, Indication
Message Personnel why they (or a recipient) apparently recipient name, whether message
(Helpdesk) didn’t receive a message; message date was delivered

2. Help that user prove whether the
message was delivered or not, or
whether message was caught by junk
filter; and

range, and and, 1f not, a

message subject. location of where
message was last

located.



USE CASE

Find Lost

Message (Self-

Service)

Track
Anticipated
Message

Measure
Internal Mail
Delivery time
Compliance

Analyze
Internal Mauil
Delivery
Times

Diagnose Slow

or Lost
Delivery for a
Particular

Message

Compare and

Trend Usage
ACTOSS

Communication

Systems

Analyze Non-

Delivery

Reports
(NDR’s)

View List of
Messages
Details of a
Message Stats
Report

Ensure
Encrypted
Message
Usage

USER
PERSONA

Mail User

Mail User

I'T Manager

Messaging

Administrator

Messaging
Administrator

IT Manager,
Executive

Messaging and

Messaging
Administrator

Messaging
Administrator,
Management

Messaging
Administrator,
Management
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TABLE 3-continued

POTENTIAL OBIJECTIVE(S)

3. Escalate the problem to IT if
there i1s a system problem.

1 Understand why someone
apparently didn’t receive a message |
sent them.

2. Discover whether the message
was actually delivered.

3. Report a system problem to IT if
necessary.

1. Determine whether a specific

INPUT

Sender name,

recipient name,
message date/time,
message subject

Sender name,

person sent a message that was expected recipient name,

to be sent.

2. Determine whether the message

was actually sent, or lost in transit.

1. Track the average and maximum
message delivery times of internal mail
system.

1. Show and trend the delivery times
between internal servers,

2. Identify problem areas, or future
problem areas, regarding inter-
organization mail delivery,

1. Investigate why a particular
message was slow to be delivered,
2. Determine whether there is a
problem with the mail system

3. Take any necessary corrective
action,

1. Regularly compare and trend the
usage of different communications
systems.

2. Perform capacity planning and
make infrastructure mmvestment
decisions.

3. Track changes 1n user behavior

to communication usage directives.

1. Show point-in-time, and trending,
of an aggregate number and type of
NDRs (e.g., rejected, bounced, blocked,
email error).

2. Detect and troubleshoot NDR
issues with my messaging system, and
identify trends BIM

1. Drill into the details of a message
report to see a list of messages sent on
received by a particular user.

2. Perform light-weight auditing and
forensics.

3. Further understand the message
report (e.g., what 1s the subject of
messages going to a particular email
domain).

1. Understand who and how many
encrypted messages are being sent on
which network.

2. Track adherence to corporate
policy on encrypted message use.

message date range

Source (mailbox/
site), target
(mailbox/site)

Source (mailbox/
site), target
(mailbox/site),
filter (maximum
delivery time
between 2 end-
points)

Sender, recipient,
message date/
time, subject
wildcard, Filter on
message header
(including x-
headers)

Date range, data
sources (Exchange,
Lync/OCS), users
(department/site)

Date time range,
target domain, site,
server, sender

Date range,
mailbox, type of
message (sent or
recerved)

“Network™
(1dentified by
domain, 1p-subnet,
ip-address).
Recipient, date
range.
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OUTPUT

Was message
delivered or 1s it
in transit

Was message sent
and delivered or is
it 1n transit

Textual output of
compliance
results, drill-into
the “Analyze
Internal Mail
Delivery Times”
scenario (and
accompanying
charts) to find out
where your SLA
was NOT met.
Trend charts of
overall, site to
site, or server to
server average /
maximuin
delivery times

Details of
message delivery
path and timing

Trend of relative
platform usage
over time, point-
in-time chart

Table with
aggregate
numbers by type,
Charts for
trending of NDRs
by type, Optimal:
Pivot Viewer to
slice- and-dice the
data (which
senders are
generating NDRs,
etc. . . to help vou
diagnose the
problem)

List of messages
and corresponding
details

Show me all

encrypted
messages that

didn’t meet the

criteria. Volume

number + textual
output of



USE CASE

Understand
Connector
Capacity and
Distribution

Troubleshoot
Connector

Message Flow

Understand
User Client
Usage

Understand
Mobile
Infrastructure
Usage

Understand
Usage of
“Special”
Messages
(using
message

headers)

Search for
“Special
Messages™
(customer
defined)
Alert on
Abnormal
Message
Volume

Investigate
Abnormal

Message
Volume

USER
PERSONA

Messaging
Administrator

Messaging
Administrator

IT Manager,
Messaging
Administrator,
Executives

Messaging
Administrator

Messaging
Administrator

Messaging
Administrator

Messaging
Administrator

Messaging
Administrator

31
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TABLE 3-continued

POTENTIAL OBIJECTIVE(S)

1. See aggregate number of messages

and specific message-level details being
sent or received over a particular MTA,

where MTA can be, for example, an
Exchange Server (2003 Front-End or
2007 HUB Transport) or Exchange
HUB Receive Connector.

2. Understand how busy the

connectors are and plan for over/under

saturated connectors accordingly.
3. Report on which external
peripheral mail servers and other
systems are sending messages over

which connectors.

1. See real-time message activity

aAcross connectors.

2. Troubleshoot a message flow issue
which could be caused by either a

connector issue or an external event (e.g.
DOS attack, SPAM, looping message).

1. Compare usage

ACTOSS Imessaging

clients (Outlook/OWA/BlackBerry/

ActiveSync).

Understand usage of desktop vs. mobile

and justify ROI where necessary,

possible risk mobil

2. Determine whether people are
trending towards not using desktop

computers.

1. Understand mobile (e.g.,
BlackBerry, ActiveSync) usage on my
messaging mirastructure Perform
capacity planning for my mobile

growth

1. Find all the messages that have
originated from specific end-user mail

clients or servers,

2. Assess risks or determine usage.
Special messages generally have
particular metadata 1n the X-Headers

such as mail classi

fication,

1. Find all the messages that have

particular message

header criteria

2. Discover messages sent from non-
Exchange servers and flexible specific

ITCSSage searches.

1. Learn about abnormal message

volumes for a user, server, connector, or

queue.

2, Be alerted of a potential problem
and investigate (see next scenario).
1. Investigate a period of abnormal
message volume (could be on a user,

server, connector, or a queue).

Determine 1if its spam being recerved or

& assessment UsSdge.

INPUT

Filter (DSN or
NDR, External vs.
Internal), Date
time range,
Exchange Server
or Connector and
Edge servers

Exchange Server
or Connector and
Edge servers,
inbound or
outbound, domain
or queue
(associated with
the connector).

Date time range,
users, groups,
devices

Server End-points,
Date time range,
devices

Date time range,
users, specific
message header
information

Date time range,
major header fields
(date/time, sender,
recipient(s),
subject, etc. . .)
Date time range,
server/queue,
connector, use

Date time range,
target filter (server,

queue, user, filter)
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OUTPUT

messages in
violation
Aggregate
message counts
by connector
(chart), individual
message details
(including client-
ip, client-
hostname, server-
Ip, server-
hostname,
connector-id,
event-id,
recipient-address,
total-bytes,
recipient-count,
sender-address,
message-subject),
Topology
Visualization
Aggregate
message counts
by connector
(chart), individual
message details
(including client-
ip, client-
hostname, server-
1p, server-
hostname,
connector-id,
event-1d,
reciplent-address,
total-bytes,
reciplent-count,
sender-address,
message-subject),
Topology
Visualization
Aggregate
numbers for users
and groups,
Charting,
Trending,
Comparison
across users and
groups, Pivot
Viewer

Overall aggregate
numbers for end-
point, Trending

Charts, pivots of
aggregate
numbers,
aggregate trends,
List of messages
and details,
message volumes
grouped by header
information.

List of messages
and details

Notification

Topology, list of
messages with

details, message
volumes grouped



USE CASE

Investigate
Potential Spam
Messages
Originating
from my
Organization
View Internal
Infrastructure
Distribution

USE CASE

Understand
User Response
Times

Investigate
Employee
Communications

Measure User
Productivity

Track After-
Hours
Communications

Track Outlook

Categorization
& Flag

USER
PERSONA

Messaging
Administrator

IT Manager,
Messaging
Administrator

USER
PERSONA

Manager

Manager,
Messaging
Administrator

Manager

Manager,
Administrator

Manager
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TABLE 3-continued

POTENTIAL OBIJECTIVE(S)

sent or some other problem that needs to

be addressed.

1. Investigate suspicious messages
being sent from within my organization
(open relay or spoofed header). Are
messages bemng sent with open relays
within my organization?

2. Stop abusive behavior by users.

1. Understand the load distribution of
my internal messaging infrastructure
components (servers, stores,
connectors). Budget for growth
accordingly and optimize performance.

TABL

L1

POTENTIAL OBJECTIVE(S)

1. Track average and maximum
response times of members of my
department (or another group) to
“customer” messages overtime,

2. Track compliance against my
customer SLA’s.

3. Identity areas for improvement
and measure performance.

1. Review all communications
between one of my employees and
another user or domain Respond to a
complaint or review the usage of my
employee for HR purposes

1. Track and compare the
productivity profiles (volume of
messages sent and receirved and the
response times) of my employees and
groups of employees,

2. Gain 1nsight into my employees’
time and performance as it pertains to
messaging usage.

3. Compare productivity from a
messaging perspective of users within
a group.

Identify areas for improvement.

1. Regularly review a list of
messages that arrive during a certain
time of day.

2. Bill my customers extra for
after-hours support.

3. Audit the usage of the messaging
system after hours.

4. Look at my messaging load

during a specific time of day.

Report on user Outlook Category and
Flag usage.

Measure adherence to business or
workflow processes and directives.

INPUT

Date time range

Infrastructure
components (user

defined), date

range

INPUT

List of mailboxes,
AD groups, filters
(such as types of
messages, internal
vs. external,
recipient
domains), date
range

Target user, types
of messages to
include/exclude,
date range

List of mailboxes
or AD groups, a
selected group of
employees that
can be compared

Customer
Definition of
“Time of Day’,
Senders,
recipients,
message date
range, time of day
range, message
filter defining
what types
messages to
include (i.e. don’t
include SPAM
messages)
Recipients,
Category and/or
Flag, Date Range,
Message Filter
(type of messages
to 1nclude)
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OUTPUT

by time

List of messages
and message
details,
server/relay
involved, client
IPs

Topological
View, Charts for

trending of
messages load

OUTPUT

Trending with
charts with
overall or
individual
response times,
list of messages
(including
message level
details), Pivot
Table to explore
Details of all
communications
by my employee
(list of messages
and the ability to
access message
level details)
Productivity
report (message
volumes and
response times)
and trending,
statistics such as
averages, pivot
for exploring

Text - list of
messages (with
details), volume
report, ability
export

Aggregate ratios,
Charts to trend of
overall or
individual
Outlook category
usage, trend
individual
Categories,
ability to drill
into mdividual
messages, Pivot
Table to explore



USE CASE

Track User
Outlook

Actions

Audit
Adherence to
Message
Addressing
Rules

View

Customer,
Partner and
Competitive
Communications
(Distribution &
Trends)

Audit

Customer,
Partner or
Competitive
Communications

Understand
Personal
Messaging
System Use

View Relayed
Traffic

USER
PERSONA

Manager

Manager,
Executive

Manager,

Executive

Management,
Messaging
Administrator

Management
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TABLE 4-continued

POTENTIAL OBIJECTIVE(S)

1. Track by status of tasks (usage
number per each status available).

2. Track task of attaching pictures,
images and attachments to a task in
Outlook.

3. Track by address types and

phone types (usage number per each
address/phone type.

4. Track Untimed tasks in Outlook
(e.g., where start date and due date is
equal to none.

5. Determine average activities and
tasks created per day.

6. Ascertain the current usage of
notes in Outlook. For example, can we
get examples of what people are
putting

in the notes section?

7. Track the journal capability
attached to contacts in Outlook. Is
anyone using this? Can we get
examples of

this?

1. Check 1f a particular type of
message (1BD by the customer) 1s
being sent to the appropriate people as
per a predefined

business process

2. Track adherence to company

policy

1. View the distribution of

messages for specified recipients and
external domains over a given period,
2. Understand my communications
with Customers, Partners, and
Competitors. For example, determine
who 1s my

business talking to and why.

3. Understand the relationship with
your customers, partners, and
competitors.

1. View message details of
communication with a specific
partner, customer, or competitor

2. Audit or understand my
company’s communication on a
particular partner, customer, or
competitor event or issue.

1. Understand the distribution of
messages gommg to and from personal
messaging systems such as Yahoo!,
Hotmail, and Gmail.

2. Measure employee productivity
and gauge use and misuse of the
corporate messaging system.

3. Identify usage trends.

1. As a messaging provider,
understand volumes of re-routed
messages.

INPUT

Type of message
(1.e. class
definition, e.g.
subject string
identifier),
recipient,
recipient
addressing type
(BCC, CC),
sender, date range
List of messages
(daily/weekly
reports), list of
non-compliant
users, aggregate
volume
Recipients,
sender, date
range, defined
recipient groups
and/or external
domains

Recipients,
sender, date
range, defined
recipient groups
and/or external
domains

Personal
messaging system
(as defined by the
user), recipients,
sender, date
range, defined
recipient groups
and/or external
domains

Message type

(filter of messages

to include), Date

OUTPUT

the categories use

AIMONg groups
and individuals.

List of messages
(daily/weekly
reports), list of
non-compliant
users, aggregate
volume

Charts for trend
ol messages
volume (all or
top 10),
messages from
pre-defined
group, group by
recipients or
domains, Pivot
Viewer for
exploring the
data.

Message List and
Detalils

Charts for trend
of messages
volume (all or
top 10),
messages from
pre-defined
group, group by
recipients or
domains, Pivot
Viewer to find
out top personal
messaging
users/groups, etc.
Charts for

trending
aggregate

36



USE CASE

Understand
Communication
Patterns in

mny
Organization

Understand the
Usage of
Different
Types of
Messages

Assess Mobile
Data Leakage
Risk

Track Implicit
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USER
PERSONA

Manager

Management,
I'T Manager

Management

I'T Manager,

Acknowledgement Management

TABLE 4-continued

POTENTIAL OBIJECTIVE(S)

2. Understand how my messaging
business is performing.

1. View communication trends
between users and groups 1n my
organization; includes multiple
communication platforms. 2.
Compare the number of

messages sent to a particular users,
divided by TO:, CC:, BCC:

3. Understand how my business is
operating (e.g. what “silo groups™
exist, which groups are talking to
most to each other).

4. Understand how my business 1s
adhering to corporate directives.
1. Trend and see the use of
different types of messages in my
messaging system.

2. Determune the ratio of internal
vs. external communication.

3. Get nsight into specific business
usage of my messaging system.

1. See what messages were stored
or sent from a mobile device,

2. Perform a mobile device data

leakage audit.

1. Track the percentage of

INPUT
range

Target Users and
Groups, date
range, Message
Type Filter

Message Type
(user defined),

Date range

Date range,

inbound/outbound,

message type
(sender, recipient,

etc . .., “mobile
message’’ 18
inherent)

Message subject,

employees that have received and readsender

OUTPUT

volume

Charts for
trending of
messages
volume,
Topological
Views, Pivot
View

Charts for trends
of different types
of messages,
Pivot Viewer

List of message
and message
details. Charts
for mobile
message usage

Distribution of
message status

of an important message. (recelved, read,
Important 2. Report to HR or legal the deleted without
Message progress and completion of the being read), with
distribution of the message. the option of
detailed list of
status per people
Track HR Manager, 1. Track the distribution path of a Message subject, Full message
Sensitive IT Manager, sensitive message. sender, date time delivery path
Message Management 2. Audit unauthorized distribution range, type (people &
Leakage of sensitive information, (FWD, etc.) endpoint) of the
message
forwarding and
delivery, and
actions taken by
USETS
Analyze Usage Messaging 1. Understand who, and how many  Recipient(s), date Count/ratio of
of Encrypted Administrator, encrypted messages are being sent range encrypted
Message Management 2. Ensure that the correct format 1s Imessages,
bemg used on my classified/non- message-detail
classified networks on encrypted
IMessages.
TABLE 5
USER
USE CASE PERSONA  POTENTIAL OBIJECTIVE(S) INPUT OUTPUT
Track CAN- IT Manager, 1. Alert or report whenever external Configure report  Alert (email
SPAM Management messages are sent with potentially (domain and other notification,
Message false header information (for example, routing dashboard).
Header From, To, Reply To or other routing specifications) Report (sender,
Compliance information that doesn’t match recipient, # of
corporate domains or other server recipients,
configurations). message
2. Ensure that my company is contents)
adhering to CAN-SPAM requirements
Track CAN- IT Manager, 1. Alert or report whenever external Configure report  Alert (email
SPAM Management messages are sent without obligatory (enter “static” notification,
Message information (Physical postal address, search strings) dashboard),
Content disclosure that message is an ad, Report (sender,
Omissions information on opting out of mailing recipient,
l1st). message

38
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TABLE 5-continued

40

USER
USE CASE PERSONA  POTENTIAL OBIECTIVE(S) INPUT OUTPUT
2. Ensure that my company is contents, which
adhering to CAN-SPAM string(s) missing)
requirements.
Audit CAN- IT Manager, 1. Ensure that a 3rd party Domains, routing Report (sender,
SPAM Management contractor who’s sending marketing info, required reciplent,
Compliance messages on my (ensure verified strings message
for 3rd Party header information and required contents, which
Mailers content strings), string(s) missing)
2. Ensure that my company is
adhering to CAN-SPAM
requirements.
Monitor IT Manager, 1. Alert or report whenever Configure report  Alert (email
Outgoing/Inco Management outgoing or incoming messages are  (specify likely notification,
ming Messages sent containing unauthorized personal string formats) dashboard),
for Credit Card data (such as CC numbers). Report (sender,
#s (PCI-DSS) 2. Ensure adherence to PCI-DSS recipient, flagged
requirements. string, report/
allow)
Monitor IT Manager, 1. Alert or report whenever Configure report  Alert (email
Routing of Management outgoing or incoming messages are  (specify identity  notification,
Sensitive sent contaimning specific corporate strings) dashboard),
Information information not intended for Report (sender,
distribution (Financial disclosures, reciplent, flagged
trade secrets, IPR). string)
2. Ensure adherence to the
USAPATRIOT requirements.
Monitor IT Manager, 1. Audit the messaging Report criteria, Executive/
Overall Management 1nfrastructure for the purpose of specify network  Detailed Report
Messaging general risk-management and components, for risk areas,
Environment mitigation against system health compliance overall risk
to Identify Identify failures, threats, intrusions,  benchmarks benchmark,
Potential viruses, or other vulnerabilities that export
Vulnerabilities may impact confidence in the integrity
of the system.
2. Perform regular assessments of
risk will assist in meeting corporate
commitments for Sarbanes-Oxley/
Gramm-Leach-Billey, Basel, etc.
II. Examples of Systems and Methods of Analyzing Virtual ogy. For example, a company having three oflices may

Meetings

In various embodiments, systems and methods described
above can be further leveraged to facilitate collection, cor-
relation, and analysis of meeting information. For purpose of
this disclosure, meeting information may be considered any
information related to a meeting or to some characteristic of
a meeting. For example, meeting information can relate to
when, where, and/or how a meeting 1s conducted, what
resources are utilized at a meeting, meeting participants,
and/or the like.

For purposes of this disclosure, a meeting can be any
coming together of two or more people, whether scheduled
or unscheduled. In various embodiments, a meeting may be
a face-to-face meeting, a virtual meeting, and/or a combi-
nation thereof. A face-to-face meeting may mvolve two or
more people coming together 1n a same physical location
such as, for example, 1n a meeting or conference room, an
oflice, etc. A virtual meeting may be mediated by commu-
nications technology. Examples of virtual meetings include
conference calls, video conferences, webinars, etc. Virtual
meetings can be facilitated by conference services such as
CISCO WEBEX, MICROSOFT LIVEMEETING, efc.

It should be appreciated that many meetings can include
both face-to-face and virtual components. For example, for
a given meeting, some meeting attendees may attend 1n-
person 1n a same physical location while others may join by
conference call, video conference, and/or the like. In some
cases, a given meeting can include two or more face-to-face
meeting components mediated by communications technol-

40
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schedule a company meeting such that a meeting room 1s
reserved at each of the oflices, meeting participants attend
the meeting by physically appearing in one of the three
meeting rooms, and meeting participants among the three
oflices communicate using communications technology.
Meeting participants can correspond to users of a given
computer system. Other variations and combinations of
virtual and/or face-to-face meetings will be apparent to one
skilled in the art after reviewing the present disclosure.

In a typical embodiment, meetings may utilize meeting
resources. In general, a meeting resource can be anything
that facilitates scheduling, management, and/or the carrying
out of a meeting. For example, 1n various embodiments,
meeting resources can include computer systems and/or

software that schedule meetings (e.g., systems include cal-
endaring functionality such as MICROSOFT EXCHANGE

LOTUS NOTES, MOZILLA THUNDERBIRD, GOOGLE
CALENDAR, APPLE ICAL, etc.), reserve resources for
meetings, provide communications infrastructure for meet-
ings (e.g., an enterprise telephony system, audio/video/web
conferencing systems, etc.), facilitate collaboration or
exchange of information during meetings (e.g., screen shar-
ing, messaging tools, projectors, interactive whiteboards,
displays such as monitors and televisions, etc.), manage
meetings (e.g., systems that track meeting length, meeting
participants who have joined, etc.), alford a physical location
for meetings (e.g. a meeting or conference room), provide a
service to meeting participants during meetings (e.g., wired
or wireless network access), and/or the like. It should be
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appreciated that, in many cases, a singular resource can
provide multiple aspects of the example meeting function-
ality described above.

Furthermore, meetings, particularly those that have a
virtual component, can nvolve one or more live media
sessions. A live media session generally relates to an ongo-
ing exchange of media of a particular type between two or
more endpoints. For example, a live media session could be
used to exchange audio communication and/or video com-
munication as live media streams. A live media session can
relate to audio communication, video communication, appli-
cation sharing, interactive whiteboards, combinations of
same and/or the like. A single meeting can have many
simultaneous live media sessions.

In addition, each live media session can involve multiple
live media streams. A live media stream can be a considered
a transfer of data such that the data can be processed and
rendered as a steady flow. Examples of live media streams
include audio streams that are facilitated, for example, by
Voice over Internet Protocol (VoIP) technology. For
example, consider a meeting mnvolving seven endpoints that
are communicating via live video chat. According to this
example, each endpoint, which can correspond to one or
more distinct users participating 1n the meeting, may have an
incoming audio stream, an outgoing audio stream, an incoms-
ing video stream and an outgoing video stream.

FIG. 11 1illustrates an embodiment of system 1100 for
analyzing meeting information. The system 1100 includes
meeting information sources 1150, a BIM system 1130, and
a meeting analytics system 1152. In certain embodiments,
the meeting information sources 1150, the BIM system
1130, and the meeting analytics system 1152 can collaborate
to generate intelligence related to how meetings are con-
ducted. In general, the BIM system 1130 can operate as
described above with respect to the BIM system 130. In that
way, 1n a typical embodiment, the BIM system 1130 1s
operable to collect meeting information from the meeting
information sources 1150, which information can be corre-
lated and analyzed by the meeting analytics system 1152 as
described 1n greater detail below.

The meeting information sources 1150 are representative
of disparate enterprise data sources ifrom which meeting
information can be gathered. In general, the meeting infor-
mation sources 1150 may be considered specific examples of
one or more of the mternal data sources 120 and/or one or
more of the external data sources 122. In various embodi-
ments, the meeting information sources 1150 may expose an
interface such as, for example, an application programming
interface (API) for accessing meeting information. In vari-
ous embodiments, the meeting resources can also expose
meeting information as reports (e.g., administrative reports,
usage reports, etc.), logs, and/or the like.

In many cases, some or all of the meeting information
sources 1150 can correspond to meeting resources as
described above. The meeting information sources 1150 can
also include additional sources such as directory services
(e.g., MICROSOFT Active Directory), content management
systems, document management systems, CRM systems,
HR systems (e.g., to provide labor rates ol meeting partici-
pants), etc. In many cases, some of the meeting information
sources 1150 can correspond to a data repository. For
example, the meeting information sources 1150 can 1nclude
or 1dentily a location of site plans that specity, for example,
meeting-room size, meeting-room capacity in terms of a
number of people, meeting-room locations (e.g., city, build-
ing, building quadrant, building floor, coordinates, etc.),
meeting-room characteristics (e.g., meeting resources pro-
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vided 1n a meeting room, including non-technological
resources such as tables, traditional whiteboards, etc.), and/
or the like.

The meeting mnformation sources 1150 can also include at
least one costing model 1162. It should be appreciated that
meeting resources that are available for use 1n a meeting
generally have a cost to an enterprise. In various cases, the
cost may be use-based, a flat-fee per month or year, or
established in another manner. The at least one costing
model 1162 typically provides a framework for allocating
the costs of meeting resources to meeting instances that
actually use those meeting resources. In some cases, the
costs can be allocated pro rata based on an amount of time
reserved, an amount of time utilized, and/or per meeting.

For example, a resource with relatively low overall uti-
lization may result in a relatively high cost being attributed
per meeting instance. Conversely, a resource with relatively
high utilization may result in a relatively low cost being
attributed per meeting instance. The at least one costing
model 1162, or one of the meeting information sources 1150
(e.g., an HR system), can also specily whether labor rates of
meeting participants should be allocated to meeting
instances. In some embodiments, the at least one costing
model 1162 can be representative of a plurality of costing
models that each relate, for example, to a particular meeting,
resource or to a set of meeting resources. In other embodi-
ments, the at least one costing model 1162 can include a
singular costing model that addresses all meeting resources
available for use 1 an enterprise.

The meeting analytics system 1152 includes a meeting
correlation engine 1154, a meeting analytics engine 1156, a
meeting-analytics access interface 11358, a media session
analyzer 1163, a pattern generator 1196, a recommendation
system 1198, a scheduling access interface 1101 and a data
store 1160. In certain embodiments, the meeting correlation
engine 1154 1s operable to correlate the collected meeting
information to meeting instances. It should be appreciated
that, 1n general, the meeting information sources 1150 can
cach include disparate types of information related to meet-
ings. Thus, although the BIM system 1130 can collect
meeting information from the meeting information sources
1150 as described above, 1t 1s not typically known when
disparate pieces of information relate to a same meeting or
even, 1n many cases, that such information 1s meeting
information. In various embodiments, as part of 1ts correla-
tion functionality, the meeting correlation engine 1154 can
identily meeting information and determine when meeting
information relates to a same meeting instance. The meeting
correlation engine 11354 can store correlated meeting data
related to the meeting instances in the data store 1160.
Further examples of operation of the meeting correlation
engine 1154 will be described in greater detail with respect
to FIGS. 12-13.

The meeting analytics engine 1156 1s operable to retrieve
correlated meeting data from the data store 1160 and per-
form analyses thereon. In an example, the meeting analytics
engine 1156 can analyze how often and to what extent a
particular meeting resource (or a group of meeting
resources) 1s used 1n a particular set of meeting 1nstances. In
another example, the meeting analytics engine 1156 can
compare utilization of a set of meeting resources. For
instance, according to this example, the meeting analytics
engine 1156 can perform a comparative analysis of a set of
meeting rooms to determine which meeting rooms are used
the most, which meeting rooms are used the least, etc. In yet
another example, using the at least one costing model 1162,
the meeting analytics engine 1156 can allocate a meeting
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cost to one or more meeting 1nstances. A total cost of a given
meeting instance can be determined, for example, by aggre-
gating the attributable cost of each meeting resource, the
attributable labor rate of each meeting participant (1f appli-

44

time map can also use a combination of the foregoing and/or
other time divisions or measurements.

In certain embodiments, the pattern generator 1196 can
determine or measure a quality of media streams across

cable), and/or other costs. Further examples of operation of 5 multiple levels of analysis that include, for example, par-

the meeting analytics engine 1156 will be described with
respect to FIGS. 12-13.

The meeting-analytics access interface 1158 1s operable to
interact with users of a client information handling system
over a network such as, for example, an intranet, the
Internet, etc. In a typical embodiment, the meeting-analytics
access interface 1158 receives and services meeting-analyt-
ics requests from users. The meeting-analytics access inter-
tace 1158 typically serves the meeting-analytics requests via
interaction with the meeting analytics engine 1156. In cer-
tain embodiments, the meeting-analytics access interface
1158 can trigger the operation ol the meeting analytics
engine 1156 described above. Further examples of operation
of the meeting-analytics access interface 1158 will be
described 1n greater detail below.

The media session analyzer 1163 can collect time-indexed
performance data related to virtual meetings or virtual
components of meetings and, based on the collected data,
perform performance profiling. In certain embodiments, the
media session analyzer can generate and store multi-stream
performance data in the data store 1160. In various cases, the
multi-stream performance data can represent an assessment
of a quality of particular live media streams, particular live
media sessions, particular live media sessions and/or
streams of particular users, combinations of same and/or the
like. Example operation of the media session analyzer 1163
will be described 1n greater detail 1n relation to FIGS. 13-14.

The pattern generator 1196 1s operable to generate a
time-based performance pattern for a set of virtual-meeting,
attributes such as, for example, one or more users, one or
more locations, combinations of same and/or the like. In a
typical embodiment, the pattern generator 1196 can extract
multi-stream performance data for the set of virtual-meeting,
attributes and correlate the information to a multidimen-
sional time map. The multi-stream performance data can
include for, example, server load, packet loss rate, jitter,
roundtrip time, signal degradation, frame loss rate, combi-
nations or compositions of same and/or the like. The mul-
tidimensional time map can indicate stream quality (e.g., as
measured by any of the foregoing metrics) over an arrange-
ment of recurring time intervals. The correlation can result
in the performance pattern of the user or group of users,
which pattern can be stored i1n the data store 1160.

The multidimensional time map to which information
such as multi-stream performance data 1s correlated can
track recurring time 1intervals at a configurable level of
granularity. The level of granularity can be simple or com-
plex to suit particular implementations. In an example, the
multidimensional time map can include hourly intervals (or
any other division) of a 24-hour day, such that each element
of mformation (e.g., a data point such as server load) is
correlated to a particular hour based on an hour and minute
associated with the element. In another example, the mul-
tidimensional time map can include hourly 1ntervals (or any
other division) of a 7-day week, such that each event is
correlated to a particular hour based on an hour, minute, and
day of the week at which the event occurred. It should be
appreciated that, in certain implementations, other layers of
complexity can also be tracked such as, for example, on
which day of a month a particular event was initiated (e.g.,
first of the month), whether a given day 1s a holiday (e.g., a
company-recognized holiday), etc. The multidimensional
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ticular user device, particular category of user device (e.g.,
mobile device, workstation, etc.), particular location char-
acteristics (e.g., city, home, public location, etc.), combina-
tions of same, and/or the like. Time-based performance
patterns generated by the pattern generator 1196 can include,
for example, stream-quality metrics for each recurring time
interval of the multidimensional time map, for each level of
analysis being tracked by the media session analyzer 1163.
Each stream quality can be, for example, an aggregate of
stream-quality metrics that were correlated to a particular
recurring time interval, combinations of same, and/or the
like.

Still referring to FIG. 11, the recommendation system
1198 i1s operable to provide suggestions for scheduling
meetings given a set of iputs. For example, 1n various
cases, the recommendation system 1198 can suggest meet-
ing times, meeting locations, meeting resources, cost-saving
measures, combinations of same, and/or the like. The rec-
ommendation system 1198 will be described in greater detail
with respect to FIGS. 18 and 41.

The scheduling access iterface 1101 1s operable to inter-
act with users of a client information handling system over
a network such as, for example, an intranet, the Internet, etc.
In a typical embodiment, the scheduling access interface
1101 receives and services meeting scheduling inquiries
from users. The scheduling access interface 1101 typically
serves the meeting scheduling inquiries via interaction with
the recommendation system 1198. In certain embodiments,
the scheduling access 1nterface 1101 can trigger the opera-
tion of the recommendation system 1198. An example of
operation of the scheduling access interface 1101 will be
described in greater detail with respect to FIG. 15.

FIG. 12 illustrates an example of a process 1200 for
collecting and correlating meeting 1nformation. For
example, the process 1200, in whole or i part, can be
implemented by one or more of the meeting information
sources 1150, the BIM system 1130, the meeting analytics
system 1152, the meeting correlation engine 1154, the
meeting analytics engine 1156, the meeting-analytics access
interface 1158, and/or the data store 1160. The process 1200
can also be performed generally by the system 1100.
Although any number of systems, in whole or 1n part, can
implement the process 1200, to simplify discussion, the
process 1200 will be described 1n relation to specific systems
or subsystems of the system 1100.

At block 1202, the BIM system 1130 collects meeting
information from the meeting information sources 1150. The
block 1202 can include the BIM system 1130 performing
any of the data-collection tunctionality described above with
respect to the BIM system 130. In an example, the block
1202 can nvolve, inter alia, collecting a date, a time, a
scheduled start-time, a scheduled end-time, meeting 1nvi-
tees, and reserved meeting resources from a calendaring
application. In another example, the block 1202 can involve
collecting meeting-resource-utilization information from a
plurality of meeting resources. In yet another example, the
block 1202 can involve collecting, from meeting resources,
meeting-management information such as, for example, an
actual meeting start-time (e.g., when a meeting moderator
joins or starts a meeting, when a last meeting participant
joins, etc.), a meeting end time, which meeting invitees
joined the meeting and thus became meeting participants,
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etc. The block 1202 can also include collecting additional
information about meeting ivitees, participants, and meet-
ing locations from directory services, content management
systems, CRM systems, HR systems, other data storage, efc.

At block 1204, the meeting correlation engine 1154
analyzes the collected meeting information using a plurality
ol meeting-correlation factors. Correlation factors are typi-
cally information usable to relate disparate meeting infor-
mation to a same meeting istance. The plurality of corre-
lation factors can include, for example, a date, time, location
(e.g., city or meeting room), media channel (e.g., videocon-
terence, audio conierence, telephone call), activity, duration,
meeting invitees, and/or participants, etc.

At block 1206, the meeting correlation engine 1154
correlates the collected meeting information to meeting
instances based on the analysis at block 1204. It should be
appreciated that configurable criteria for correlating meeting
information can be hardcoded, specified 1n a rule-based
manner and stored in the data store 1160 or memory, etc. In
that way, when such configurable criteria 1s met, the dispa-
rate meeting-information e¢lements can be aggregated
together as correlated data.

As one example, in some cases, disparate meeting-infor-
mation elements that identify a same meeting room at a same
time can be correlated to a same meeting instance. In another
example, disparate meeting-information elements that iden-
tily a same meeting participant at a same time can be
correlated to a same meeting instance. In yet another
example, disparate meeting-information elements that iden-
tify a same unique meeting resource (e.g., a particular
conference bridge, a particular conference room, etc.) at a
same time can be correlated to a same meeting instance.
Numerous other examples of correlation will be apparent to
one skilled 1n the art after reviewing the inventive principles
contained herein.

In some embodiments, the correlation at the block 1206
can include generating new meeting information. For
example, for a particular meeting instance, 1t may be that
none ol the meeting information collected by the BIM
system 1130 specifies a meeting location. In certain embodi-
ments, the meeting correlation engine 1154 can include logic
to infer a meeting location from other meeting-information
clements. For instance, meeting information may specily a
telephone number for a conference bridge to call to connect
to communications equipment 1n a given meeting room. In
these embodiments, the meeting correlation engine 1154 can
cross-reference the telephone number with other informa-
tion (e.g., a meeting-room directory) to determine the meet-
ing room to which the telephone number corresponds.
According to this example, the determined meeting room
can be stored as part of the correlated data for the meeting
instance. A meeting location such as a city can also be
determined, for example, by determining a city of meeting
participants who attend (or are scheduled to attend) a
meeting im-person. It should be appreciated that other miss-
ing information elements for a given meeting instance can
be inferred 1n a similar manner.

As yet another example of generating new meeting infor-
mation during the block 1206, 1n some embodiments, the
meeting correlation engine 1154 can 1dentify unscheduled
meeting istances. For istance, in certain embodiments, an
unscheduled meeting instance can be 1dentified by matching,
an absence of any scheduling information (e.g., from a
calendaring system) with utilization of one or more meeting
resources. Stated somewhat differently, the utilization of a
meeting resource without any corresponding scheduling
information (e.g., from a calendaring system) can be deter-
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mined to be an unscheduled meeting 1nstance. According to
this example, the unscheduled meeting instance can be
reconstructed, for example, by correlating meeting informa-
tion having a same date, time, location, and/or meeting
participants as described above. In that way, a date, time,
location, meeting resources used, and/or other information
can be determined from the correlated data for the unsched-
uled meeting instance.

At block 1208, the meeting correlation engine 1154 stores
correlated data 1n the data store 1160 or in memory. In
various embodiments, the correlated data 1n the data store
1160 enables a single-pane-of-glass review of meeting infor-
mation. As described above, information that was previously
not known to be related to any particular meeting and/or not
known to be related to a same meeting can be correlated to
meeting instances that uniquely identily meetings. In this
fashion, the correlated data can be accessed from the data
store 1160 according to unique meeting instances. In some
embodiments, the data store 1160 may 1dentily each meeting
instance by a unique ID, by a composition of meeting
characteristics (e.g., time, date, location, and meeting par-
ticipants), etc. The correlated data in the data store 1160 1s
typically available for use by the meeting analytics engine
1156. An example will be described with respect to FIG. 13.

FIG. 13 illustrates an example of a process 1300 for
collecting multi-stream performance data. In various
embodiments, the process 1300 can be performed as part of,
or 1n conjunction with, the process 1200 of FIG. 12. For
example, the process 1300, 1n whole or i part, can be
implemented by one or more of the meeting information
sources 1150, the BIM system 1130, the meeting analytics
system 1152, the meeting correlation engine 1154, the
meeting analytics engine 1156, the meeting-analytics access
interface 1158, the media session analyzer 1163, the pattern
generator 1196, the recommendation system 1198, the
scheduling access interface 1101 and/or the data store 1160.
The process 1300 can also be performed generally by the
system 1100. Although any number of systems, 1n whole or
in part, can implement the process 1300, to simplify dis-
cussion, the process 1300 will be described 1n relation to
specific systems or subsystems of the system 1100.

At block 1302, the media session analyzer 1163 1dentifies
virtual meetings. In an example, the media session analyzer
1163 can 1dentify all of the correlated meetings instances
(from the process 1200 of FIG. 12) which have a virtual
component such as live video chat, conference call, etc. At
block 1304, the media session analyzer 1163 determines
attributes of the virtual meetings. For example, the media
session analyzer 1163 can determine, for each virtual meet-
ing, virtual-meeting attributes such as: user devices used by
meeting participants, meeting resources such as servers that
supported the virtual meeting, live media sessions utilized
during the virtual meeting, live media streams utilized
during the virtual meeting, an identifier of any of the
foregoing, combinations of same and/or the like. In certain
embodiments, the attributes of virtual meetings can be
extracted from correlated meeting information 1n the data
store 1160, which information can be stored 1n the data store
1160 as described above in relation to FIG. 12. In some
embodiments, the attributes of virtual meetings can be
determined directly from the meeting imnformation sources
1150.

At block 1306, the media session analyzer 1163 collects
time-1indexed performance data for individual media streams
of the virtual meetings. The time-indexed performance data
can be collected, for example, from the meeting information
sources 1150. In certain embodiments, the time-indexed
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performance data can include timestamped data that 1s
indicative or suggestive of a quality of media streaming at
the specified time. In an example, the time-indexed perfor-
mance data can indicate a load of a resource, such as a
server, that 1s responsible, in whole or 1n part, for carrying
out a virtual meeting. A load can be indicative of an
applicable resource’s workload at a given time. For
example, for a given time or time interval on a given
resource, load can be measured 1in terms of a number of
then-active virtual meetings being handled by the resource,
current number of users being serviced in then-active virtual
meetings, number of live media sessions being handled in

then-active virtual meetings, number of live media streams
being handled 1n then-active virtual meetings, combinations
of same and/or the like.

At block 1308, the media session analyzer 1163 individu-
ally correlates the time-indexed performance data to the
virtual-meeting attributes, or a subset thereof, on a per-
meeting basis. In an example, the block 1308 can include
transforming the time-indexed performance data into a data
model that makes the data accessible by meeting and by
virtual-meeting attribute. An example of a data model waill
be described 1n relation to FIG. 14.

At block 1310, the media session analyzer 1163 perfor-
mance profiles the time-indexed performance data. For
example, the media session analyzer 1163 can classily or
categorize media-streaming performance for each virtual
meeting, media session and/or media stream based on a
performance metric such as load. In some embodiments,
media-streaming performance can be pre-classified by a
grven communications platform. At block 1312, information
or data generated during the process 1300 can be stored 1n
the data store 1160.

FI1G. 14 illustrates an example of a data model 1400 that
can be used to store correlated time-indexed performance
data 1n a data store such as the data store 1160 of FIG. 11.
The data model 1400 includes a plurality of interrelated
object types. Specifically, the data model 1400 includes a
conference object type 1464a, a peer-to-peer object type
14645, a meeting-session object type 1466, a meeting par-
ticipant object type 1468, a messaging address object type
14770, a server object type 1472, a client-session object type
1474, a media session object type 1476, a media stream
object type 1478, a resource pool object type 1480, and a
subnet object type 1482. In certain embodiments, 1nstances
of the object types of the data model 1400 can be used to
represent virtual meetings and, more specifically, perfor-
mance data related thereto.

In the illustrated embodiment, the conference object type
14644 and the peer-to-peer object type 14645 can be instan-
tiated to represent multi-party meetings mediated by com-
munications technology (e.g., communications between
three or more) and direct peer-to-peer communication
between endpoints, respectively. Stated somewhat differ-
ently, the conference object type 1464a and the peer-to-peer
object type 14645 can each model a type of virtual meeting.
Periodically herein, the conference object type 1464a and
the peer-to-peer object type 1464H may be referred to
generically as virtual meeting object types 1464. For pur-
poses of this example, a virtual meeting can be represented
as an 1nstance of one of the virtual meeting object types
1464.

As 1llustrated, each virtual-meeting instance can include a
virtual-meeting session, each of which includes one or more
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meeting participants which are modeled by the meeting
participant object type 1468. The meeting participants mod-
cled using the meeting participant object type 1468 can each
be 1dentified by a messaging address modeled via the
messaging address object type 1470. In the data model 1400,
cach meeting participant modeled by the meeting participant
object type 1468 can be associated with one or more objects
of the client-session object type 1474. In general, each
instance of the client-session object type 1474 can corre-
spond to a distinct client session, and user device, that a
given meeting participant is using in furtherance of a meet-
ing session modeled by the meeting-session object type
1466. For example, an example meeting participant may be
involved 1n live audio communication via a mobile device
while simultaneously using a laptop computer for applica-
tion or screen sharing. According to this example, the laptop
computer and the mobile device could correspond to sepa-
rate client sessions modeled by separate objects of the
client-session object type 1474.

Each object of the client-session object type 1474 can
contain or include one or more live media sessions. Each
live media session can correspond to a distinct communi-
cation or streaming session. For example, for a meeting
participant simultaneously involved 1n a live video chat and
screen sharing controlled by another meeting participant,
there can be two objects of the media session object type
1476 to represent two media sessions.

As 1llustrated, each object of the media session object type
1476 can include one or more objects of the media stream
object type 1478. For example, continuing the above
example in which a meeting participant 1s simultaneously
involved 1n a live video chat and 1n screen sharing controlled
by another meeting participant, the object representing the
live video chat (e.g., an instance of the media session object
type 1476) could contain an mmcoming live audio stream
which includes, inter alia., the voices of other meeting
participants and an incoming live video stream which
includes, inter alia, the faces of other meeting participants.
Additionally, the object representing the screen sharing (e.g.,
an 1nstance of the media session object type 1476) could
include an imncoming live video stream for screen sharing. In
certain embodiments, each of the aforementioned live
streams can be modeled using objects of the media stream
object type 1478.

Objects of the server object type 1472 and the resource
pool object type 1480 can be used to model infrastructure
that handles virtual meetings for objects of the client-session
object type 1474. Further, each client session object using
the client-session object type 1474 can correspond to subnet
modeled by the subnet object type 1482.

Tables 6-11 illustrate example structures of various object
types shown in FIG. 14. Table 6 illustrates an example
structure and attributes of the meeting-session object type
1466. Table 7 1llustrates an example structure and attributes
of the meeting participant object type 1468. Table 8 1llus-
trates an example structure and attributes of the client-
session object type 1474. Table 9 illustrates an example
structure and attributes of the media session object type
1476. Table 10 illustrates an example structure and attributes
of the media stream object type 1478. Table 11 illustrates an

example structure and attributes of the subnet object type
1482.
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TABLE 6 TABLE 7
Example Quality of Quality of Quality of Example Data
Example Data Type Experience Experience Experience Type
Attribute (e.g., C#) Attribute  Table Description 5 Example Attribute (e.g., C #)
Timestamp DateTime Timestamp DateTime
SessionKey Key PartcipantKey string
ConferenceLink  Key link to SessionKey.ObjectName
conference SessionKey [1] Key to the
object session object
P2PKeyLink Key link to 10 [1]
P2P object (1...n)
ConferenceURI  string ConfURI Conference Conference Messaginglink Link to the
URI if this 1s a internal UCC
conference, or Messaging
DialogID if this object
1S a peer-to-peer 5 (1...n)
session ClientLink [3] Link to the
SessionType Enum client object [4]
(P2P, IsCaller Boolean
Conference) (True - Caller (Null for
StartDate DateTime StartTime Session Call start time False - Callee) participant or
EndDate DateTime EndTime  Session Call end time -0 conference)
TABLE 8
Example Data Quality of Quality of
Type Experience Experience Quality of Experience
Example Attribute (e.g., C #) Aftribute Table Description
Timestamp DateTime
ClientSessionKey Key
(SessionKey.ObjectName)
PartcipantLink [2] Key link to
participant object
[2]
(1...1n)
SubnetLink [6] Key link to subnet
object [6]
(n...1)
MediaSessionLink [4] Key link to
MediaService
object [3]
(1...n)
PoolLink Key to the UCCS
internal pool
object
(Front end pool)
(1...1n)
ServerLink Key to the UCCS
internal server
object
(Front end server)
(1...1n)
DeviceOS string EndpoimntOS Endpoint Operating system (OS)
of the endpoint
DeviceCPUName string EndpomtCPU  Endpoint CPU name of the

DeviceCPUNumberOfCores int

DeviceCPUProcessorSpeed 1nt

DeviceVirtualizationType  enum

Name
EndpomtCPU  Endpoint

NumberOfCores
EndpomtCPU  Endpoint

ProcessorSpeed
EndpomtVirtu  Endpoint

alizationFlag

endpoint
Number of CPU cores of

the endpoint
CPU processor speed of
the endpoint
Bit flag that indicates if

the system 1s running i a
virtualized environment:
0x0000 - None

0x0001 - HyperV

0x0002 - VMWare
0x0004 - Virtual PC
0x0008 - Xen PC
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TABLE 8-continued
Example Data Quality of Quality of
Type Experience Experience Quality of Experience
Example Attribute (e.g., C #) Attribute Table Description
ClientVersion string UAName UserAgent UserAgent string
ClientCategory string UACategory UserAgentDef Category that user agent
belongs to
Example, the user agent
Conferencing_Attendant 1.0
belongs to the
UACategory CAA
TABLE 9
Example Data Quality of Quality of
Type Experience Experience  Quality of Experience
Example Attribute (e.g., C #) Attribute Table Description
Timestamp DateTime
MediaSessionKey string
(SessionKey.ObjectName)
ClientSessionLink [3] Key to the
session object [3]
(1...n)
StreamLink [5] Key link to
stream object [3]
(1...n)
MediaType enum MediaLineLabel MediaLine  0: Main audio
(Audio, Video, 1: Main video
DesktopSharing) 3: Application/Desktop
Sharing
VideoType enum Medial.ineLabel MedialLine  2: panoramicvideo
(Main Video, 4: Gallery view video
Panoramic Video 5: Gallery view video
Gallery Video) 6: Gallery view video
7: Gallery view video
8: Gallery view video
RenderDeviceDriver string CallerRenderDe MedialLine/  Driver for the render
viceDriver/Calle Device device
RederDeviceDriver
CaptureDeviceDriver string CallerCaptureDe MedialLine/  Driver for the capture
viceDriver/Calle Device device
eCaptureDevice
Driver
VPN boolean VPN Medialline  The call receiver’s link
1: Virtual private
network
0: Non-VPN
NetworkConnectionType enum NetworkConnection NetworkCon Network connection type
nectionDetail that
corresponds to the
NetworkConnection
DetailKey
1. 0 - Wired
2.1 - Wiki
3. 2 - Ethernet
RelayIPAddress string CallerRelayIPAdd  Medialine IP Address of Lync
or Server A/'V Edge service
CalleeRelayIPAddr
IsPoor boolean ClassifiedPoorCall  Medialine Indicates whether a call

was classified
as a poor call
1: Pool call
0: Good call
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TABLE 10
Example Data  Quality of Quality of
Type Experience Experience  Quality of Experience
Example Attribute (e.g., C #) Attribute Table Description
Timestamp DateTime
StreamKey string
(SessionKey.ObjectName)
MediaSessionLink [5] Key link to
media session
object [4]
(1...n)
AverageOutgoingMOS double SendListenMOS AudioStream The average predicted wideband
(Audio only) listening MOS score for audio
sent,
including speed level, noise level
and
capture device characteristics
MinimunOutgoingMOS  double SendListenMOS AudioStream The minimum SendListenMOS
(Audio only) Min for the call
AverageIncomimgMOS  double RecvListenMOS AudioStream The average predicted wideband
(Audio only) listening MOS score for audio
received
from the network mcluding
speech
level, noise level, codec,
network conditions and capture
device characteristics
MinimumIncomingMOS double RecvListenMOS AudioStream The minimum RecvListenMOS
(Audio only) Min for the call
RoundTrip Int RoundTrip AudioStream/ Round trip tuime from RTCP
(Audio, video, (muilliseconds) VideoStream/ statistics
appSharing) AppSh
aringStream
MaximunRound Trip int RoundTripMax AudioStream/ Maximun round trip time for the
(Audio, video, (milliseconds) VideoStr audio/video/appSharing stream
appSharing) cam/AppSh
aringStream
AverageDegradation double DegradationAvg AudioStream Network MOS Degration for the
(Audio only) whole call. Range is 0.0 to 5.0.
This metric shows the amount the
Network MOS was reduced
because of jitter and packet loss.
For acceptable quality it should
less than 0.5
MaximunDegradation double DegradationMax Maximun Network degradation
(Audio only) during the call
AveragePacketl.ossRate  double PacketLossRate AudioStream/ Average packet loss rate during
(Audio, video and VideoStream/ Call or Video or AppSharing
AppSharing) appSh
aringStream
MaximunPacketlLossRate double PacketLossRateMax AudioStream/ Maximun packet loss observer
(Audio, video and VideoStr during Call or Video or
AppSharing) eam/appSh  AppShring
aringStream
Echo int EchoReturmn AudioSignal Echo Return Loss Enhancement
(DB) metric. The unit for this metric is
DB. Lower values represent less
echo. This metric 1s not reported
by the A/V conferencing Server
or IP phones
AveragelitterInterArrival int JitterInterArrival AudioStream/ Average network jitter from Real
(Audio, video and (milliseconds) VideoStr Time Control Protocol statistics
AppSharing) cam/AppSh
aringStream
MaximunlitterInterArrival nt JitterInterAnival AudioStream/ Maximun network jitter during
(Audio, video and (milliseconds) Max VideoStr the call
AppSharing) eam/AppSh
aringStream
VideoFramelLossRate double VideolrameLoss VideoStream The percentage of total video
Rate frames that are lost
AverageVideoFrameRate double InboundVideoFra VideoStream The video frame rate
meRate Avg/
Outbound VideoFr
ameRateAvg
Direction eIl
(InBound,

OutBound)
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TABLE 11
Example Data Quality of
Type Quality of Experience Quality of Experience

Example Attribute (e.g., C #) Experience Attribute Table Description

Timestamp DateTime

SubnetKey Key

(SessionKey.ObjectName)

ClientSessionLink [3] Link to the

ClientSession
object [3]

[P Address string SubnetIPAddress Subnet Base [Pv4 address of the
subnet (masked out bits
are zero). For example,
10.5.128.0.

SubnetMask int SubnetMask Subnet Sub net

Description string SubnetDescription  Subnet The description for the
subnet

Site String UserSiteName UserSite  User site’s name

Region String RegionName Region Name of the

FIG. 15 illustrates an example of a process 13500 for
analyzing correlated meeting data. In various embodiments,
the process 1500 can be performed as part of, or 1n con-
junction with, the process 1200 of FIG. 12. For example, the
process 1500, 1n whole or 1n part, can be implemented by
one or more of the meeting information sources 1150, the
BIM system 1130, the meeting analytics system 1152, the
meeting correlation engine 1154, the meeting analytics
engine 1156, the meeting-analytics access interface 1158,
the media session analyzer 1163, the pattern generator 1196,
the recommendation system 1198, the scheduling access
interface 1101 and/or the data store 1160. The process 1500
can also be performed generally by the system 1100.
Although any number of systems, in whole or 1n part, can
implement the process 1500, to simplify discussion, the
process 1500 will be described 1n relation to specific systems
or subsystems of the system 1100.

At block 1502, the meeting-analytics access interface
receives a meeting-analytics request from a requestor. In
some cases, the requestor can be an administrator or other
user. In other cases, the requestor can be a computer system
or software application. In some embodiments, the process
1500 can be mitiated automatically, for example, as a
scheduled task. In these embodiments, the requestor may be
considered to be the scheduled task.

The meeting-analytics request can take various forms. In
one example, the meeting-analytics requests can specily a
meeting-instance scope and one or more meeting analytics.
Examples of a meeting-instance scope include all meeting
instances, meetings organized by a particular business unit
of an organization, meetings for a particular time frame (e.g.,
2014 meetings), meetings 1 a particular city (e.g.,
organization’s Portland, Oreg. oflice), meetings taking place
in a particular conference room or tloor, etc. In some cases,
the one or more meeting analytics can be a data visualiza-
tion. Table 12 below provides examples of analytics and data
visualizations that can be requested for a given meeting-
instance scope.

TABLE 12

EXAMPLE MEETING-ANALYTICS SCENARIOS

Group meeting instances by a meeting resource (e.g., compare
utilization of meeting rooms by identifying most-used meeting
rooms, least-used meeting rooms, etc.).

country/region this site is
1.

TABLE 12-continued

EXAMPLE MEETING-ANALYTICS SCENARIOS

25 Group meeting instances by media channel (e.g., video, audio,

chat, etc.)

Display top meeting participants (e.g., the ten individuals who

were meeting participants in the most meeting instances within

the meeting-instance scope).

Display top meeting organizers (e.g., the ten individuals who
30 sent the most meeting invitations for meetings 1in the meeting-

instance scope).

Display average cost per meeting for meetings in the meeting-

instance scope (e.g., using a costing model).

Group by meeting-participant role (e.g., aggregate all meeting

participants and group by role as determined by directory
35 services or another source).

Group by department (e.g., aggregate all meeting participants

and group by department as determined by directory services

or another source).

Group by whether meeting attendance was m-person or virtual

(e.g., aggregate all meeting participants and group by whether
A0 attendance was 1n- person or virtual).
Group by customer participant (e.g., aggregate all meeting
participants and group by whether each 1s a customer or non-
customer as determined by a CRM system or another source).
Group by over/under meeting-room capacity (e.g., aggregate
all meetings utilizing conference rooms, compare each
meeting’s attendance to meeting-room capacity, and group
meeting instances by percentage of meeting-room capacity).
Display top organizers of meetings that use a particular meeting
resource (e.g., the ten individuals who scheduled the most
meetings in a particular conference room).
Group by meeting instances that begin a pre-configured amount
of time after a scheduled start time (where the pre-configured
50 amount of time is greater than or equal to zero).

45

At block 1504, the meeting analytics engine 1156 ana-
lyzes correlated data 1n the data store 1160 pursuant to the
request. For example, the meeting analytics engine 11356
may analyze utilization of at least one meeting resource
responsive to the meeting-analytics request. In some cases,
the meeting analytics engine 1156 may aggregate and/or
group certain meeting information as shown above in Table
60 12.

At block 1506, the meeting analytics engine 1156 gener-

ates information responsive to the request based, at least 1n
part, on the analysis at block 1504. In some embodiments,
the block 1506 can include generating a requested visual-

65 1zation or report. At block 1508, the meeting-analytics
access mterface 1158 provides the generated information to
the requestor.
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Particular examples of using a process such as the process
1500 will now be described. For illustrative purposes,
assume that 1t 1s desired to analyze utilization of a particular
meeting resource (e.g., a particular teleconference product)
or a particular group of meeting resources (e.g., all telecon-
terencing products available in the organization). In various
cases, the process 1500 could be utilized to generate ana-
lytics related to meeting resources that were reserved but not
used, meeting resources that are underutilized relative to
other resources, etc. In an example, utilization of all tele-
conferencing products for an organization can be aggregated
and compared by total utilization 1n terms of time, number
ol meetings, etc. Such analytics can be used to identily
teleconferencing products that should be canceled, telecon-
ferencing products that should be better promoted and
publicized within the organization, etc.

In another example, meeting rooms that are routinely used
in an under-capacity manner could be identified by: (1)
determining, for each meeting room, an average meeting
attendance as a percentage of the meeting room’s capacity
(e.g., for an average meeting attendance of twenty people
and a meeting-room capacity of fifty people, the average
meeting-room capacity would equal forty percent); (2) iden-
tifying meeting rooms having an average capacity percent-
age below a threshold (e.g., below {fifty percent) as under-
utilized. Meeting rooms that are utilized 1n an over-capacity
manner can be 1identified in like manner by instead targeting,
average capacity percentages above a certain threshold (e.g.,
one-hundred percent). In similar fashion, meetings that are
held in meeting rooms that are smaller or larger than
necessary can be 1dentified by aggregating meeting instances
that have a capacity percentage above or below a threshold,
respectively. Such meeting instances can be further grouped
by business unit, organizer, etc.

In yet another example, loss of employee productivity due
to 1methicient meeting operation can be discovered. Accord-
ing to this example, for a meeting 1nstance, a meeting-start
delay can be determined as a difference between a scheduled
meeting start-time and an actual meeting start-time. The
meeting-start delay can then be multiplied by each partici-
pant to calculate overall lost labor time. In some cases, the
meeting-start delay can be multiplied by each respective
labor rate for the meeting participants 1n order to measure
lost employee productivity 1n terms of cost.

Processes such as the process 1500 of FIG. 15 can also be
used as a basis to benchmark utilization of resources. For
example, using the process 1500, 1t may be determined that
certain resources are over-utilized, underutilized, etc. Using
this mnformation, appropriate personnel within an organiza-
tion can promote better utilization of particular meeting,
resources and compare applicable meeting-resource-utiliza-
tion over time.

FIG. 16 illustrates an example of a search interface that
can be provided, for example, by the meeting-analytics
access 1nterface 1158. In various embodiments, such a
search interface can be used to specily a meeting-analytics
request as described above.

FIG. 17 illustrates another example of meeting analytics.
In various embodiments, the meeting analytics of FIG. 14
can be generated and provided to a requestor as described
with respect to the process 1300 of FIG. 13.

FIG. 18 1illustrates an example of a recommendation
system 1898. In certain embodiments, the recommendation
system 1898 can function as described with respect to the
recommendation system 1198 of FIG. 11. For illustrative
purposes, the recommendation system 1198 1s shown to
include a time evaluation module 1815, a location evalua-
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tion module 1819, and a meeting-resource evaluation mod-
ule 1821. It should be appreciated that the recommendation
system 1198 can also include one or more other modules for
determining other types recommendations or suggestions
without deviating from the principles described herein. A
general example of using the recommendation system 1898
will be described below and 1n relation to FIG. 41.

The time evaluation module 1815 1s operable to determine
and return meeting-time information given a set of put
parameters. In various cases, the input parameters can
specily at least one meeting participant and one or more
other meeting constraints such as, for example, at least one
user device, a physical location (such as a city or oflice),
combinations of same and/or the like. The meeting con-
straints, 1I any, can serve to limit the logged performance
data considered by the time evaluation module 1815. In
general, the time evaluation module 1815 can retrieve, from
the data store 1160, a time-based performance pattern for
cach meeting participant specified in the mput parameters,
or cause such a pattern to be generated, and generate the
meeting-time 1mformation requested 1n relation to the input
parameters.

The meeting constraints, which as noted above can be
included in the iput parameters received by the time
evaluation module 18135, can include any aspect of the
logged performance data which 1s correlated, or capable of
correlation, to a multidimensional time map of a given
implementation. For example, the meeting constraints could
specily a particular location or attribute thereof such as a
general geographic area (e.g., an enterprise’s Beijing oflice).
By way of further example, the meeting constraints could
specily a particular device category or attribute thereof such
as a mobile category (e.g., a device determined to be a
mobile device such as a smartphone or tablet), etc. The
meeting constraints can also specily the exclusion of par-
ticular attributes or categories such as, for example, any the
foregoing described attributes.

In a more particular example, the time evaluation module
1815 could receive a request from the scheduling access
interface 1101 to identily suggested meeting times 1n rela-
tion to a set of mput parameters. The mput parameters can
identify a particular meeting participant and potentially one
or more meeting constraints. In response, the time evalua-
tion module 1815 can retrieve, from the data store 1160, a
time-based performance pattern for the particular meeting
participant, or cause such a pattern to be generated. Based on
the input parameters, the time evaluation module 1813 can
identily time 1ntervals of comparatively high stream quality
relative to other time intervals (1n satisfaction of any con-
straints specified). The time intervals of comparatively high
stream quality can be, for example, time intervals of lowest
server load, lowest roundtrip time, lowest packet loss rate,
lowest signal degradation, optimal scores resulting from the
foregoing, combinations or compositions of the foregoing
and/or the like. In certain embodiments, the particular meet-
ing participant can be considered to experience greatest
media-stream quality during time intervals of greatest
stream quality. The suggested meeting time interval(s) that
are returned can include the time 1ntervals of greatest stream
quality, for example, as a top-N list. In various embodi-
ments, the suggest meeting time interval(s) can be con-
strained to those 1ntervals that are during a defined work day
of the meeting participant, during a configurable user-
specified period of time, efc.

In another example, the time evaluation module 1813 can
receive a request from the scheduling access mtertace 1101
to generate comparative media-stream quality information
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in relation to a set of 1nput parameters. The input parameters
can 1dentify a particular meeting participant and potentially
one or more meeting constraints. In response, the time
evaluation module 1815 can retrieve, from the data store
1160, a time-based performance pattern for the particular
meeting participant. Based on the iput parameters, the time
evaluation module 1815 can determine media-stream qual-
ity, as constrained by the mput parameters, for each recur-
ring time interval of an applicable time map (or a subset
thereol). The media-stream quality can be measured, for
example, 1 terms of server load, latency experienced,
dropped connections, and/or other metrics. The determined
media-stream qualities can be returned by the time evalua-
tion module 1815 as the comparative stream-quality infor-
mation.

In st1ll another example, the time evaluation module 1815
could receive a request to evaluate a proposed meeting-time
interval for one or more possible meeting participants. The
input parameters can i1dentily the possible meeting partici-
pant(s) and potentially one or more meeting constraints. In
response, the time evaluation module 1815 can correlate the
proposed meeting-time interval to a time interval of an
applicable multidimensional time map. In addition, the time
evaluation module 1815 can retrieve, from the data store
1160, a time-based performance pattern for each of the
possible meeting participant(s), or cause such a pattern to be
generated. Based on the input parameters, the time evalua-
tion module 1815 can compute a media-stream-quality
evaluation for each possible meeting participant.

Continuing the above example, 1n some implementations,
for each possible meeting participant, the time evaluation
module 1815 can determine a media-stream quality evalu-
ation, as constrained by the input parameters, for the pro-
posed meeting-time 1nterval as well as for all other recurring,
time 1ntervals of an applicable time map (or a subset thereof
such as a working day of a requesting user or possible
meeting participant). In these implementations, the stream
qualities (e.g., server load) can be normalized values result-
ing from dividing an applicable server load for each time
interval by a highest server load across all time intervals
being considered. In some cases, the server loads can simply
be output. In other cases, the time evaluation module 1815
can further compare each possible meeting participant’s
determined server load for the proposed meeting time nter-
val to a threshold, or a series of thresholds, so as to
categorize media-stream quality as “poor,” (e.g., less than or
equal to 0.3), “fair” (e.g., greater than 0.3 but less than or
equal to 0.6), “good” (e.g., greater than 0.6 but less than or
equal to 0.8), “excellent” (e.g., greater than 0.8), etc. It
should be appreciated that the foregoing evaluations are
merely illustrative, and that, in various embodiments, the
evaluations can be conducted in numerous alternative fash-
101S.

The location evaluation module 1819 1s operable to
determine and return meeting-location information given a
set of input parameters. The 1nput parameters can specily,
for example, at least one meeting participant and, poten-
tially, one or more meeting constraints as described above.
More particularly, 1n various cases, the mput parameters
may specily a particular time interval or range of time
intervals. In general, the location evaluation module 1819
can retrieve, from the data store 1160, a time-based perfor-
mance pattern for each meeting participant specified in the
input parameters, or cause such a pattern to be generated,
and generate the meeting-location information requested 1n
relation to the mput parameters.
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In a more particular example, the location evaluation
module 1819 could receive a request from the scheduling
access 1nterface 1101 to identily suggested meeting loca-
tions 1n relation to a set of mmput parameters. The nput
parameters can 1dentily a particular meeting participant and
potentially other constraints such as a particular time inter-
val. In response, the location evaluation module 1819 can
retrieve, from the data store 1160, a time-based performance
pattern for the particular meeting participant, or cause such
a pattern to be generated. Based on the input parameters, the
location evaluation module 1819 can identily locations of
comparatively high stream quality relative to other locations
(1n satisfaction of any constraints specified). The time inter-
vals of comparatively high stream quality can be, for
example, locations serviced by servers having lowest server
load or associated with particularly favorable valuables of
any type ol multi-stream performance data described above.
The suggested meeting time interval(s) that are returned can
include the time intervals of greatest stream quality, for
example, as a top-N list. In various embodiments, the
suggest meeting time interval(s) can be constrained to those
intervals that are during a defined work day of the meeting
participant, during a configurable user-specified period of
time, etc.

In another example, the location evaluation module 1819
could receive a request from the scheduling access interface
1101 to generate comparative location information in rela-
tion to a set of iput parameters. The mput parameters can
identify a particular meeting participant and potentially one
or more meeting constraints. In response, the location evalu-
ation module 1819 can retrieve, from the data store 1160, a
time-based performance pattern for the particular meeting
participant. Based on the input parameters, the location
evaluation module 1819 can determine stream quality, as
constrained by the iput parameters, for each location
tracked by the time map (or a subset thereof). The deter-
mined server availabilities can be returned by the location
evaluation module 1819 as the comparative location infor-
mation, where lower server load can indicate greater stream
quality.

The meeting-resource evaluation module 1821 1s operable
to evaluate meeting resources for meetings given a set of
input parameters. The input parameters can specily, for
example, some aspect of a meeting such as information
related to a meeting location (e.g., a particular meeting
room, a particular oflice or city, a virtual meeting, etc.). The
input parameters can, 1n some cases, also indicate categories
ol meeting resources that are desired such as audio/video/
web conferencing systems, screen sharing, messaging tools,
projectors, interactive whiteboards, displays such as moni-
tors and televisions, wired or wireless network access 1n a
meeting room, and/or the like.

In an example, the meeting-resource evaluation module
1821 could receive a request from the scheduling access
interface 1101 to provide suggested meeting resources for a
particular meeting that has a virtual component (i.e., virtual
meeting technology may be needed). Input parameters can
specily desired meeting resources, a number of meeting
participants, and/or other constraints. In certain embodi-
ments, the meeting-resource evaluation module 1821 can
query the meeting analytics system 1152 via, for example,
the meeting-analytics access interface 1158, for a collection
of resources that satisty each constraint. In particular
embodiments, the meeting-resource evaluation module 1821
can further request and receive server-availability informa-
tion for each desired meeting resource, and sort, by stream
quality, meeting-resource options. Information generated or
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received by the meeting-resource evaluation module 1821
can be output, for example, to the scheduling access inter-

face 1101.

In another example, the meeting-resource evaluation
module 1821 could receive a request from the schedule
access 1nterface 1101 to provide suggested meeting
resources given input parameters that identify a set of
meeting participants, a particular time interval, and/or other
constraints. According to this example, the meeting-resource
evaluation module 1821 could determine particular combi-
nations ol meeting resources that best suit the set ol meeting,
participants. If the meeting will be a virtual meeting (or have
a virtual component), the meeting-resource evaluation mod-
ule 1821 can select a communications platform that best fits
the set of meeting participants. For example, based on
time-based performance patterns for the set ol meeting
participants, the meeting-resource evaluation module 1821
can determine, for the particular time interval, a platform
associated with highest stream quality for each meeting
participant. By way of further example, the meeting-re-
source evaluation module 1821 can determine, for the par-
ticular time interval, a platform for which a configurable
threshold of stream quality 1s exceeded for all meeting
participants. Information generated by the meeting-resource
evaluation module 1821 can be published to a requestor 1n
response to the request.

It should be appreciated that the above examples of
selecting a communications platform are merely illustrative.
Other vanations and possibilities will be apparent to one
skilled 1n the art after reviewing the present disclosure.
Information generated by the meeting-resource evaluation
module 1821 can be output, for example, to the scheduling
access 1nterface 1101.

FIG. 19 illustrates an example of a process 1900 for
generating a time-based performance pattern. In various
embodiments, the process 1900 can be executed at particular
intervals, on-demand when iitiated by an administrator,
on-demand when mitiated by a user via a scheduling inquiry,
combinations of same, and/or the like. In certain embodi-
ments, the process 1900 can be executed repeatedly for each
user of a set of users so that time-based performance patterns
for the set of users can be stored 1n the data store 1160.

In particular embodiments, the process 1900, in whole or
in part, can be implemented by one or more of the meeting
information sources 1150, the BIM system 1130, the meet-
ing analytics system 11352, the meeting correlation engine
1154, the meeting analytics engine 1156, the meeting-
analytics access iterface 1158, the media session analyzer
1163, the pattern generator 1196, the recommendation sys-
tem 1198, the scheduling access interface 1101 and/or the
data store 1160. The process 1900 can also be performed
generally by the system 1100. Although any number of
systems, 1n whole or in part, can implement the process
1900, to simplify discussion, the process 1900 will be
described 1n relation to specific systems or subsystems of the
system 1100.

At block 1902, the pattern generator 1196 selects a set of
virtual-meeting attributes for which a time-based perfor-
mance pattern will be generated. In various cases, the
selection can correspond to a historical time period such as,
for example, virtual meetings that occurred over the last
year, last s1x months, etc. In addition, or alternatively, the
selection can correspond to a particular set of users, a
particular set of locations, particular types of media streams,
particular types of media sessions, combinations of same
and/or the like.
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At block 1904, the pattern generator 1196 extracts multi-
stream performance data related to virtual meetings having
the selected set of virtual-meeting attributes. In some
embodiments, the block 1904 can include retrieving all or
part of the multi-stream performance data from the data
store 1160. The extracted multi-stream performance data can

include, for example, any of the information described with
respect to the data model 1400 of FIG. 14.

At block 1906, the pattern generator 1196 correlates the
extracted multi-stream performance data to a multidimen-
sional time map. The multidimensional time map can have
any of the characteristics described above relative to FIG.
11. In general, the correlating can involve mapping each
clement of multi-stream performance data of the set to a
recurring time interval that corresponds to a time at which
the event occurred (potentially at multiple levels of speci-

ficity).

At block 1908, the pattern generator 1196 determines
aggregate multi-stream performance data in relation to the
multidimensional time map. For example, in particular
embodiments, the block 1908 can include determining an
average or median stream quality or server load for each
recurring time interval of the multidimensional time map,
potentially at multiple levels of specificity (e.g., average or
median server load at a given time interval for each user,
cach location, etc.). In addition, in certain embodiments, the
block 1908 can include determining more specific server
availabilities or server loads for some or all of virtual-
meeting attributes which were selected at block 1902. For
example, 1n certain embodiments, the pattern generator 1196
can determine, within each recurring time interval, a loca-
tion-specific server load for one or more user or oflice
locations, a user-specific server load for each user, combi-
nations of same, and/or the like.

At block 1910, the pattern generator 1196 generates a
time-based performance pattern based, at least 1n part, on a
result of the determinations at block 1908. In certain
embodiments, the time-based performance pattern can
include some or all of the server availabilities or server loads
determined at the block 1910 1n relation to a corresponding
recurring time interval of the multidimensional time map. In
various embodiments, depending on the exact information
contained therein, the time-based performance pattern can
be stored 1n various data structures such as arrays, vectors,
matrices, etc.

At block 1912, the pattern generator 1196 publishes the
time-based performance pattern to a scheduling interface
such as, for example, the scheduling access interface 1101.
In various embodiments, the time-based performance pat-
tern can be published by being stored in the data store 1160
Or 1N memory.

FIG. 20 illustrates an example of a process 2000 for
handling meeting scheduling inquiries from users. In par-
ticular embodiments, the process 2000, 1n whole or 1n part,
can be implemented by one or more of the meeting infor-
mation sources 1150, the BIM system 1130, the meeting
analytics system 1152, the meeting correlation engine 1154,
the meeting analytics engine 1156, the meeting-analytics
access 1nterface 1158, the media session analyzer 1163, the
pattern generator 1196, the recommendation system 1198,
the scheduling access interface 1101 and/or the data store
1160. The process 2000 can also be performed generally by
the system 1100. Although any number of systems, 1n whole
or 1n part, can implement the process 2000, to simplity
discussion, the process 2000 will be described 1n relation to
specific systems or subsystems of the system 1100.
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At block 2002, the scheduling access interface 1101
receives a meeting scheduling inquiry from a user. In various
embodiments, the meeting scheduling mquiry indicates a
request for particular information such as, for example, one
or more recommendations, suggestions, and/or evaluations.
In general, the request can specily any information operable
to be generated by the recommendation system 1198 using,
for example, the time evaluation module 1815, the location
evaluation module 1819, and/or the meeting-resource evalu-

ation module 1821 of FIG. 18.
At block 2004, the scheduling access interface 1101

causes the requested mformation to be generated, for
example, by an appropriate module of the recommendation
system 1898 as described above relative to FIG. 18. It should
be appreciated that, 1n many cases, the requested 1nforma-

tion may involve execution of multiple modules of the
recommendation system 1898. At block 2006, the schedul-
ing access interface 1101 generates a report that includes the
requested information. At block 2008, the scheduling access
interface 1101 publishes the report to the requesting user, for
example, by making the report available to the requesting
user over a network such as, for example, the network 106
of FIG. 1.

In various embodiments, the process 2000 can be
executed repeatedly 1n efforts to schedule a meeting involv-
Ing one or more meeting participants. In certain embodi-
ments, the scheduling access interface 1101 can further
facilitate scheduling of the meeting and reservation of
meeting resources via interaction with one or more of the
meeting information sources 1150.

FIGS. 21-26 illustrate example analytics that can be
generated by the meeting analytics engine 1156 of FIG. 11,
the recommendation system 1198 of FIG. 11, a component
of the foregoing, and/or the like. Consider a use case that
senior management team wants to know the overall call
quality for a VoIP system. For example, 1t may be desirable
to answer the following questions: (1) how i1s the Lync call
quality for your organmization?; (2) how i1s the Lync call
quality for oflices?; and (3) how 1s the call quality for
regions? According to this example, a query package can be
tashioned to provide information such as the following: Call
Volume; Call Volume Distribution for Server; Call Volume
Distribution for Network (wired/wireless/VPN/External);
Call Volume Distribution for Session Type (P2P/Other);
Good Call Percentage; Poor Call Percentage; Top-N Best/
Worst Offices; and Top-N Best/ Worst Regions.

More particularly, FIG. 21 shows the trending of “Orga-
nization Call Quality Overview” for a certain period that can
be user-specified. According to the example of FIG. 21, a
poor-stream percentage and a good-stream percentage can
be computed by dividing a total number of poor streams and
a total number of good streams, respectively, by a total
number of streams during the period. It should be appreci-
ated that the analysis can be constrained by user-specified
virtual-meeting attributes such as a Call Type, Oflice,
Region, etc.

FIG. 22 shows a total volume of good and poor calls for
virtual meeting attributes such as gateway and network type.
In certain embodiments, user-selection of an attribute can
cause the view to be updated to show detailed information
for the selection.

FIG. 23 shows a top-N best oflice view. In certain
embodiments, an oflice can be defined by a set of subnets.
In various implementations, good-call quality for an office
can be measured by a number of good streams divided by the
total number of streams that occurred in the office during
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that period. In some embodiments, user-selection of an oflice
can cause the view to be updated to show detailed informa-
tion for the selected oflice.

FIG. 24 shows a top-N worst oflice view. In certain
embodiments, an oflice can be defined by a set of subnets.
In various implementations, poor-stream quality for an office
can be measured by a number of poor streams divided by the
total number of streams that occurred in the oflice during
that period. In some embodiments, user-selection of an oflice
can cause the view to be updated to show detailed informa-
tion for the selected oflice.

FIG. 25 shows a top-N best region view. In certain
embodiments, a region can be an area, an aggregation of
oflices, or a part of the world. In various implementations,
good-call quality for a region can be measured by a number
ol good streams 1n the region divided by the total number of
streams that occurred 1n the region (or the total number of
streams for which information 1s available) during that
period. In some embodiments, user-selection of a region can
cause the view to be updated to show detailed information
for the selected region.

FIG. 26 shows a top-N worst region view. In certain
embodiments, a region can be an area, an aggregation of
oflices, or a part of the world. In various implementations,
poor-stream quality for a region can be measured by a
number of poor streams in the region divided by the total
number of streams that occurred in the region (or the total
number of streams for which information 1s available)
during that period. In some embodiments, user-selection of
a region can cause the view to be updated to show detailed
information for the selected region.

FIGS. 27-32 illustrate additional example analytics that
can be generated by the meeting analytics engine 1156 of
FIG. 11, the recommendation system 1198 of FIG. 11, a
component of the foregoing, and/or the like. Consider a use
case that an admimstrator desires to diagnose virtual-meet-
ing quality. For example, it may be desirable to answer the
following questions: (1) what 1s the poor stream quality
trend? (2) what 1s the percentage of poor stream in your
organization? (3) what 1s the percentage of poor stream for
subnet? (4) what 1s the percentage of poor stream for pool?
(5) what 1s the percentage of poor stream for server? (6)
what 1s the percentage of poor stream for individual? and (7)
what 1s the percentage of poor stream for certain types of
devices? According to this example, a query package can be
fashioned to provide information such as the following: Poor
Stream Percentage; Poor Stream Percentage for Server; Poor
Stream Percentage for Network (wired/wireless/VPN/Exter-
nal); Poor Stream Percentage for Session Type (P2P/Other);
Poor Stream Percentage for Device (LPE/Non-LPE); Poor
Stream Percentage for Media Type (Audio/Video/AS);
Top-N Worst Subnets; Top-N Worst Pools; Top-N Worst
Servers; and Top-N Worst Individuals.

FIG. 27 illustrates a trending of stream quality for a
certain period. It should be appreciated that the analysis can
be constrained by user-specified virtual-meeting attributes.

FIG. 28 illustrates a poor-stream percentage for certain
virtual-meeting attributes such as server type, network type,
stream type and device type. In some embodiments, user-
selection of an attribute cause the view to be updated to
show detailed information for the selected attribute.

FIG. 29 shows a top-N worst subnet view. In certain
embodiments, a subnet can be defined by a caller/callee’s 1P
address. In various implementations, poor-stream, quality
for a subnet can be measured by a number of poor streams
in the subnet divided by the total number of streams that
occurred 1n the subnet during that period. In some embodi-
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ments, user-selection of a subnet can cause the view to be
updated to show detailed information for the selected sub-
net.

FIG. 30 shows a top-N worst pool view. In various
implementations, poor-stream, quality for a pool can be
measured by a number of poor streams that occurred in the
pool divided by the total number of streams that occurred in
the pool during that period. In some embodiments, user-
selection of a pool can cause the view to be updated to show
detailed information for the selected pool.

FIG. 31 shows a top-N worst server view. In various
implementations, poor-stream quality for a server can be
measured by a number of poor streams that occurred in the
server divided by the total number of streams that occurred
in the server during that period. In some embodiments,
user-selection of a server can cause the view to be updated
to show detailed information for the selected server.

FIG. 32 shows a top-N worst user view. In various
implementations, poor-stream quality for a user can be
measured by a number of poor streams that occurred with
respect to the user (incoming or outgoing) divided by the
total number of streams of the user during that period. In
some embodiments, user-selection of a user can cause the
view to be updated to show detailed information for the
selected user.

FIGS. 33-35 illustrate additional example analytics that
can be generated by the meeting analytics engine 1156 of
FIG. 11, the recommendation system 1198 of FIG. 11, a
component of the foregoing, and/or the like. Consider a use
case that an administrator wants to know which device 1s the
best/worst 1n relation to stream quality. For example, it may
be desirable to answer the following questions: (1) what are
the types of devices used? and (2) what type of device
provides the best/worst stream quality? According to this
example, a query package can be fashioned to provide
information such as the following: Capture Device; Render
Device; Pool; Server; Department; Subnet; Poor Call Per-
centage; Unmique Users using the type of device; and Echo.

FIG. 33 shows an example top-N most-used device view.

FIG. 34 shows an example top-N best device view. In
certain embodiments, a best device can be a device have a
lowest poor-stream percentage in a certain period.

FIG. 35 shows an example top-N worst device view. In
certain embodiments, a worst device can be a device have a
highest poor-stream percentage in a certain period.

FIGS. 36-40 1llustrate additional example analytics that
can be generated by the meeting analytics engine 1156 of
FIG. 11, the recommendation system 1198 of FIG. 11, a
component of the foregoing, and/or the like. Consider a use
case that an administrator wants to 1nvestigate network
performance on stream quality (e.g., for VoIP calls). For
example, 1t may be desirable to answer the following ques-
tions: (1) what 1s the overall network status? (2) what 1s the
wired subnet status? (3) what 1s the wireless subnet status?
and (4) what 1s the VPN subnet status? According to this
example, a query package can be fashioned to provide
information such as the following: Session Volume; Ses-
sions Classified as Poor; Average Round Trip; Average
Degradation; Average Packet Loss; Average Jitter; and Aver-
age Echo.

FIG. 36 illustrates a trending of stream quality across all
subnets for a certain period.

FIG. 37 shows the total volume and the volume change
for each type of network. In some embodiments, user-
selection of a subnet can cause the view to be updated to
show detailed information for the selected subnet.
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FIG. 38 shows top-N worst wired subnets. In some
embodiments, user-selection of a subnet can cause the view
to be updated to show detailed information for the selected
subnet.

FIG. 39 shows top-N worst wireless subnets. In some
embodiments, user-selection of a subnet can cause the view
to be updated to show detailed information for the selected
subnet.

FIG. 40 shows top-N worst VPN subnets. In some
embodiments, user-selection of a subnet can cause the view
to be updated to show detailed information for the selected
subnet.

FIG. 41 1illustrates an example of a process 4100 for
interval-based predictions using multi-stream patternization.
In particular embodiments, the process 4100, 1n whole or 1n
part, can be implemented by one or more of the meeting
information sources 1150, the BIM system 1130, the meet-
ing analytics system 1152, the meeting correlation engine
1154, the meeting analytics engine 1156, the meeting-
analytics access interface 1158, the media session analyzer
1163, the pattern generator 1196, the recommendation sys-
tem 1198, the scheduling access interface 1101, the data
store 1160, the time evaluation module 1815, the location
evaluation module 1819 and/or the meeting-resource evalu-
ation module 1821. The process 4100 can also be performed
generally by the system 1100. Although any number of
systems, 1n whole or m part, can implement the process
4100, to simplify discussion, the process 4100 will be
described 1n relation to specific systems or subsystems of the
system 1100.

At block 4102, the recommendation system 1198 receives
a future virtual-meeting time interval and a set of virtual-
meeting attributes 1n relation to a future virtual meeting
(e.g., a proposed meeting time interval). In general, the set
of virtual-meeting attributes can include any combination
virtual-meeting attributes such as, for example, particular
users and meeting participants, user devices used by meeting
participants, meeting resources such as servers that sup-
ported the virtual meeting, live media sessions utilized
during the virtual meeting, live media streams utilized
during the virtual meeting, an identifier of any of the
foregoing, combinations of same and/or the like.

At block 4104, the recommendation system 1198 corre-
lates the future virtual-meeting time 1nterval to at least one
recurring time 1nterval of a time map such as, for example,
a multidimensional time map of the type described above. In
some cases, the future virtual-meeting time 1nterval can be
correlated to multiple recurring time intervals (e.g., i1t the
future virtual-meeting time 1nterval spans more than one
recurring time 1nterval). At block 4106, the recommendation
system 1198 retrieves a time-based performance pattern
corresponding to the set of virtual-meeting attributes, for
example, from the data store 1160.

At block 4108, the recommendation system 1198 deter-
mines, from the time-based performance pattern, a stream
quality for the set of virtual-meeting attributes at the at least
one recurring time interval to which the future virtual-
meeting time 1nterval was correlated. If, for example, the set
of virtual-meeting attributes 1dentifies a particular user, the
block 4108 can include determining the stream quality, for
the particular user, from the time-based performance pattern
of the user.

In some cases, an objective may be to generate compara-
tive media-stream quality information for multiple recurring,
time intervals. In these cases, the block 4108 can include the
recommendation system 1198 determiming media-stream
quality of selected recurring time intervals of the time map,
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inclusive of the recurring time interval to which the future
virtual-meeting time interval was correlated. In addition, or
alternatively, the recommendation system 1198 can 1dentily
based, at least in part, on the time-based performance
pattern, one or more recurring time ntervals of the time map
that each have a comparatively high stream quality.

In other cases, an objective can be to generate compara-
tive media-stream quality information for multiple meeting
locations. In these cases, the block 4108 can include the
recommendation system 1198 determining, from the time-
based performance pattern (e.g., of the user), a media-stream
quality at one or more locations, inclusive of any meeting
locations specified 1n the set of virtual-meeting attributes. In
addition, or alternatively, the recommendation system 1198
can 1dentily, from the time-based performance pattern, one
or more locations of comparatively high stream quality
relative to other locations, inclusive of any meeting loca-
tions specified in the set of virtual-meeting attributes.

At block 4110, the recommendation system 1198, or
another component, publishes information related to the
determined stream quality, for example, to a requestor. In
general, the recommendation system 1198 can publish any
information generated during or as a result of blocks 4102-
4108. For example, the recommendation system 1198 can
publish suggested meeting locations, suggested meeting,
times, predicted stream qualities for a the future meeting
time interval, comparative media-stream quality informa-
tion, etc.

Depending on the embodiment, certain acts, events, or
functions of any of the algorithms described herein can be
performed 1n a diflerent sequence, can be added, merged, or
left out altogether (e.g., not all described acts or events are
necessary for the practice of the algorithms). Moreover, in
certain embodiments, acts or events can be performed con-
currently, e.g., through multi-threaded processing, interrupt
processing, or multiple processors or processor cores or on
other parallel architectures, rather than sequentially.
Although certain computer-implemented tasks are described
as being performed by a particular entity, other embodiments
are possible 1n which these tasks are performed by a different
entity.

Conditional language used herein, such as, among others,
can,” “might,” “may,” “e.g.,” and the like, unless specifi-
cally stated otherwise, or otherwise understood within the
context as used, 1s generally intended to convey that certain
embodiments 1nclude, while other embodiments do not
include, certain features, elements and/or states. Thus, such
conditional language 1s not generally intended to imply that

teatures, elements and/or states are 1n any way required for
one or more embodiments or that one or more embodiments
necessarlly include logic for deciding, with or without
author input or prompting, whether these features, elements
and/or states are included or are to be performed in any
particular embodiment.

While the above detailed description has shown,
described, and pointed out novel features as applied to
various embodiments, 1t will be understood that various
omissions, substitutions, and changes 1n the form and details
of the devices or algorithms 1llustrated can be made without
departing from the spirit of the disclosure. As will be
recognized, the processes described herein can be embodied
within a form that does not provide all of the features and
benefits set forth herein, as some features can be used or
practiced separately from others. The scope of protection 1s
defined by the appended claims rather than by the foregoing
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description. All changes which come within the meaning
and range of equivalency of the claims are to be embraced
within their scope.

Although various embodiments of the method and appa-
ratus of the present invention have been illustrated 1n the
accompanying Drawings and described in the foregoing
Detailed Description, it will be understood that the invention
1s not limited to the embodiments disclosed, but 1s capable
of numerous rearrangements, modifications and substitu-

tions without departing from the spirit of the invention as set
forth herein.

What 1s claimed 1s:

1. A method comprising, by a computer system:

receiving, in relation to a future virtual meeting, a future
virtual-meeting time interval and an 1dentification of a
plurality of virtual-meeting participants;
extracting multi-stream performance data related to vir-
tual meetings having at least one virtual-meeting par-
ticipant of the plurality of virtual-meeting participants;

correlating the extracted multi-stream performance data
to a plurality of recurring time intervals;

determining aggregate multi-stream performance data 1n

relation to the plurality of recurring time intervals,
wherein the aggregate multi-stream performance data
comprises stream-quality metrics for a plurality of
communications platiorms;

generating a time-based performance pattern based, at

least 1n part, on the determiming;

correlating the future virtual-meeting time interval to at

least one recurring time interval of the time-based
performance pattern;

determining, from the time-based performance pattern, a

stream quality for each of the plurality of wvirtual-
meeting participants at the at least one recurring time
interval;
determining, for the future virtual-meeting time interval,
a commumnications platform from the plurality of com-
munication platiorms for which a stream-quality
threshold 1s exceeded for each of the plurality of
virtual-meeting participants;
responsive to the determining, facilitating scheduling of
the future virtual meeting on the communications plat-
form at the future virtual-meeting time interval; and

executing the future virtual meeting on the communica-
tions platform at the future virtual-meeting time inter-
val.
2. The method of claim 1, comprising:
recerving a set of virtual-meeting attributes 1n relation to
a specific user; and

generating a specific time-based performance pattern of
the specific user based, at least 1n part, on the deter-
mined aggregate multi-stream performance data 1n
relation to the plurality of recurring time intervals.

3. The method of claim 2, wherein the stream quality 1s
determined, for the specific user, from the specific time-
based performance pattern of the specific user.

4. The method of claim 2, comprising:

determining media-stream quality of at least selected

recurring time intervals based, at least 1n part, on the
specific time-based performance pattern of the specific
user; and

publishing comparative media-stream quality informa-

tion, the comparative media-stream quality information
comprising the determined media-stream quality of
cach of the at least selected recurring time intervals.



US 10,157,358 Bl

69

5. The method of claim 2, comprising:

identifying, from the specific time-based performance
pattern of the specific user, one or more locations of
comparatively high stream quality relative to other
locations:; and

publishing information related to the one or more loca-

tions to a requestor.

6. The method of claim 2, comprising;:

determining, from the specific time-based performance

pattern of the specific user, a media-stream quality at a
plurality of locations; and

publishing comparative location information, the com-

parative location information comprising information
related to the determined media-stream quality at each
of the plurality of locations.

7. The method of claim 2, comprising;:

determining a specific communications platform for a

specific user for the future virtual meeting based, at
least 1n part, on an analysis of the specific time-based
performance pattern of the specific user.

8. The method of claim 1, comprising;:

identifying based, at least in part, on the time-based

performance pattern, one or more recurring time inter-
vals that each have a comparatively high stream qual-
ity; and

publishing information related to suggested meeting

times, the information related to suggested meeting
times comprising information related to the one or
more recurring time intervals.

9. The method of claim 1, wherein the multi-stream
performance data represents an assessment of at least one of
a quality of a particular live media stream, a particular live
media session, and a particular stream of a particular user.

10. An information handling system comprising a hard-
ware processor, wherein the hardware processor 1s operable
to 1implement a method comprising;

receiving, in relation to a future virtual meeting, a future

virtual-meeting time 1nterval and an 1dentification of a
plurality of virtual-meeting participants;
extracting multi-stream performance data related to vir-
tual meetings having at least one virtual-meeting par-
ticipant of the plurality of virtual-meeting participants;

correlating the extracted multi-stream performance data
to a plurality of recurring time intervals;

determining aggregate multi-stream performance data in

relation to the plurality of recurring time intervals,
wherein the aggregate multi-stream performance data
comprises stream-quality metrics for a plurality of
communications platiforms;

generating a time-based performance pattern based, at

least in part, on the determining;

correlating the future virtual-meeting time interval to at

least one recurring time interval of the time-based
performance pattern;

determining, from the time-based performance pattern, a

stream quality for each of the plurality of virtual-
meeting participants at the at least one recurring time
interval;

determining, for the future virtual-meeting time nterval,

a communications platform from the plurality of com-
munication platforms for which a stream-quality
threshold 1s exceeded for each of the plurality of
virtual-meeting participants;

responsive to the determining, facilitating scheduling of

the future virtual meeting on the communications plat-
form at the future virtual-meeting time interval; and
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executing the future virtual meeting on the communica-
tions platform at the future virtual-meeting time inter-
val.
11. The information handling system of claim 10, wherein
the method comprises:
recerving a set of virtual-meeting attributes 1n relation to
a specific user; and

generating a specific time-based performance pattern of
the specific user based, at least 1n part, on the deter-
mined aggregate multi-stream performance data in
relation to the plurality of recurring time intervals.

12. The information handling system of claim 11, wherein
the stream quality 1s determined, for the specific user, from
the specific time-based performance pattern of the specific
user.

13. The information handling system of claim 11, wherein
the method comprises:

determining media-stream quality of at least selected

recurring time intervals based, at least 1n part, on the
specific time-based performance pattern of the specific
user; and

publishing comparative media-stream quality 1nforma-

tion, the comparative media-stream quality information
comprising the determined media-stream quality of
cach of the at least selected recurring time intervals.

14. The information handling system of claim 11, wherein
the method comprises:

identifying, from the specific time-based performance

pattern of the specific user, one or more locations of
comparatively high stream quality relative to other
locations:; and

publishing information related to the one or more loca-

tions to a requestor.

15. The information handling system of claim 11, wherein
the method comprises:

determining, from the specific time-based performance

pattern of the specific user, a media-stream quality at a
plurality of locations; and

publishing comparative location information, the com-

parative location information comprising information
related to the determined media-stream quality at each
of the plurality of locations.

16. The information handling system of claim 11, wherein
the method comprises:

determining a specific communications platform for a

specific user for the future virtual meeting based, at
least 1n part, on an analysis of the specific time-based
performance pattern of the specific user.

17. The information handling system of claim 10, wherein
the method comprises:

identifying based, at least imn part, on the time-based

performance pattern, one or more recurring time inter-
vals that each have a comparatively high stream qual-
ity; and

publishing information related to suggested meeting

times, the information related to suggested meeting
times comprising information related to the one or
more recurring time intervals.

18. The information handling system of claim 10, wherein
the multi-stream performance data represents an assessment
of at least one of a quality of a particular live media stream,
a particular live media session, and a particular stream of a
particular user.

19. A computer-program product comprising a non-tran-
sitory computer-usable medium having computer-readable




US 10,157,358 Bl

71 72
program code embodied therein, the computer-readable pro- determiming, from the time-based performance pattern, a
gram code adapted to be executed to implement a method stream quality for each of the plurality of virtual-
comprising: meeting participants at the at least one recurring time
o i relati f o . f interval;

fecelville, 1 e El’[lO.Il toia ture virtua .meet‘mg, d ture 5 determining, for the future virtual-meeting time interval,
Vlftua!'mEEtlI}% me intery al and an identification of a a communications platform from the plurality of com-
plurality of virtual-meeting participants; munication platforms for which a stream-quality
extracting multi-stream performance data related to vir- threshold 1s exceeded for each of the plurality of

virtual-meeting participants;
responsive to the determining, facilitating scheduling of
the future virtual meeting on the communications plat-

tual meetings having at least one virtual-meeting par-
ticipant of the plurality of virtual-meeting participants; 10

correlating the extracted multi-stream performance data form at the future virtual-meeting time interval; and
to a plurality of recurring time intervals; executing the future virtual meeting on the communica-
determining aggregate multi-stream performance data in tions platform at the future virtual-meeting time inter-

val.
15 20. The computer-program product of claim 19, wherein
the method comprises:
recerving a set of virtual-meeting attributes 1n relation to

a specific user; and

generating a time-based performance pattern based, at generating a specific time-based performance pattern of
least 1n part, on the determining; 20 the specific user based, at least in part, on the deter-

mined aggregate multi-stream performance data 1n

relation to the plurality of recurring time intervals.

relation to the plurality of recurring time intervals,
wherein the aggregate multi-stream performance data
comprises stream-quality metrics for a plurality of
communications platforms;

correlating the future virtual-meeting time interval to at
least one recurring time interval of the time-based
performance pattern; £ % ok % ok
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