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PROGRESSION ANALYTICS SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Appli-
cation No. PCT/US2014/030514, filed Mar. 17, 2014,
entitled “PROGRESSION ANALYTICS SYSTEM”, which
claims the benefit of U.S. Provisional Patent Application
Ser. No. 61/789,695, filed Mar. 135, 2013, entitled “CLINI-
CAL PROGRESSION ANALYTICS SYSTEM?”, the disclo-

sures of which are incorporated herein by reference.

BACKGROUND

The present disclosure relates 1n general to development
and analytic tools for use in the health care industry that can
be utilized for retrospective processing and analysis of
medical information.

Many clinical decisions must be made i the typical
course of treating a patient who 1s undergoing medical care.
Oftentimes these decisions aflect the overall health and
well-being of the patient. Particularly, despite current efforts
to apply accepted best practices, 1t 1s possible for a patient
that recerves medical care to sufler from an adverse health
outcome. Adverse health outcomes originate 1n many ways
which are often occult (latent potential) in the earliest stages
of a clinical care process. Examples include 1atrogenesis,
nosocomial infections, patient safety procedural failures, as
well as the natural unchecked progression of a pathologic
process or the simple confluence of untoward eflects. Fur-
ther, an adverse outcome may arise in response to, or as a
result of, a treatment or procedure designed to treat a
diagnosed condition not directly related to the adverse
outcome. The occurrence of adverse health outcomes aflects
the overall burgeoning cost of healthcare.

BRIEF SUMMARY

According to aspects of the present disclosure, a method
of identifying insights related to outcomes 1s provided. The
method comprises 1dentifying a patient-care related outcome
of interest. The method also comprises extracting electronic
clinical data associated with historical healthcare encounters
for a plurality of patients, where the plurality of patients
include a first subset of patients that experienced the out-
come of interest and a second subset of patients that did not
experience the outcome of interest. The method further
comprises defining patient groups based upon similar data
patterns present in the extracted electronic clinical data,
where the data patterns are selected such that the defined
patient groups differentiate from one another in terms of a
likelihood of the outcome of 1nterest, consequences associ-
ated with the outcome of interest or both. The method still
turther comprises deriving hypothesized etiological expla-
nations for why one or more patient groups have a different
likelihood, consequence or both, with respect to the outcome
ol interest when compared to other patient groups.

Optionally, the method comprises identifying climical
interventions that are intended to modily the likelihood
and/or consequences of the outcome of interest for certain
patient groups. The method may be applied with the objec-
tive of decreasing the likelihood and/or consequences of an
adverse outcome or to increase the likelihood and/or con-
sequences ol a favorable outcome.
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BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 1s a block diagram of a basic computer system that
may be used to implement a progression analytics system,
according to aspects of the present disclosure;

FIG. 2 1s a flow chart of an exemplary flow within a
progression analytics system that provides development and
analysis tools useful for retrospective processing of medical
information with respect to outcome of 1nterest, according to
aspects of the present invention;

FIG. 3 15 a tlow diagram illustrating the use of models and
algorithms 1n a progression analytic system to generate
relevant electronic clinical data for use with the flow of FIG.
2, according to aspects of the present disclosure;

FIG. 4 15 a flow diagram 1llustrating an approach to define
patient groups, for use with the tlow of FIG. 2, according to
aspects of the present disclosure;

FIG. 5§ 1s a flow diagram illustrating an approach for
defining etiological explanations that explain differences
among patient groups, according to aspects ol the present
disclosure:

FIG. 6 1s a flow diagram 1illustrating an approach for
recommending clinical interventions based upon etiological
explanations for differences 1n corresponding patient groups,
according to aspects of the present disclosure;

FIG. 7 1s a flow chart of an exemplary flow within a
progression analytics system that comprises defimng patient
groups, characterizing each group with a common care
clement trajectory, translating trajectories into hypothesized
physiological progressions, and 1dentiiying opportunities to
interrupt certain physiological progressions according to
aspects of the present disclosure, and

FIG. 8 1s a block diagram of an exemplary computer
system, which may be utilized for implementing one or more
components of FIGS. 1-7, according to aspects of the
present disclosure.

DETAILED DESCRIPTION

According to various aspects of the present disclosure, a
progression analytics system 1s provided, which 1s utilized to
extract electronic climical data associated with historical
healthcare encounters based upon a patient-care related
outcome of interest. The progression analytics system 1s
turther utilized to define patient groups based upon similar
data patterns present 1n the extracted electronic clinical data.
The patient groups are defined such that the patient groups
may have a varying likelithood that the outcome of interest
will occur, varying consequences associated with the out-
come ol interest, or both. Based upon an analysis of the
patient groups, hypothesized etiological explanations are
derived for explaining the differences among the patient
groups with regard to the outcome of interest. For instance,
the etiological explanations may attempt to explain why one
or more patient groups have a different likelihood for the
outcome of interest, why one or more patient groups have a
different consequence associated with the outcome of inter-
est, or both, when compared to other patient groups. These
ctiological explanations can be utilized to define interven-
tions and other treatment changes that may be included in
patient care protocols to improve patient care.

Clinical Progression:

The care seeking behavior of individuals most commonly
begins when they experience signs and/or symptoms of an
illness or experience some form or trauma. The clinical
encounter begins when the individual 1s presented to health-
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care personnel. At the outset of the clinical encounter, the
individual 1s identified as a “patient” and a healthcare record
1s 1nitiated. The individual’s symptoms, which are usually
subjective complaints, are recorded 1n the healthcare record.
Signs observed by the clinician are also recorded in the
healthcare record. Both signs and symptoms may be indica-
tive that a pathologic (disease) process 1s 1n progress.
Conversely, both signs and symptoms may represent normal
physiologic processes and not be 1indicative of a pathologic
process.

Typically, the clinician(s) mitiate a diagnostic process
based upon the patient’s signs and symptoms. This diagnos-
tic process olten includes a patient evaluation, the nature of
which depends upon the acuity (severity) of the illness/
injury and the clinician’s determination whether the mitial
signs and symptoms represent a potentially urgent or emer-
gent patient need. From this early collection of information
and a physical examination, laboratory and other testing 1s
typically ordered by the clinician 1n an eflort to establish or
rule/out various diagnoses.

A plan of action 1s implemented as indicated by the
patient’s clinical condition and 1n light of any early results
available from the tests ordered. At this point, the object of
care 1s to establish and maintain normal homeostatic physi-
ologic functions. However, patient care 1s also carried out to
correct any physiologic functions found to be abnormal, to
identify pathologic processes causing or contributing to the
abnormal physiologic functions, to provide definitive care
aimed at eliminating the culprit pathologic process restoring
the 1ndividual to prior level of health, etc.

All of the above information may be electronically cap-
tured during a healthcare encounter associated with the
patient, and represents examples of ‘clinical data’. More-
over, the patient’s experience going through these various
stages or steps 1s referred to herein as a ‘clinical progres-
sion’. The continuation of underlying disease process 1s
called the ‘pathologic progression’. The goal of treatment 1s
to stop the pathologic progression and restore normal
homeostatic function at least to the previous level of health
prior to the illness/injury.

In the course of care, it i1s possible for a patient to
experience a favorable outcome. It 1s also possible for a
patient to experience an adverse outcome. Potential adverse
outcomes may be subdivided into “active” and “latent.”
‘Active adverse outcomes’ can be characterized as known
potentially negative consequences or results that may occur
due to an itended clinical intervention. Medications, sur-
gical procedures, patient safety, infections, and childbirth
provide well-known examples. ‘Latent potential adverse
outcomes’ are much less well understood. A latent adverse
outcome may occur unexpectedly even when the clinical
care process 1s going well. For instance, latent adverse
outcomes may result from an unexpected reaction to treat-
ment, or a confluence of untoward eflects. Latent adverse
outcomes may also be attributed to “chance” because the
nature of the occurrence 1s not known or understood.

According to various aspects of the present disclosure,
systems, methods and computer program products 1mple-
ment development and analysis tools useful for the retro-
spective processing ol medical information, 1n a manner that
tacilitates the systematic analysis of the likelthood and/or
consequences of an outcome of 1nterest based upon elec-
tronic clinical data. The outcome may be adverse or favor-
able. The analysis may be directed to the likelihood of an
occurrence ol an outcome ol interest. Alternatively, the
analysis may be directed to the consequences associated
with an outcome of interest (e.g., degree, severity, duration,
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4

etc.). Moreover, the above variations 1n analysis may be
performed 1n combination, €.g., by analyzing a combination
of likelithood and consequences, etc.

Platform Overview:

Referring now to the drawings and particularly to FIG. 1,
a general diagram of a computer system 100 1s 1llustrated,
where components of the computer system 100 can be used
to implement elements of a progression analytics system
according to aspects of the present disclosure. In this regard,
the computer system 100 may be utilized to implement the
methods and processes described with reference to FIGS.
2-7 herein.

The computer system 100 can be deployed 1n a wide
variety of manners, including within an outpatient oflice/
clinic, hospital, integrated healthcare network (IHN), within
a location outside of where direct patient care 1s provided,
ctc. In this regard, the computer system 100 or components
thereol can be distributed across multiple diflerent locations
including multiple IHNs simultaneously. Moreover, com-
puter system components can be implemented by diflerent
entities with or without sharing data between the entities.
Regardless of deployment strategy, the computer system 100
can be mmplemented by a source tasked with i1dentifying
insights related to the occurrence of an outcome of interest,
such as an adverse health outcome.

The computer system 100 comprises a plurality of pro-
cessing devices, designated generally by the reference 102
that are linked together by a network 104. As will be
described more fully herein, some processing devices 102 of
the computer system 100 are used for model and algorithm
development, creation, maintenance, etc., whereas some
processing devices 102 are used 1n a corresponding clinical
application, e.g., as a user interface utilized by treating
clinicians or analysts to execute or otherwise implement the
methods, processes and computer program products
described herein.

As a few 1illustrative examples, the processing devices 102
can include servers, personal computers and portable com-
puters. As used herein, portable computers include a broad
range of processing devices, including notebook computers,
tablet computers, transactional systems, purpose-driven
appliances (e.g., networkable medical machines), special
purpose computing devices, personal data assistant (PDA)
processors, cellular devices including smart telephones and/
or other devices capable of communicating over the network
104.

The network 104 provides communications links between
the various processing devices 102, and may be supported
by networking components 106 that interconnect the pro-
cessing devices 102, including for example, routers, hubs,
firewalls, network interfaces, wired or wireless communi-
cations links and corresponding interconnections, cellular
stations and corresponding cellular conversion technologies,
¢.g., to convert between cellular and tcp/ip, etc. Moreover,
the network 104 may comprise connections using one or
more intranets, extranets, local area networks (LAN), wide
area networks (WAN), wireless networks (WIFI), the Inter-
net, including the World Wide Web, and/or other arrange-
ments for enabling communication between the processing
devices 102.

The illustrative progression analytics system 100 also
includes a server 108, which executes at least one processing
engine 110 that interacts with at least one corresponding data
source 112. The processing engine(s) 110 and data source(s)
112 may be used to support the progression analytics system,
¢.g., by executing one or more aspects ol the methods
described with reference to FIGS. 2-7, as described in
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greater detail herein. The results of the processing performed
by the server 108 can be communicated to the processing
devices 102, e.g., which may be stationed in hospital offices,
at centralized locations, at remote locations, etc.

The flows, methods, processes, etc., described with ref-
erence any of FIG. 2-FIG. 7 herein can be implemented on
one or more of the system components of FIG. 1, e.g., the
processing engine 110 executing on the server 108. More-
over, the flows, methods, processes, etc., with reference to
any of FIG. 2-FIG. 7 can be implemented as methods or
computer program product code that 1s embodied on a
computer readable storage media. In this configuration, the
code 1s executable by a processor to cause the processor to
perform the corresponding methods set out herein.

Progression Analytics:

Referring to FIG. 2, a computer-implemented method 200
1s provided for identifying 1nsights related to the occurrence
ol a patient care-related outcome of 1nterest, e.g., an adverse
health outcome. The method 200 includes extracting, at 202,
clectronic clinical data associated with historical healthcare
encounters for a plurality of patients. Here, the plurality of
patients associated with the extracted electronic clinical data
includes a first subset of patients that experienced the
outcome of interest, and a second subset of patients that did
not experience the outcome of interest. An example method
ol extracting the electronic clinical data 1s described with
regard to FIG. 3.

As used herein, ‘electronic clinical data’ 1s electronically
stored data that relates to healthcare encounters of 1ndividu-
als. Flectronic clinical data may include electronic patient
information such as demographic data, patient medical his-
torical data, physician practice information, ambulance/
emergency care information, laboratory results, triage
results, measured vitals, electronic health records, etc.

Electronic clinical data may also include information that
1s utilized by a progression analytics system implementing
the method of FIG. 2. For instance, the electronic clinical
data can include ‘likelithood variables’, ‘consequence vari-
ables’, an ‘outcome likelihood model’, outcome likelihoods
that are computed for patients having a healthcare encounter
included within the electronic clinical data, a ‘consequence
likelihood model’, outcome consequences that are computed
for patients having a healthcare encounter included within
the electronic clinical data, attributions of outcome likel:-
hood to causal factors, combinations thereof, etc.

As used herein, ‘likelihood variables’ are variables char-
acterized as expressions, functions or other extractions
based upon electronic patient information, which have a
reconcilable relationship with an etiology of a corresponding,
outcome of interest, or which may be generated based upon
a computed statistical relationship for predicting an associ-
ated outcome of interest. In this regard, likelihood vaniables
may be extracted directly from electronic patient informa-
tion or likelihood variables may be derived from electronic
patient information. Moreover, the likelihood variables can
be derived from datasets that are the same as, or diflerent
from the electronic patient information included in the
clectronic clinical data. In 1llustrative implementations, like-
lihood variables relate to the probability of occurrence of an
outcome of interest.

As used herein, ‘likelihood factors’” are concepts that
characterize factors that are of interest in predicting the
likelihood of a particular outcome of interest (and for which
a model 1s to be trained). In general, likelihood factors may
be based upon outcome specific etiological knowledge such
as causal relationships, conditions, origins, or reasons for an
outcome specific condition.
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As used herein, an ‘outcome likelithood model’ 1s a model
that estimates the likelihood of the outcome of 1nterest using
a group of likelihood variables. In certain implementations,
the outcome likelihood model may be implemented as a
‘baseline and dynamic outcome likelithood model’. In this
instance, each likelihood variable 1s classified into either a
baseline group or a dynamic group. Here, the baseline group
1s composed of variables that hold a non-modifiable expres-
sion (e.g., constant value for a given patient healthcare
encounter, such as date of admittance). Correspondingly, the
dynamic group 1s composed of variables that can store a
modifiable expression (e.g., an expression having a value
that can change over a given patient healthcare encounter,
such as heart rate).

As used herein, an ‘outcome likelihood’ 1s a likelihood
that a particular outcome of interest will occur, which 1s
determined using an outcome likelithood model.

As used herein, ‘consequence variables’ are variables
characterized as expressions, functions or other extractions
based upon electronic patient information, which have a
reconcilable relationship with an etiology of a corresponding
outcome of interest, or which may be generated based upon
a computed statistical relationship for predicting the conse-
quences associated with an outcome of interest. In this
regard, consequence variables are similar to likelithood vari-
ables, and may be extracted directly from electronic patient
information or consequence variables may be derived from
clectronic patient information. Moreover, the consequence
variables can be derived from datasets that are the same as,
or different from the electronic patient information included
in the electronic clinical data. In an 1illustrative implemen-
tation, consequence variables do not specifically relate to the
probability of an occurrence of on outcome of interest.
Rather, consequence variables relate to other factors that
tollow or otherwise relate to consequences of the outcome of
interest, such as may be measured 1n time, duration, degree,
severity, etc. Thus, an outcome of interest may occur across
two or more patients. However, that outcome may vary in
numerous different measures of impact, which may all be
characterized by consequence.

As used herein, ‘consequence factors’ are concepts that
characterize factors that are of interest in predicting the
consequences associated with a particular outcome of inter-
est (and for which a model 1s to be trained). In general,
consequence factors may be based upon outcome specific
ctiological knowledge such as causal relationships, condi-
tions, origins, or reasons for an outcome specific condition.

As used herein, an ‘outcome consequence model” 1s a
model that estimates consequences of the outcome of inter-
est using a group ol consequence variables. In certain
implementations, the outcome consequence model may be
implemented as a ‘baseline and dynamic outcome conse-
quence model” 1n a manner analogous to the baseline and
dynamic likelihood model.

As used herein, an ‘outcome consequence’ 1S a conse-
quence associated with a particular outcome of interest,
which 1s determined using an outcome consequence model.

As used herein, ‘attribution’ 1s information related to
providing insight as to those likelihood variables that are
likely leading to the computed assessment of likelithood of
the outcome of interest.

Further examples of defining the likelihood and conse-
quence variables, an outcome likelithood model and attribu-
tions are set out in PCT Pat. App. No. PCT/US13/47189, to
Haber et al., entitled “Clinical Predictive Analytics System”™
filed Jun. 21, 2013, the disclosure of which 1s herein

incorporated by reference 1n 1ts entirety.
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A feature of the method 200 that provides an inventive
technical contribution includes defimng, at 204, patient
groups among the plurality of patients, where each patient
group 1s defined by grouping together those patients having
a similar data pattern present in theiwr corresponding
extracted electronic clinical data.

Examples of data patterns are provided throughout. How-
ever, as a few examples, a patient group may be defined as
including at least one patient from the first subset of patients
and at least one patient from the second subset of patients.
In this manner, at least one patient group will include
patient(s) that did experience the outcome of interest, and
patent(s) that did not experience the outcome of interest.
Moreover, the specific use of trajectories to define data
patterns 1s described with reference to FIG. 7.

For example, the method 200 may divide the plurality of
patients up into patient groups such that each patient belongs
to only one patient group. Moreover, i an 1illustrative
implementation, the data patterns are selected or otherwise
generated such that the defined patient groups differentiate
from one another based upon the likelihood and/or conse-
quences of the outcome of interest. As a few illustrative
examples, the data patterns may be defined to differentiate
the groups based upon a likelihood of an occurrence of the
outcome of interest (including cases where a group may
have a likelihood of 0). As another example, the data
patterns may be utilized to differentiate the groups based
upon a varying consequence in an outcome of interest. As an
illustration, an adverse outcome may be unavoidable. How-
ever, groups may have experienced a different consequence
of the outcome of interest, e.g., in terms of degree, severity,
duration, etc. An illustrative method of defining patient
groups 1s described with regard to FIG. 4. Moreover, an
example method of denving the data patterns from the
extracted electronic clinical data, and grouping together
those patients having a similar data pattern, 1s described with
reference to FIG. 4.

Yet another feature of the method 200 that provides an
inventive technical contribution includes deriving, at 206,
hypothesized etiological explanations for why one or more
patient groups have variations in the likelihood and/or
consequences of the outcome of mterest when compared to
other patient groups. As noted in greater detail herein, the
explanations may attempt to explain likelihood of occur-
rence, consequence, combinations thereof (such as risk), etc.
An example method of defimng hypothesized etiological
explanations 1s described with regard to FIG. 3.

The method 200 can be implemented 1n a manner such
that the patient care-related outcome of interest 1s selected as
a Tavorable health outcome. In this regard, hypothesized
ctiological explanations may attempt to explain why one or
more patient groups experienced an increase in the likeli-
hood and/or favorable consequences of the favorable health
outcome relative to other patient groups.

As another example, the method 200 can alternatively be
implemented 1n a manner such that the patient care-related
outcome of 1nterest 1s selected as an adverse health outcome.
In this regard, hypothesized etiological explanations may
attempt to explain why one or more patient groups have a
different risk (e.g., likelihood of occurrence, consequence,
or a combination thereol) associated with the outcome of
interest, relative to other patient groups. The etiological
explanations may attempt to explain the reasons that
decrease the risk, e.g., likelihood and/or negative conse-
quences, of a select patient group attaining the adverse
health outcome, regardless of whether a particular adverse
outcome instance was active or latent.
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As an optional process, the method 200 may also include
identifving, at 208, clinical interventions that have the
potential to impact the likelihood and/or consequences of an
outcome ol terest, e.g., to lower the likelihood of the
adverse health outcome. An example method of 1dentifying
clinical interventions 1s described with regard to FIG. 6.

Clinical Data Extraction:

Referring to FIG. 3, a computer-implemented component
300 of a progression analytics system 1s provided for 1den-
tifying electronic clinical data, e.g., for extracting at 202 of
FIG. 2, for defining patient groups at 204 of FIG. 2 eftc.

In the exemplary component 300, electronic patient data
1s provided in a data source 302. As noted 1n greater detail
herein, the electronic patient data can include information
collected as a result of patient healthcare encounters, such as
demographic data, patient medical historical data, physician
practice mformation, ambulance/emergency care informa-
tion, laboratory results, triage results, measured real time
vitals, electronic health records, patient medical history, etc.

The electronic patient data may be electronically stored 1n
the data source 302 as structured or unstructured data, 1n a
proprietary format or otherwise. Also, the electronic patient
data may include historical patient data to be analyzed,
including patient data for healthcare encounters related to an
outcome of interest, patient data for healthcare encounters
not related to an outcome of interest or combinations
thereof. As such, it may be necessary to prune the available
data 1n the data source 302 to generate electronic clinical
data that 1s determined to be statistically relevant to the
analysis of the outcome of interest.

An optional data abstraction process 304 receives as
iput, the electronic patient data from the data source 302,
which may be 1n proprietary format(s) and converts, trans-
forms, etc., (1.e., maps) the proprietary data to a standardized
generic format, schematically represented by the data source
306. Moreover, the conversion of patient data to a standard-
1zed format 1s optional and may not be necessary, e.g., where
the patient data 1s already available in a data format suitable
for processing.

Likelithood Variables:

Likelithood variables 308 that are determined to be rel-
evant to the likelihood of the outcome of interest, are
extracted from, computed from, or otherwise derived from
(1.e., mapped from) the electronic patient data 306 (if the
likelihood variables 308 are not otherwise available from
another source, e.g., pre-computed). As noted above, the
likelihood vanables may be generated so as to have a
reconcilable relationship with an etiology of the outcome of
interest. As another example, likelihood variables may be
generated based upon a computed statistical relationship for
predicting the occurrence of the outcome of interest.

In an 1illustrative example, a system user such as a
healthcare data analyst or a clinical subject matter expert
interacts with the component 300 of the progression analytic
system through a graphical user interface (GUI) to perform
a likelihood variable selection process. Brietly, 1n an exem-
plary approach, outcome specific etiological knowledge 1s
transformed into likelihood factors, and those likelihood
factors are reconciled into likelithood variables.

In this example, the system user utilizes outcome specific
ctiological knowledge to identity likelihood factors, e.g.,
concepts that characterize factors that are of interest in
predicting the likelihood of the particular outcome of inter-
est (and for which a model is to be trained). In general, the
outcome specific etiological knowledge may include causal
relationships among likelithood factors, conditions, origins,

or reasons for an outcome specific condition.
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The system user interacts with the component 300 of the
progression analytics system through the GUI to construct
likelihood variables 308 that reconcile with the identified
likelihood factors. Here, the likelihood variables 308 may be
calculated, derived, transformed, mapped or otherwise
obtained from the electronic patient data 1n the data source
306.

Likelihood varnables may also be generated using the
methods and techmiques set out 1n PCT Pat. App. No.
PCT/US13/47189, to Haber et al., entitled “Clinical Predic-
tive Analytics System” filed Jun. 21, 2013, the disclosure of
which 1s already incorporated by reference 1n 1ts entirety.

Outcome Likelihoods:

The system user may further interact with component 300
of the progression analytics system through the GUI to
construct an outcome likelihood model 312.

As an illustrative example, an outcome likelihood model
form and variable selection process 1s guided by a training
data set (e.g., a subset of data within the electronic patient
data 306) that includes both outcome data and non-outcome
data. In an 1illustrative example, the outcome likelihood
model form and variable selection process outputs a model
that takes the general torm: Y=log(P/(1-P))=p,+P ,x,+ . . .
+£.x,. In this example implementation, estimated outcome
likelithoods are computed based upon logistic regression
models, thus predicting the likelihood that a person will
experience an outcome of interest in the near future, e.g.,
during the healthcare encounter. In this example, there are k
likelihood variables where p,-p, represent model coetl-
cients. In practice, the traiming data set 1s used to fit the
model. The model then determines 11 p should be adjusted up
or down, whether factor x, should be dropped, etc. The
model 1tself determines which parameters are important.

In an exemplary configuration, the likelihood variables
308 are divided into baseline likelihood wvariables and
dynamic likelithood variables. Variables deemed to be non-
modifiable based on the medical care that 1s provided to the
patient are classified as baseline likelihood variables (also
referred to generally as baseline variables). Correspond-
ingly, variables atlfected by the medical care that the patient
receives while 1n the hospital will be classified as dynamic
likelihood variables (also referred to generally as dynamic
variables). The baseline and dynamic likelihood variables
and the training set are utilized to generate baseline and
dynamic likelithood model forms at 312.

Baseline and dynamic outcome likelthood models may
also be generated for use at 312 using the methods and
techniques set out 1n PCT Pat. App. No. PCT/US13/47189,
to Haber et al., enftitled “Clinical Predictive Analytics Sys-
tem” filed Jun. 21, 2013, the disclosure of which i1s already
incorporated by reference 1n 1ts entirety.

Clinical Data Selection:

As noted 1n greater detail herein, the progression analytic
system extracts clinical data associated with historical
healthcare encounters for patients that are selected for the
evaluation of an outcome of interest. In this regard, a clinical
data selection process 314 1s utilized to select the clinical
data that will be utilized for the analysis. In an 1llustrative
example, a system user interacts with the component 300 of
the progression analytics system through a GUI to establish
inclusion criteria to filter the data in the data source 306 to
selectively extract patients having relevant historical health-
care encounter data (which include patients that experienced
the outcome of interest and patients that did not experience
the outcome of interest).

As an 1llustrative example, the clinical data selection
process 314 interacts with the data source 306 to input
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patient healthcare encounters into an outcome likelihood
calculation process 316, which uses the likelihood variables
308 and the outcome likelihood model(s) 312 to compute
outcome likelihoods 318 for the selected healthcare encoun-
ters. The clinical data selection process 314 applies inclusion
and/or exclusion criteria to filter the healthcare encounter
data such that only selected patient data 1s organized as the
set of clinical data stored at 322.

To ensure the selection of meaningiul patient healthcare
encounters, the clinical data selection process 314 may
utilize the inclusion/exclusion criteria to place restrictions
on the likelihood variable values for a patient healthcare
encounter under consideration. As further examples, the
inclusion/exclusion criteria may be evaluated against the
results of the outcome likelihood computations at 318. As
yet a further example, the inclusion/exclusion criteria can
take other factors into consideration, such as demographics,
etc.

In certain illustrative implementations, the clinical data
selection process 314 may further utilize an attribution
process 320 to provide information as to which likelthood
variables are driving the computed outcome likelihoods 318.
For example, the attribution process 320 may characterize
the degree to which likelihood for the outcome of interest
can be attributed to individual likelithood variables or col-
lections of likelthood variables. This information can be
processed through the inclusion/exclusion criteria to deter-
mine 1f the patient healthcare encounter should be selected
into the clinical data 322.

As noted 1n greater detail herein, the selected clinical data
stored at 322 can also include the likelihood variables 308,
the computed outcome likelithoods 318 and other data.
Moreover, 1n certain 1illustrative implementations, the
selected electronic clinical data can include trajectory data.
Trajectory data 1s electronic clinical data that includes
information that 1s analyzed for generating care element
trajectories as will be described in greater detail, with
reference to FIG. 7.

The selected electronic clinical data 322 may be utilized
as the electronic clinical data extracted at 202 of FIG. 2.
However, other techniques and approaches may alterna-
tively be implemented to select the electronic clinical data
utilized by the method 200 of FIG. 2.

In alternative configurations, 1t may be more desirable to
measure consequence rather than likelihood. Here, the com-
ponent 300 of a progression analytics system may be pro-
vided, where the likelihood wvariables, likelihood factors,
outcome likelihood, etc. are replaced with consequence
variables, consequence factors, outcome consequences, etc.

Group Identification:

Referring to FIG. 4, a computer-implemented component
400 of a progression analytics system 1s provided to define
patient groups, e.g., at 204 of FIG. 2.

The component 400 utilizes selected electronic clinical
data 1n data source 402. In an exemplary implementation,
the information 1n the data source 402 1s the electronic
clinical data stored in the data source 322 (i1.e., selected
clectronic clinical data) described with reference to FIG. 3.
Alternatively, the data source 402 may comprise selected
clectronic clinical data that was selected using alternative
approaches.

As noted i greater detail herein, patient groups are
defined by grouping together those patients having ‘similar
data patterns’. However, a patient may generate a signifi-
cantly large amount of data during a healthcare encounter.
As such, to maintain manageable populations of groups, the
data pattern describing each group can be based upon a finite
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number of measures. Moreover, a “pattern” defining a group
can be based upon measures that are defined in terms of a
specific data value, ranges of values, transitions over time,
or any other desired manner to designate the requirements
for membership to a particular group. Still further, data
patterns may be determined based upon trajectory, as
described 1n greater detail with reference to FIG. 7.

It 1s likely that not all of the patient data will contribute
significantly to the outcome of interest. As such, the com-
ponent 400 can use likelihood variables 404 for consider-
ation of the selection of the groups. The likelihood vanables
at 404 may be the likelihood variables 308 described with
reference to FIG. 3, or a subset thercof. Alternatively, the
likelihood variables at 404 can be derived from the patient
data, e.g., using techmques as set out more fully herein, or
using other techniques.

The component 400 employs a process at 406 that con-
tributes to defining one or more patient groups (e.g., as set
out in 204 of FIG. 2). In this regard, the process at 406

processes one or more discrete likelihood variables. Here,
‘discrete” likelihood wvanables refers to a subset of the
likelithood varniables 404 for which a likelihood variable
takes on one of a finite set of discrete values, or where a
measure can be defined that expresses a discrete represen-
tation of a corresponding likelithood variable 404 (or group
of likelihood variables 404). In this regard, the component
400 generates at 408, patient group(s) with fixed likelihood
variable values. The component 400 may also generate at
410, fixed likelihood variable values by patient group.

By way of example, a likelihood variable may have one
of a limited number of values, e.g., a binary value. In other
instances, a likelthood variable value 1s compared to a
threshold or range of thresholds to transform the value of the
likelihood wvariable into a discrete value. In illustrative
examples, a system user can interact with the progression
analytics system through a GUI to set the thresholds, adjust
the thresholds or otherwise manipulate the process 406
processing parameters.

By way of example, the system user may utilize the GUI
of the component 400 to select a subset of likelihood
variables 404, then transform the values for patient health-
care encounters corresponding to that subset of likelihood
variables 404 mto discrete values (e.g., binary, or other
number of discrete values) based upon thresholds, rules,
algorithms, etc.

In many cases, the process 406 1s suflicient to generate the
patient groups necessary for further evaluation. However, in
certain cases, there are likelihood variables of interest that
have analog values, values that change over time, or are
otherwise diflicult to transform into discrete representations
(measures). As such, the component 400 also (or alterna-
tively to the process 406) implements a process 412 that also
contributes to defining patient groups (e.g., as set out 1n 204
of FIG. 2). For mstance, the process 412 may cluster or
otherwise segment the extracted electronic clinical data and
define a patient group for each data cluster or segment. For
example, the process 412 may accept a patient to a
particular group based upon a computation that places the
clinical data associated with the healthcare encounter for
that patient within a user-defined range of a centroid 1n a
cluster.

In the context of FIG. 4, the process at 412 clusters or
segments the patient healthcare encounter data to define
patient groups. The output of the process at 412 1s a defined
set of patient groups 414, wherein the patient groups may
have varying values for one or more of the likelithood
variables. The patient groups and corresponding likelithood
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variable data at 414 are provided to a process at 416 that
defines “typical” likelihood variable values for each patient
group. The output of the process at 416 1s data at 418 that
defines “typical” likelihood variable values by patient group.

In 1llustrative examples, the system user can interact with
the component 400 of the progression analytics system
through a GUI to set the clustering algorithms, adjust the
thresholds, centroid range, or otherwise manipulate the
process 412 processing parameters.

In yet further implementations, the patient groups may be
defined based upon a combination of discrete likelihood
variable representations and clustered (e.g., analog) likeli-
hood variables. As such, the set of possible groups may be
defined solely by the process 406, solely by the process 412,
or by a combination of the process 406 and process 412,
depending upon the nature of the likelthood variables 404.
Further, the data patterns employed to define patient groups
may include defining values of one or more static variables
that do not change during the course of a hospital encounter
and/or defining a pattern across a time history of changes 1n
the physiological state of patients, occurrences of events that
the patients experience, or both.

The component 400 also 1includes an outcome likelithood
model at 420, which receives as mput, data from the data
source 402. The outcome likelithood model at 420 may be the
outcome likelithood model 312 described with reference to
FIG. 3, or a model that 1s constructed using other techniques.
For instance, the outcome likelihood model 420 may be
developed as an outcome likelihood scoring algorithm that
characterizes the likelithood of a specific outcome as a
function of variables derived from the data stored 1n the data
source 402, ¢.g., the extracted climical data. This facilitates
a process at 422 having the ability to define patient groups
based on data patterns in the variables employed 1n a scoring
algorithm. In yet another alternative configuration, the out-
come likelihood model may be implemented as the calcu-
lation of actual likelihood for historical patients belonging to
the patient groups.

The component 400 also includes a process 422 that
calculates a predicted outcome likelihood by patient group,
using as inputs, the fixed likelihood wvariable values by
patient group at 410, and/or the “typical” likelihood variable
values by patient group at 418, and the outcome likelihood
model at 420. The output of the process at 422 1s data at 424
that represents patient groups with predicted outcome like-
lihood. As such, the process of FIG. 4 defines patient groups
among the plurality of patients, where each patient group 1s
defined by grouping together those patients having a similar
data pattern present 1n the extracted electronic clinical data,
where the defined patient groups have varying likelihood for
the adverse health outcome of interest.

In further exemplary implementations, the process 422
may compute or otherwise receive as mput, a calculation
representing the actual percentage of patient healthcare
encounters in each group that experienced the outcome of
interest. As such, the process 422 can compare the actual
percentage ol patient healthcare encounters 1n each group
that experienced the outcome of interest with the corre-
sponding computed likelithood of an occurrence of the
outcome of interest. This comparison can be utilized to
provide confidence 1n the selection of the relevant param-
cters. For instance, a strong correlation between the com-
puted likelihoods and actual percentages provides confi-
dence that the analysis will provide meamingiul results. If the
computed likelithoods and actual percentages do not corre-
late, then there could be an i1ssue with the selection of
likelihood variables 404, with the model form of the out-
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come likelihood model 420, with the thresholds or other
parameters utilized by the system user to process the patient
healthcare encounters, etc. This provides an opportunity for
teedback to make adjustments to the previous processes and
methods.

As noted 1n greater detail, a patient group may be defined
as including at least one patient from the first subset of
patients and at least one patient from the second subset of
patients. In this manner, at least one patient group will
include patient(s) that did experience the outcome of inter-
est, and patent(s) that did not experience the outcome of
interest.

Moreover, as noted above, patients having a similar data
pattern present in their corresponding extracted electronic
climmcal data may be grouped by defining similar data
patterns based upon the data values of a subset of the
likelithood variables, consequence variables or both, such
that the patient groups are defined in terms of variables and
not in terms of whether or not the patient has experienced the
outcome of interest. Moreover, the subset of the likelihood
variables, consequence variables or both, may be converted
into discrete measures having a fixed number of value
options. Thus, methods herein may group together those
patients having the same data values associated with the
discrete measures.

According to various aspects of the present disclosure, the
organization of the patient groups results 1n groups having
different likelihoods of the outcome of interest. In alternative
configurations, 1t may be more desirable to measure conse-
quence rather than likelithood. Here, the component 400 of
a progression analytics system may be provided, where the
likelithood variables, discrete likelihood variables, outcome
likelithood model, predicted outcome likelihood, etc., are
replaced with consequence variables, discrete consequence
variables, outcome consequence model, predicted outcome
consequence, efc.

Hypothesized Etiological Explanations:

According to aspects of the present invention, the pro-
gression analytics system provides a GUI that enables a
system user to derive hypothesized etiological explanations
that correlate with comparisons of various patient groups.

Referring to FIG. 5, a component 500 1s provided for
selecting one or more collections of patient groups to derive
hypothesized etiological explanations for the likelihood dii-
ferences among the patient groups 1n each collection. For
example, explaining why one patient group 1n a collection
has a higher likelihood of the outcome of interest than
another patient group in the collection. For example, 1n an
exemplary implementation, the component 300 or other
interface associated with the progression analytics system
presents to the system user a series of patient group pairs.
For each pair, the system reports the difference in outcome
likelihood between the two groups 1in each pair and reports
the likelthood variables that are most different for the two
groups 1n each pair, e.g., the distinguishing likelihood vari-
ables. The system user may then interact with the reported
information to first select patient group pairs with large
likelihood differences and then select patient group pairs for
which the distinguishing likelihood variables derive from
likelihood factors that have the potential to be controllable
via patient care protocols.

The component 500 starts with data at 502 that defines
patient groups with predicted outcome likelihood. For
instance, the data at 502 may comprise the data at 424 that
1s generated by the component 400 described with reference
to FIG. 4. A process at 504 selects collections of patient
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groups for which the likelihood differences among the
groups are potentially explainable by controllable likelihood
factors.

This selection process may be implemented by a system
user 1nteracting with the progression analytics system
though a GUI. The process at 304, which can select collec-
tions of patient groups for which the likelihood differences
among the groups are potentially explainable by the con-
trollable likelihood factors, outputs data at 506 that defines
selected collections of patient groups. As illustrated, the
process at 504 may include inputs from other sources,
including data at 508 corresponding to clinical subject
matter expertise, data at 510 corresponding to data extracted
from a clinical knowledgebase, combinations thereof, etc. A
process at 512 receives as input, the data at 506 representing
the selected collections of patient groups. The process at 512
may also include mputs from other sources, including data
at 508 corresponding to clinical subject matter expertise,
data at 510 corresponding to data extracted from a clinical
knowledgebase, combinations thereol, etc.

The clinical knowledgebase 510 1s an information reposi-
tory that provides a means for clinical information to be
collected, organized, shared, searched and utilized. In this
manner, the clinical knowledgebase 510 represents a knowl-
edge repository that 1s organized by physiological condition
or adverse outcome and captures knowledge about operating
in the clinical setting. An example of approaches for con-
structing the climical knowledgebase 510 1s described more

tully in PCT Pat. App. No. PCT/US13/47189, to Haber et al.,
entitled “Clinical Predictive Analytics System™ filed Jun. 21,
2013, the disclosure of which 1s already incorporated by
reference in 1ts entirety.

The process at 512 dernives hypothesized etiological
explanations for the likelihood differences among the patient
groups 1n each collection. For example, to develop an
ctiological explanation for the likelihood difference between
a pair of patient groups, the system user first obtains the
distinguishing likelihood variables from the system (e.g., as
described above with reference to 504) and identifies the
likelihood factors from which the distinguishing likelihood

variables derive. The system user may then access clinical
subject matter expertise and other clinical knowledge (e.g.,
seec 508, 510) to relate the differences in distinguishing
likelihood variable values to physiological processes asso-
ciated with the likelihood factors and the outcome of inter-
est. The resulting explanation would 1dentity hypothesized
physiological processes that are responsible for the differ-
ence 1 outcome likelihood between the two patient groups.

Thus, for example, the process at 512 may derive hypoth-
esized etiological explanations for why one or more patient
groups have higher likelihood of an adverse outcome of
interest when compared to other defined patient groups. The
output of the process at 512 1s data at 514 that defines
selected patient group collections with etiological explana-
tions for likelihood differences within each collection.

Retferring to FIG. 4 and FIG. 5 generally, the patient
groups and hypothesized etiological explanations may be
defined for the specific purpose of 1dentitying clinical inter-
ventions that have the potential to lower the likelihood of the
adverse health outcome of 1nterest or increase the likelihood
of a favorable health outcome of interest.

In alternative configurations, 1t may be more desirable to
measure consequence rather than likelihood. Here, the com-
ponent 500 of a progression analytics system may be pro-
vided, where the predicted outcome likelihoods, likelithood
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differences, likelihood factors etc., are replaced with pre-
dicted outcome consequence, consequence differences, con-
sequence factors etc.

Clinical Interventions:

According to aspects of the present invention, the pro-
gression analytics system provides a GUI that enables a
system user to identily climical interventions intended to
modily or prevent select physiological processes.

Referring to FIG. 6, a component 600 1s provided for
identifying clinical interventions. The identified clinical
interventions may be based upon previously derived hypoth-
esized etiological explanations for why one or more patient
groups have different likelihood of the outcome of interest
when compared to other defined patient groups. For
instance, the hypothesized etiological explanations may
comprise physiological process descriptions that hypoth-
esize a causal relationship between the data patterns that
define patient groups and the likelithood of occurrence of the
outcome ol terest for individual groups. Moreover, as
noted with regard to 508 and 510, the hypothesized etio-
logical explanations may be derived, at least 1n part, based
on clinical subject matter expertise, based on the contents of
a clinical knowledgebase, or based on a combination of the
two.

The method at 600 starts with data at 602 that defines
selected patient group collections with etiological explana-
tions for likelthood differences within each collection. For
instance, the data at 602 may comprise the data at 514 that
1s generated by the component 500 described with reference
to FIG. 5. A process at 604 selects physiological processes
within the etiological explanations that are potentially modi-
fiable to change the likelihood of the outcome of interest.

For example, 1n an exemplary implementation, the com-
ponent 600 or other interface associated with the progression
analytics system presents to the user a series of patient group
pairs along with hypothesized etiological explanations for
the outcome likelihood differences between the groups in
cach pair where the hypothesized etiological explanations
include hypothesized physiological processes that are
responsible for the difference in outcome likelihood. The
system user may then access clinical subject matter expertise
and other clinical knowledge (see 608, 610) to identily the
physiological processes having the greatest potential to be
modified 1n a manner that either decreases the likelihood of
an adverse outcome or increases the likelithood of a favor-
able outcome.

The process at 604 outputs data at 606 that represents
selected physiological processes associated with specific
patient groups. As 1llustrated, the process at 604 may include
inputs from other sources, including data at 608 correspond-
ing to clinical subject matter expertise, data at 610 corre-
sponding to data extracted from a clinical knowledgebase,
combinations thereot, etc. The clinical knowledgebase 610
1s an information repository such as the clinical knowledge-
base 510 described with reference to FIG. 5. A process at
612 recerves as imput, the data at 606 representing the
selected physiological processes. The process at 612 may
also include mputs from other sources, including data at 608
corresponding to clinical subject matter expertise, data at
610 corresponding to data extracted from a clinical knowl-
edgebase, combinations thereof, etc. The process at 612
identifies clinical interventions intended to modify or pre-
vent the selected physiological processes. For example,
based on a list of physiological processes for which modi-
fication has the potential to improve patient outcomes, the
system user could access clinical subject matter expertise
and other clinical knowledge to identily clinical interven-
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tions, interventions that could be implemented 1n the clinical
setting, directed to modily the physiological processes with

a result that either decreases the likelithood of an adverse
outcome or increases the likelihood of a favorable outcome.
The output of the process at 612 1s data at 614 that defines
recommended climical interventions for specific patient
groups.

If the outcome of interest 1s an adverse outcome, the
recommendations of clinical interventions for one or more
patient groups may be intended to decrease the likelihood of
the adverse health outcome, reduce the consequences of the
adverse health outcome, or both. In this regard, the clinical
interventions may be identified that are directed to prevent
patients from entering higher-likelithood patient groups, pre-
vent patients from entering higher-consequence patient
groups, lower the likelihood of the adverse outcome for
patients in higher-likelihood patient groups, lower the con-
sequences of the adverse outcome for patients in higher-
consequence patient groups, or any combination of the
foregoing, etc.

If the outcome of interest 1s a favorable outcome, the
recommendations of clinical interventions for one or more
patient groups may be itended to increase the likelihood of
the favorable health outcome, 1ncrease the consequences of
the favorable health outcome, or both. In this regard, the
clinical interventions may be intended to assist patients 1n
entering higher-likelihood patient groups, assist patients 1n
entering higher-consequence patient groups, increase the
likelihood of the favorable outcome for patients 1n lower-
likelihood patient groups, increase the consequences of the
favorable outcome for patients 1n lower-consequence patient
groups, or any combination of the foregoing, etc.

As noted with regard to 608, 610, the clinical interven-
tions may be 1dentified based on clinical subject matter
expertise, based on the contents of a climical knowledgebase,
or based on a combination of the two.

In alternative configurations, 1t may be more desirable to
measure consequence rather than likelihood. Here, the com-
ponent 600 of a progression analytics system may be pro-
vided, where the likelihood differences etc., are replaced
with consequence differences, etc. In another example,
where the measure of interest 1s risk, the likelihood differ-
ences, etc., are replaced with risk differences, etc. Other
measures may also be utilized, e.g., which integrate, blend
or otherwise strike a balance between likelihood and con-
sequence.

Simplified Example to Explain Certain Concepts
Herein

As noted 1n greater detail herein, insights into a patient-
care related outcome of interest are 1dentified by extracting
clectronic clinical data associated with historical healthcare
encounters for a plurality of patients, where the plurality of
patients are selected for the evaluation of an outcome of
interest.

Take as an example, an adverse outcome of interest such
as acute kidney injury (AKI). The systems and methods
herein are utilized to identify likelihood variables (e.g., 308,
404) that have a clinical and/or statistical significance to
AKI. Assume for this simplified example that three likeli-
hood variables are identified, such as urinary output rate,
respiratory rate, and serum creatinine concentration.

The method then defines patient groups among the plu-
rality of patients, where each patient group 1s defined by
grouping together those patients having a similar data pat-
tern present in the extracted electronic clinical data. To
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implement this, the method first defines “data patterns”.
Here, the nature of the likelihood vanables, the precision at
which the likelihood of an adverse outcome can be com-
puted, and other like considerations will decide how the data
patterns are defined. For instance, 1n the present example, a
simplified data pattern 1s defined by transforming the like-
lihood varnables into discrete measures. The measures may
be utilized to define one or more states for the likelihood
variables, e.g., by defining ranges, groupings, orders, eftc.
For instance, 1n the simplified example, each measure rep-
resents a binary expression ol a corresponding likelithood
variable.

By way of example, the likelihood variable “urinary
output rate” 1s transformed 1nto a “high urinary output rate”
measure, represented as a binary. If a particular patient 1s
classified as having a high urmnary output rate (e.g., by
comparing the value corresponding to the patient’s urinary
output rate to a threshold), the high urinary output measure
1s Yes, represented by a data value 1.

Analogously, the likelithood variable “respiratory rate” 1s
transformed into a “high respiratory rate” measure, repre-
sented as a binary. IT a particular patient 1s classified as
having a high respiratory rate (e.g., by comparing the value
corresponding to the patient’s respiratory rate to a thresh-
old), the high respiratory rate measure 1s Yes, represented by
a data value 1.

[ikewise, the likelihood variable “serum creatinine con-
centration” 1s transformed into a “low serum creatinine
concentration”, represented as a binary. If a particular
patient 1s classified as having a low serum creatinine con-
centration (e.g., by comparing the value corresponding to
the patient’s serum creatinine concentration to a threshold),
the low serum creatinine concentration measure 1S Yes,
represented by a data value 1.

Notably, this approach simplifies the analysis consider-
ably, because 3 binary values can create up to eight groups.
For each unique group, the method predicts the outcome
likelithood as described in greater detail herein, producing
predicted outcome likelthoods for each group.

As noted in greater detail herein, since the data used to
select the patient groups 1s retrospective data, the patient
data for the members of each group may indicate whether
the patient did, or did not actually suflfer the adverse out-
come of interest, AKI 1n this example. As such, the method
has an opportunity to compare the predicted outcome like-
lithood for each group with the actual likelihood of the
adverse outcome for that group. Where such information 1s
available, the method may compare the predicted likelihood
value with the computed actual likelihood value for each
group. I there 1s a strong correlation between the predicted
outcome likelihood and the computed actual outcome like-
lihood, then there 1s a strong confidence in the outcome
likelthood model. If the comparison of the predicted out-
come likelihood to the computed actual outcome likelihood
1s too unfavorable, the method may iterate back, e.g., to
select new likelihood variables, to alter the definitions of the
measures, €.g., to be more granular, etc.

Assuming that the predicted outcome likelihood corre-
lates well to an actual outcome likelihood for each group, the
method next focuses on differences between groups, e.g.,
based upon their predicted outcome likelihood. For instance,
keeping with the above-example, assume that the following
computations are realized:

Patient group A has a high urinary output rate measure of
Yes, a high respiratory rate measure of No and a low serum
creatinine concentration measure of Yes, with a calculated
predicted outcome likelthood of 3%.
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Patient group B has a high urinary output rate measure of
Yes, a high respiratory rate measure of Yes and a low serum
creatinine concentration measure of Yes, with a calculated

predicted outcome likelihood of 31%.

Comparing Patient group A to Patient group B, the only
difference between them 1s the High respiratory rate. How-
ever, the predicted outcome likelihood for Group B 1s an
order of magnitude higher than the predicted outcome
likelihood for group A. As such, the method derives hypoth-
esized etiological explanations for why a member of Patient
group B has a higher likelihood of the adverse outcome of
interest when compared to a member of Patient group A by
focusing on the High respiratory rate of the patients in the
Patient group B. For instance, a focused evaluation can
attempt to ascertain one or more physiological processes that
potentially explain why the patients in Group B with high
respiratory rates have a much higher likelihood of AKI. By
understanding the physiological processes leading to AKI,
the method can identify climical interventions for patient
Group B (type patients) where the interventions are intended
to decrease the likelithood of AKI, reduce the consequences
of AKI or both by preventing future patients that would
otherwise be classified 1n patient Group B from developing
a high respiratory rate or preventing patients 1n patient group
B from experiencing AKI.

The above example 1s for illustration and clarity of
explanation of the concepts herein. In practice, there may be
more than three likelithood variables associated with an
outcome of interest. Moreover, each likelihood wvariable
need not be expressed as a measure that 1s binary. Rather, the
resolution of each likelihood variable may be determined
based upon the number of variations in actual value of
patients 1n the groups. Still further, one or more of the
likelihood variables may be represented by a complex
structure, such as a dynamic definition, one that includes
temporal changes, and interaction among likelithood vari-
ables, a temporal ordering of events, etc.

Progression Identification Using Trajectories:

Retferring to FIG. 7, a method 1s provided for identifying
physiological progressions, according to aspects of the pres-
ent disclosure. The method comprises extracting, at 702,
clectronic clinical data associated with patients under evalu-
ation. The extraction at 702 1s analogous to the extraction at
202 described with reference to FIG. 2. As such, the dis-
cussion with regard to extracting electronic clinical data, as
described with reference to the preceding figures, may be
utilized for the extraction at 702.

The method comprises defining at 704, patient groups.
The defining of patient groups at 704 1s largely analogous to
defining patent groups at 204 described with reference to
FIG. 2. As such, the discussion with regard to defining
patient groups, as described with reference to the preceding
figures, may be utilized for defining the patient groups at
704. However, defining patient groups at 704 also includes
generating patient groups based upon similar temporal,
static, etc., data patterns extracted from the electronic clini-
cal data.

In an illustrative example, a data pattern may be employed
to define patient groups that comprise defining a pattern
across a time history of changes in the physiological state of
patients, occurrences of events that the patients experience,
or both. In as yet another example, the variables that are used
to define the data patterns need not be all temporal. Rather,
in illustrative implementations, the data patterns employed
to define patient groups include both non-temporal and
temporal data patterns.
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In this regard, the method 700 also comprises 1dentifying,
a common trajectory associated with at least one defined
patient group at 706 where the trajectories represent values
ol static vanables and data patterns across a time history of
changes in the physiological state of patients, occurrences of
cvents that patients experience, or a combination of states
and events over time. For instance, the extracted electronic
climical data and the constructed (likelihood, consequence)
model can be utilized with data processing techniques that
stratify and segment or cluster patients into patient groups
that may be characterized by care element trajectories. These
care element trajectories represent data patterns across a
time-limited history of changes 1n the physiological state of
patients, occurrences of events that patients experience, or a
combination of physiological states and events over time.

Also, the method 700 comprises translating the common
trajectory to a physiological progression at 708 where the
physiological progression 1s a time-sequenced set of physi-
ological processes that provide a hypothetical etiological
explanation for why members of the patient group may
experience an outcome of interest. The method 700 further
comprises 1dentifying opportunities to imterrupt one or more
of the physiological processes involved 1n one or more of the
physiological progressions for the purpose of reducing the
likelthood of an adverse outcome, mitigating the conse-
quences of an adverse outcome, or both.

Thus, progressions are constructed that characterize
sequences ol conditions that patients progress through on a
path to an outcome (either favorable or unfavorable). The
progressions are constructed using common trajectories
defined by patient groups, where the patient groups are
generated based upon similar (temporal, non-temporal, or a
combination thereol) data patterns, of patients within the
group.

Moreover, a trajectory 1s identified, which 1s associated
with at least one defined patient group. For instance, the
patient groups can be i1dentified by analyzing the electronic
clinical data over time and clustering or otherwise segment-
ing the electronic clinical data. The electronic clinical data
1s clustered or segmented so as to define groups of patients
that have similar data patterns. From the clusters or seg-
ments of data associated with the patient groups, trajectories
can be extracted. A trajectory represents a data pattern and
can be mapped to an implied condition pattern. The implied
condition pattern may correspond to a hypothesized physi-
ological progression. Thus, the trajectory that a patient (or
patient group) follows, may be mapped to a physiological
Progression.

In this regard, more than one trajectory may be derived.
Also, a trajectory may be determined based upon a statistical
analysis of the clustered or segmented data points represent-
ing the patients belonging to a group. For instance, the
trajectory may pass through the centroid of the patients
belonging to a particular group.

Aspects of the present disclosure present an opportunity
to compare and otherwise evaluate trajectories, and to cor-
relate trajectories with physiological progressions. The 1den-
tification of a physiological progression presents an oppor-
tunity to 1tervene and alter the progression using
interventions that have been established as capable of low-
ering the likelihood of an adverse outcome.

As another illustrative example, the patterns can be used
as a tool to mitigate the likelihood that a patient remains on
a trajectory that ultimately leads to an adverse outcome. By
analyzing the physiological progressions, a climician can
identily opportunities to adjust patient care, e.g., by amend-
ing patient care protocols, etc.
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As an example, consider acute kidney injury (AKI). After
analyzing the electronic clinical data as set out above, the
data may suggest that there are six ways (s1x trajectories that
cach identify a corresponding physiological progression)
that can progress to AKI. It may turn out that two of the six
identified physiological progressions can be eliminated with
a systematic protocol change for the treatment of patients. It
may further turn out that the likelihood of AKI along two of
the six i1dentified physiological progressions can be greatly
reduced with a systematic protocol change for the treatment
of patients. It may still further turn out that two of the six
identified physiological progressions cannot be affected. In
this 1llustrative, but non-limiting example, overall patient
care 1s 1mproved through the systematic changes in care
protocols learned through the retrospective analysis of elec-
tronic clinical data.

Moreover, the systematic protocol changes, e.g., new,
modified or eliminated intervention that 1s being considered
by a clinician can be verified for its eflectiveness 1n certain
circumstances. For mstance, by changing a protocol for care,
the system user changes the trajectory that patient 1s fol-
lowing. As such, the system user can go back to the clustered
or otherwise segmented data and i1dentify new groups of
patients that follow a trajectory corresponding to the inter-
vention that 1s being considered. If the patients 1n that new
group have a lower likelihood, the system user obtains
confidence 1n the proposed change. As another example, the
hospital system can implement the change to an intervention
for new patients. Over time, patient data will be collected for
patients that follow the new protocol, which will generate a
patient group that can be evaluated to determine whether the
new group has a weaker trajectory towards the adverse
outcome.

Trajectory to Physiological Progression Translation

Variables that are observable represent a chance to evalu-
ate underlying conditions. This enables a clinician to sur-
mise information regarding a patient’s health. In this regard,
a clinician may or may not be able to observe whether the
patient actually has a corresponding condition. For instance,
even where a clinician diagnoses a condition, there may be
insuilicient information available to properly ascertain
whether the patient actually has the condition.

Aspects of the present disclosure herein define physi-
ological progressions, e.g., sequences ol conditions/events/
processes or other physiological characteristics that a patient
progresses through on a path to an outcome (either adverse
or favorable). The clinician may not be able to observe the
physiological progression, but the clinician can see the
outward eflect of the physiological progression 1n the
observed (likelihood, consequence) variables.

According to aspects of the present disclosure herein, a
trajectory 1s defined, based upon an analysis, e.g., clustering
or otherwise segmenting electronic clinical data patterns
including patterns over time. A trajectory corresponds to a
path, e.g., a vector or other measure that allows patient data
to be analyzed, clustered and otherwise evaluated for trend
analysis, similarity matching, etc. The system as described
more fully herein, can evaluate historical electronic clinical
data where outcome information 1s available and compute
for each patient or patient group in the historical informa-
tion, a trajectory.

By way of illustration, a historical group of patients may
be evaluated to 1dentity an observable trajectory where all of
the patients follow the same temporal data pattern leading to
an adverse outcome, such as acute kidney mjury (AKI).
Here, the trajectory 1s more than just a single event defining
the adverse outcome. Rather, the trajectory includes a time
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history of measures, e.g., symptoms, conditions, events or
other observable aspects. However, this trajectory can be
discerned from patterns 1n clustered or segmented patient
data as described more fully herein.

Thus, electronic clinical data can be evaluated. A system
user can study various clusters/segments/groups of data to
understand the key drivers (trajectories) that translate to
physiological progressions that ultimately lead to an adverse
outcome for those patients on that trajectory. The system
user can thus set out to evaluate what can be changed in
patient care to avoid certain trajectories, to detour patients
from certain trajectories, to reduce likelihood 1f a patient 1s
on a certain trajectory, efc.

Miscellaneous Considerations:

With reference to the FIGURES generally, as noted in
greater detail herein, care element progressions are 1denti-
fied by extracting electronic clinical data associated with
patients under evaluation. According to aspects of the pres-
ent disclosure, the information that comprises the electronic
clinical data (see for example, trajectory data included 1n the
clectronic clinical data) can be derived from the data types
corresponding to electronic patient data, the (likelihood,
consequence) variables, the outcome (likelithood, conse-
quence) models, attributions, etc.

In this regard, the electronic clinical data may be logically
organized in a temporal manner. For example, a time
sequence ol data variables can be created from the electronic
clinical data where the state of a value for each variable 1s
represented for that time. In this regard, the intervals may be
event based or otherwise event driven. Conceptually, this
can be thought of as a table where the various “types” of
clectronic clinical data define the columnar fields used for
analysis, and a time sequence defines the rows of the table.
The intervals (rows) may be determined based upon events
that cause the status of a variable to change.

For 1nstance, 1n an example implementation, the creation
of a new row 1s event-based in that a new row 1s created any
time new information becomes available for the patient.
Each row 1s then date and time stamped with the time that
the new information became available. Information for other
variables 1s carried forward from the previous record unless
it has expired. Thus, the creation of new records 1s event-
based but the records represent a time-stamped temporal
series of data. Thus, the values of the records are the
state/value of each electronic clinical data type at a given
time, and accordingly, each record represents a snapshot in
time. Alternatively, the above can be conceptualized as an
array ol data elements extended as a vector that represents
time. This organization facilitates retrospective temporal
analysis of the electronic clinical data.

The above importance of temporally oriented data char-
acterization notwithstanding, changes 1n the values or states
of variables may be important to defining trajectories regard-
less of time at which the changes occur. As stated elsewhere
within, the values of static variables may be 1mportant as
well. Thus trajectories will have static elements, time-
independent elements and temporally onented elements.

Moreover, electronic clinical data can be derived from a
subset of the above data sources, e.g., by selecting key data
types, by performing data synthesis, data manipulation, etc.
For instance, 1t may be desirable to filter the available
clectronic clinical data down to the key variables that are
related to an outcome of interest.

Various aspects of the present imnvention are directed to
identifying msights related to the occurrence of an outcome
of interest. An example 1s an adverse health outcome such as
acute kidney injury. However, the adverse outcome of
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interest may be defined to be the occurrence of one or more
of a set of adverse health outcomes, thus allowing the

systems and methods herein to be scaled to accommodate a
wide range of health analytics.

Moreover, the systems and methods described herein may
obtain electronic clinical data for new patients. Then using
the systems and methods set out herein, the new patients
may be assigned to previously-defined patient groups to
identily recommended clinical interventions for the new
patients based on previously-identified interventions for the
previously-defined patient groups. Here, tracking the out-
comes experienced by the new patients after recommended
clinical interventions have been implemented may be used,
for mstance, for the purpose of assessing the value of the
recommendations 1 lowering the likelihood of one or more
adverse health outcomes of interest.

Root Cause Analysis:

According to still further aspects of the present disclosure,
retrospective systemic root cause analysis 1s utilized to
support clinical analysis and may even be used to aflect
policy decision making Basically, the root cause analysis
uses retrospection of a population of data to draw conclu-
s10ns across the population as to the likely root cause(s) that
lead to the eventual adverse outcomes 1dentified within the
patient data. As such, clinical policy decisions can be made,
to respond to detected patterns.

Example Computer Implementation

Referring to FIG. 8, a block diagram of a data processing
system 1s depicted in accordance with the present disclosure.
Data processing system 800 may comprise one or more
processors 802 connected to system bus 804. Also connected
to system bus 804 1s memory controller/cache 806, which
provides an interface to local memory 808. An I/O bus 810
1s connected to the system bus 804 and provides an interface
to I/O devices 812, such as input output devices (1/O
devices), storage, network adapters, graphic adapters, etc.

Also connected to the I/O bus 810 may be devices such as
one or more storage devices 814 and a computer usable
storage medium 816 having computer usable program code
embodied thereon. The computer usable program code may
be executed, e.g., by the processor(s) 802 to implement any
aspect of the present disclosure, for example, to implement
any aspect ol any of the methods, processes and/or system
components illustrated 1n FIGS. 1-7.

The present mnvention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device, e.g., the system described with
reference to FIG. 8. Thus, a computer readable storage
medium, as used herein, 1s not to be construed as being
transitory signals per se, such as radio waves or other freely
propagating electromagnetic waves through a transmission
media.

Exemplary and non-limiting structures for implementing
a computer readable storage medium include a portable
computer diskette, a hard disk, a random access memory
(RAM), Flash memory, a read-only memory (ROM), a
portable compact disc read-only memory (CD-ROM), digi-
tal video disk (DVD), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
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Aspects of the present disclosure are described herein
with reference to flowchart i1llustrations and/or block dia-

grams ol methods, apparatus (systems) and computer pro-

gram products according to embodiments of the disclosure.
Each block of the flowchart illustrations and/or block dia-
grams, and combinations of blocks 1n the flowchart 1llustra-
tions and/or block diagrams, can be implemented by com-
puter program 1nstructions, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions/acts specified 1n the flowchart and/or
block diagram block or blocks.

These computer program instructions may also be stored
in a computer readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function 1n a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including mstructions which
implement the function/act specified 1n the flowchart and/or
block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps
to be performed on the computer, other programmable
apparatus or other devices to produce a computer 1imple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide
processes for implementing the functions/acts specified in
the flowchart and/or block diagram block or blocks.

Each block in the flowchart or block diagrams of the
FIGURES herein, may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). However, the functions noted 1n the block may occur out
of the order noted 1n the figures. For example, two blocks
shown 1n succession may, 1n fact, be executed substantially
concurrently, or the blocks may sometimes be executed 1n
the reverse order, depending upon the functionality
involved.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the disclosure. As used herein, the singular forms
“a,” “an,” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise.
Further, the terms “comprises” and “comprising,” when
used 1n this specification, specily the presence of stated
features, steps, operations, elements, and/or components, but
do not preclude the presence or addition of one or more other
features, steps, operations, elements, components, and/or
groups thereol.

The corresponding structures, materials, acts, and equiva-
lents of any means or step plus function elements in the
claims below are intended to include any disclosed structure,
maternial, or act for performing the function in combination
with other claimed elements as specifically claimed. The
description of the present disclosure has been presented for
purposes of illustration and description, but 1s not intended
to be exhaustive or limited to the disclosure in the form
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill i the art without departing
from the scope and spirit of the disclosure. The aspects of the
disclosure herein were chosen and described 1n order to best
explain the principles of the disclosure and the practical
application, and to enable others of ordinary skill 1n the art
to understand the disclosure with various modifications as
are suited to the particular use contemplated.
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Having thus described the disclosure of the present appli-
cation 1n detail and by reference to embodiments thereof, 1t
will be apparent that modifications and variations are pos-
sible without departing from the scope of the disclosure
defined 1n the appended claims.

What 1s claimed 1s:

1. A computer-implemented method of evaluating out-
comes, comprising:

identifying a patient care-related outcome of interest;

extracting electronic clinical data associated with histori-

cal healthcare encounters for a plurality of patients, by:

including 1n the plurality of patients, a first subset of
patients that experienced the outcome of interest; and

including 1n the plurality of patients, a second subset of
patients that did not experience the outcome of
interest;

deriving at least one model based upon model variables

that have a clinical and/or statistical significance to the

outcome of interest the at least one model selected

from:

an outcome likelihood model that estimates the likel-
hood of the outcome of interest using a group of
likelihood variables, and

a consequence likelihood model that estimates conse-
quences of the outcome of interest using a group of
consequence variables;

determiming patient groups among the plurality of patients

for which electronic clinical data 1s extracted, with the

aid ol a computer processor that executes a program,

by:

defining each patient group by grouping together those
patients having a similar data pattern present 1n their
corresponding extracted electronic clinical data
based upon at least one model variable: and

selecting the data patterns such that the defined patient
groups differentiate from one another 1n terms of a
likelthood of the outcome of interest, consequences
associated with the outcome of interest or both based
upon clinical data associated with a value of the at
least one model variable;

deriving a hypothesized etiological explanation for why

one or more patient groups have diflerent likelihoods of
the outcome of interest, consequences associated with
the outcome of interest or both, when compared to
other defined patient groups, by comparing defined
patient groups and identifying different likelihoods of
the outcome of interest:;

identifying at least one physiological process associated

with the derived hypothesized etiological explanation;
outputting a climical mtervention based upon the 1denti-
fied physiological process;

selecting the climical intervention for a select patient

group wherein the identified clinical intervention 1is
directed to decrease the likelihood of the adverse
outcome of iterest or decrease the consequences of the
adverse outcome of interest, or both, for the select
patient group; and

verifying the eflectiveness of the selected clinical inter-

vention by:

generating a patient group that follows a trajectory
corresponding to the selected clinical itervention;
and

determining a likelihood of the outcome of interest for
the generated patient group; and

moditying the selected clinical intervention based upon

the determined likelithood of outcome of interest for the
generated patient group.
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2. The method of claim 1, wherein selecting the clinical
intervention comprises selecting the clinical intervention
that 1s directed to prevent patients ifrom entering higher-
likelihood patient groups, prevent patients from entering
higher-consequence patient groups, lower the likelihood of
the adverse outcome for patients in higher-likelihood patient
groups, lower the consequences of the adverse outcome for
patients in higher-consequence patient groups, or any com-
bination of the foregoing.

3. The method of claim 1, wherein identifying a patient
care-related outcome of 1interest comprises selecting a favor-
able outcome of interest, and further comprising:

selecting the clinical intervention for a select patient

group wherein the clinical intervention 1s directed to
increase the likelithood of the favorable outcome of
interest or increase the consequences of the favorable
outcome of interest, or both, for the select patient
group.

4. The method of claim 3, wherein selecting the climical
intervention comprises selecting the clinical intervention to
assist patients 1n entering higher-likelihood patient groups,
assist patients 1 entering higher-consequence patient
groups, increase the likelihood of the favorable outcome for
patients 1 lower-likelihood patient groups, increase the
consequences of the favorable outcome for patients 1n
lower-consequence patient groups, or any combination of
the foregoing.

5. The method according to claim 1, wherein defining
cach patient group comprises creating at least one patient
group as including at least one patient from the first subset
of patients and at least one patient from the second subset of
patients.

6. The method according to claim 1, wherein extracting
clectronic clinical data comprises extracting likelithood vari-
ables or consequence variables or both, wherein the likel:-
hood vaniables define variables associated with a patient’s
likelithood of having the outcome of interest and conse-
quence variables define variables associated with a patient’s
consequences associated with the outcome of interest.

7. The method of claim 6, wherein:

extracting likelihood variables comprises generating the
likelihood variables as a result of reconciliation of
likelihood factors identified by outcome-specific etio-
logical models with available patient data; and

extracting consequence variables comprises generating

the consequence variables as a result of reconciliation
ol consequence factors identified by outcome-specific
ctiological models with available patient data.
8. The method according to claim 6, wherein grouping
together those patients having a similar data pattern present
in their corresponding extracted electronic clinical data
comprises defining similar data patterns based upon the data
values of a subset of the likelihood variables, consequence
variables or both, such that the patient groups are defined in
terms of variables and not in terms of whether or not the
patient has experienced the outcome of interest.
9. The method according to claim 8 further comprising:
converting the subset of the likelihood vanables, conse-
quence variables or both, into discrete measures having
a fixed number of value options;

wherein grouping together those patients having a similar
data pattern comprise grouping together those patients
having the same data values associated with the dis-
crete measures.

10. The method according to claim 1, wherein grouping
together those patients having a similar data pattern present
in their corresponding extracted electronic clinical data
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comprises grouping together those patients having a data
pattern that includes both non-temporal and temporal data
patterns.

11. The method according to claim 1, wherein grouping
together those patients having a similar data pattern present
in their corresponding extracted electronic clinical data
comprises 1dentifying a common trajectory associated with
at least one defined patient group where the trajectory
represents a data pattern across a time history of changes in
the physiological state of patients, occurrences of events that
patients experience, or a combination of states and events
over time.

12. The method according to claim 1, wherein grouping
together those patients having a similar data pattern present
in their corresponding extracted electronic clinical data
comprises defining a data pattern by defining values of one
or more static variables that do not change during the course
of a hospital encounter and/or defining a pattern across a
time history of changes 1n the physiological state of patients,
occurrences of events that the patients experience, or both.

13. The method according to claim 1, wherein defiming
cach patient group comprises developing an outcome like-
lihood scoring algorithm that characterizes the likelihood of
the outcome of interest as a function of likelihood variables
derived from extracted electronic clinical data and defining
the patient groups based on data patterns in the likelithood
variables employed 1n the scoring algorithm.

14. The method of claim 13, further comprising config-
uring the outcome likelihood scoring algorithm to define the
likelihood of the outcome of 1nterest in terms of baseline and
dynamic likelihoods.

15. The method according to claim 1, wherein defiming
cach patient group comprises developing an outcome con-
sequence scoring algorithm that characterizes the conse-
quences associated with the outcome of interest as a function
ol consequence variables derived from extracted electronic
clinical data and defining the patient groups based on data
patterns 1n the consequence variables employed i the
scoring algorithm.

16. The method according to claim 1, wherein defiming
cach patient group comprises clustering or segmenting the
extracted electronic clinical data and defining a patient
group for each data cluster or segment.

17. The method according to claim 1, wherein deriving a
hypothesized etiological explanation comprises deriving
physiological process descriptions that hypothesize a causal
relationship between the data patterns that define patient
groups and the likelihood of occurrence of and/or conse-
quences associated with the outcome of interest for indi-
vidual groups.

18. The method according to claim 1, wherein deriving a
hypothesized etiological explanation comprises deriving the
hypothesized etiological explanations based on clinical sub-
ject matter expertise, based on the contents of a clinical
knowledgebase, or by a combination of the two.

19. The method according to claim 1, further comprising;:

identifying the clinical intervention for a select patient

group wherein the clinical intervention 1s identified
based on clinical subject matter expertise, based on the
contents of a clinical knowledgebase, or based on a
combination of the two.

20. The method according to claim 1, further comprising:

obtaining electronic clinical data for new patients;

assigning the new patients to previously-defined patient
groups; and
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recommending one or more clinical interventions for the
new patients based on previously-identified interven-
tions for the previously-defined patient groups.
21. The method of claim 20, further comprising:
applying the method 1teratively over time to achieve
continuous 1mprovement 1n patient care relative to the
outcome of interest.
22. The method of claim 20 further comprising:
tracking the outcomes experienced by the new patients
alter climical interventions have been recommended for
the purpose of assessing the value of the recommen-
dations 1n 1mproving patient care relative to the out-
come of interest.
23. An apparatus, comprising:
a processor coupled to a memory, wherein the processor
1s programmed to 1dentify insights related to outcomes
by executing program code to:
identify a patient care-related outcome of interest;
extract electronic clinical data associated with historical
healthcare encounters for a plurality of patients,
wherein:
the plurality of patients include a first subset of patients
that experienced the outcome of interest; and

the plurality of patients include a second subset of
patients that did not experience the outcome of
interest:
derive at least one model based upon model variables that
have a clinical and/or statistical significance to the
outcome of interest the at least one model selected
from:
an outcome likelihood model that estimates the likeli-
hood of the outcome of interest using a group of
likelihood variables, and

a consequence likelihood model that estimates conse-
quences of the outcome of interest using a group of
consequence variables;

define patient groups among the plurality of patients,
wherein:
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cach patient group 1s defined by grouping together
those patients having a similar data pattern present 1n
their corresponding extracted electronic clinical data
based upon at least one model variable: and
the data patterns are selected such that the defined
patient groups diflerentiate from one another 1n
terms of a likelihood of the outcome of interest,
consequences associated with the outcome of inter-
est or both based upon clinical data associated with
a value of the at least one model variable;
provide an interface for a user to derive hypothesized
ctiological explanations for why one or more patient
groups have diflerent likelihoods of the outcome of
interest, consequences associated with the outcome
ol interest or both, when compared to other defined
patient groups;
1dentify at least one physiological process associated with
the derived hypothesized etiological explanation;
output a climical intervention based upon the identified
physiological process;
select the climical mtervention for a select patient group
wherein the 1dentified clinical intervention 1s directed
to decrease the likelihood of the adverse outcome of
interest or decrease the consequences of the adverse
outcome ol interest, or both, for the select patient
group; and
verily the eflectiveness of the selected clinical interven-
tion by:
generating a patient group that follows a trajectory
corresponding to the selected clinical intervention;
and
determining a likelihood of the outcome of interest for
the generated patient group; and
modily the selected clinical intervention based upon the
determined likelihood of outcome of interest for the
generated patient group.
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