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INFORMATION DISTRIBUTION APPARATUS
AND METHOD

TECHNICAL FIELD

The present invention relates to an information distribu-
tion apparatus and method, and, for example, can be suitably
applied to an information distribution system which distrib-
utes, to mobile terminals such as smartphones and mobile
phone terminals, information which 1s useful to their users.

BACKGROUND ART

In recent years, many mobile phones and other mobile

terminals are equipped with a positioning function such as a
GPS (Global Positioning System). A user of a mobile
terminal 1s thereby able to acquire one’s current position
information based on the positioning result of the mobile
terminal, and receive various types of service information
according to the user’s current position by sending the
positioning result, via a network, to the imnformation distri-
bution apparatus of the telecommunications carrier or the
service provider.

Note that, as a technology of acquiring the user’s position
information, known 1s the method disclosed in PTL 1. The
user position acquisition method disclosed in PTL 1 acquires
the latitude-longitude coordinate position of the mobile
phone through triangulation based on the transmission of
multiple signals to the mobile phone, signal strength of
multiple signals, differences in incoming time of diflerent
signals, diflerences in incoming angles of different signals,
GPS signals, and their combinations.

Meanwhile, 1n order to effectively distribute service infor-
mation according to the user’s current position, it 1S neces-
sary to distribute proper service information, which coin-
cides with the user’s preference, at an appropriate timing. In
order to realize the above, it would be desirable to estimate
the area that the user may likely visit 1n the future based on
that user’s past position information, and then distribute
service information 1n light of the status of service being
provided in that area, and that user’s attributes such as age
and gender.

As technologies for estimating the area that the user may
likely visit 1n the future and distributing service information
according to that area, conventionally, the technology dis-
closed in PTL 2 and the technology disclosed in PTL 3 have
been proposed.

Specifically, the user position estimation method dis-
closed in PTL 2 estimates the user’s future position by
extracting the user’s transit pattern between short-stay des-
tinations, creating a transit model between short-stay desti-
nations 1 which the frequency of transit pattern 1s associ-
ated with the transit pattern between short-stay destinations,
and searching for a portable terminable that 1s taking a
moving route that 1s similar to the moving route of other
portable terminals based on the longest matching partial
series length between past short-term/long-term stay time
series data, and short-term/long-term stay time series data of
other portable terminals.

Furthermore, the service information distribution method
disclosed 1n PTL 3 estimates the traveling route from the
current location to the destination based on data of past
traveling routes of a vehicle, and distributes to the informa-
tion providing apparatus mounted on the vehicle, or presents
to the passenger of the vehicle, advertisement data around
the estimated traveling route.
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SUMMARY OF THE INVENTION

Problems to be Solved by the Invention

In the foregoing case, with the technologies disclosed 1n
PTL 2 and PTL 3, since action 1s taken for each and every
user, when distributing service mformation to a plurality of
users, required are information processing resources (ma-
chine resource for estimating the route and calculating the
distribution information, network resource for preventing
the information, and terminal for preventing the iforma-
tion) 1n a quantity equivalent to the number of users to whom
service mformation 1s to be distributed. Nevertheless, 1t may
not be possible to sufliciently ensure the foregoing informa-
tion processing resources at all times, and there 1s a problem
in that the number of users to whom service information can
be distributed 1s limited.

The present invention was devised in view of the fore-
going points, and an object of this mnvention 1s to propose an
information distribution apparatus and method capable of
ciliciently distributing information.

Means to Solve the Problems

In order to achieve the foregoing object, the present
invention provides an information distribution apparatus
which distributes mnformation to a plurality of mobile com-
munication objects, comprising a clustering processing unit
which executes clustering processing of collecting time
series position data, which 1s time series position informa-
tion of each of the mobile communication objects, and
classitying the time series position data into a plurality of
clusters based on the collected time series position data of
cach of the mobile communication objects, a profiling
processing unit which executes profiling processing of deter-
mining, for each of the clusters, a dominant attribute of each
user 1n which the time series position data was allocated to
the relevant cluster based on pre-registered attribute infor-
mation of each of the users of each of the mobile commu-
nication objects, and an information distribution event deter-
mination/execution unit which determines, for each of the
clusters, information to be distributed to each of the users in
which the time series position data was allocated to the
relevant cluster based on a processing result of the profiling
processing.

The present invention additionally provides an informa-
tion distribution method to be executed 1n an information
distribution apparatus which distributes information to a
plurality of mobile communication objects, comprising a
first step of executing clustering processing of collecting
time series position data, which 1s time series position
information of each of the mobile communication objects,
and classifying the time series position data into a plurality
of clusters based on the collected time series position data of
cach of the mobile communication objects, a second step of
executing profiling processing of determining, for each of
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the clusters, a dominant attribute of each user 1n which the
time series position data was allocated to the relevant cluster
based on pre-registered attribute information of each of the
users of each of the mobile communication objects, and a
third step of determiming, for each of the clusters, informa-
tion to be distributed to each of the users 1n which the time
series position data was allocated to the relevant cluster
based on a processing result of the profiling processing.

According to the mformation distribution apparatus and
the mnformation distribution method of the present invention,
information can be distributed 1n cluster units, and 1t 1s also
possible to distribute, for each cluster, information which 1s
optimal for the users belonging to that cluster among the
information to be distributed.

Advantageous Ellects of the Invention

According to the present invention, 1t 1s possible to realize
an information distribution apparatus and method capable of
ciiciently distributing information.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram showing the overall configu-
ration of the iformation distribution system according to
this embodiment.

FIG. 2 1s a block diagram showing the program configu-
ration of the information distribution apparatus.

FIG. 3 1s a conceptual diagram showing a configuration
example of the user position information table.

FIG. 4 1s a conceptual diagram showing a configuration
example of the user classification information table.

FIG. 5(A) to FIG. 5(D) are conceptual diagrams showing
a configuration example of the user attribute information
database.

FIG. 6 1s a conceptual diagram showing a configuration
example of the candidate attribute table.

FIG. 7 1s a conceptual diagram showing a configuration
example of the per-cluster attribute information table.

FIG. 8 1s a conceptual diagram showing a configuration
example of the distribution candidate information table.

FIG. 9 1s a conceptual diagram showing a configuration
example of the mformation distribution event score infor-
mation table.

FIG. 10 1s a flowchart showing the processing routine of
the mformation distribution and distribution effect evalua-
tion processing.

FI1G. 11 1s a flowchart showing the processing routine of
the clustering processing.

FIG. 12(A) and FIG. 12(B) are conceptual diagrams
explaining the absolute coordinate axis and the relative
coordinate axis.

FIG. 13 1s a conceptual diagram explaining the absolute
coordinate axis and the relative coordinate axis.

FIG. 14(A) to FIG. 14(D) are conceptual diagrams
explaining the data interpolation processing.

FIG. 15 1s a schematic diagram schematically showing a
display example of the processing result of the clustering
processing.

FIG. 16 1s a schematic diagram schematically showing a
display example of the processing result of the clustering
processing.

FIG. 17 1s a schematic diagram schematically showing a
display example of the processing result of the clustering
processing.
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FIG. 18 1s a schematic diagram schematically showing a
display example of the processing result of the clustering
processing.

FIG. 19 15 a tlowchart showing the processing routine of
the profiling processing.

FIG. 20 1s a conceptual diagram showing a configuration
example of the diagnostic decision tree.

FIG. 21 1s a flowchart showing the processing routine of
the cluster attribute determination processing.

FIG. 22 15 a flowchart showing the processing routine of
the first diagnostic decision tree generation processing.

FIG. 23 15 a flowchart showing the processing routine of
the second diagnostic decision tree generation processing.

FIG. 24 15 a flowchart showing the processing routine of
the information distribution event determination/execution
processing.

FIG. 25 1s a flowchart showing the processing routine of
the first mnformation distribution event evaluation process-
ng.

FIG. 26 1s a tlowchart showing the processing routine of
the second information distribution event evaluation pro-
cessing.

FIG. 27 1s a flowchart showing the processing routine of
the store stail count/store customer count control processing.

FIG. 28 15 a flowchart showing the processing routine of
the pedestrian count control processing.

DESCRIPTION OF EMBODIMENTS

An embodiment of the present invention 1s now explained
in detail with reference to the appended drawings.

(1) Configuration of Information Distribution
System According to this Embodiment

In FIG. 1, reterence numeral 1 indicates the overall
information distribution system according to this embodi-
ment. The information distribution system 1 1s configured by
comprising one or more mobile terminals 2 and an infor-
mation distribution apparatus 3, and these components are
communicably connected, via a network 6, to a wireless
communication network configured from a wireless base
station 4 and a switching station 5.

The mobile terminal 2 1s configured from a mobile
communication terminal device such as a mobile phone
equipped with a positioning function, and comprises a CPU
(Central Processing Unit) 10, a storage device 11, a com-
munication device 12, an I/O device 13 and a positioning
device 14.

The CPU 10 1s a processor that governs the operational
control of the overall mobile terminal 2. Moreover, the
storage device 11 1s configured from a semiconductor
memory or the like, and 1s used for storing and retaining
various programs, and 1s also used as a work memory of the
CPU 10. As a result of the CPU 10 executing the programs
stored 1n the storage device 11, the various types of pro-
cessing are executed as the overall mobile terminal 2 as
described later. The communication device 12 has a function
of performing wireless communication with the wireless
base station 4 based on a communication system that 1s
compliant with a prescribed wireless communication stan-
dard.

The I/O device 13 1s configured from an mput device
(hardware) to be used by the user of the mobile terminal 2
(the user of the mobile terminal 2 1s hereinafter simply
referred to as the “user”) for mputting various operations,
and an output device (hardware) for outputting images and
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sounds. As the mput device, used may be, for instance,
buttons and arrow keys, or a touch panel, and as the output
device, used may be, for mstance, a liquid crystal panel or

a speaker.

The positioning device 14 has a function of receiving
signals sent from a plurality of GPS satellites, and measuring
the current position of the mobile terminal 2 based on the
received signals. The position data which represents the
current position of the mobile terminal that was measured by
the positioning device 14 (this shall heremnafter mean the
current position of the user in possession of the mobile
terminal 2) 1s accumulated 1n the storage device 11, and the
accumulated time series position data 1s sent as the time
series position data from the communication device 12 to the
information distribution apparatus 3, via the wireless com-
munication network and the network 6, in response to a
request from the mformation distribution apparatus 3.

The wireless base station 4 1s a mobile phone network
terminal that directly interacts with the mobile terminal 2,
and transforms the wireless signal sent from the mobile
terminal 2 mto a signal that 1s compliant with the commu-
nication standard of the mobile phone network and outputs
the transformed signal to the switching station 5, or trans-
forms the signal sent from the switching station 5 into a
wireless signal that 1s compliant with the foregoing wireless
communication standard, and sends the transformed wire-
less signal to the destination mobile terminal 2.

The switching station S 1s a facility that configures a part
of the mobile phone network, and transforms the signal sent
from the wireless base station 4 1nto a signal of a system that
1s compliant with the commumnication standard of the net-
work 6 and outputs the transformed signal to the information
distribution apparatus 3 via the network 6, or transforms the
signal sent from the information distribution apparatus 3 via
the network 6 into a signal that 1s compliant with the
communication standard of the wireless communication
network, and outputs the transformed signal to the wireless
base station 4.

The network 6 1s configured, for example, from a LAN
(Local Area Network), the internet, a public line or a
dedicated line. Communication between the switching sta-
tion S and the information distribution apparatus 3 via the
network 6 1s performed, for instance, according to the
TCP/IP (Transmission Control Protocol/Internet Protocol)
when the network 6 1s a LAN or the internet.

The mformation distribution apparatus 3 1s a server appa-
ratus which distributes the user’s current position or optimal
service information according to the user’s preference based
on the time series position data collected from the respective
mobile terminals 2, and 1s configured by comprising a CPU
15, a storage device 16, a communication device 17 and an
I/0 device 18.

The CPU 15 1s a processor that governs the operational
control of the overall information distribution apparatus 3.
Moreover, the storage device 16 1s configured from a semi-
conductor memory or a hard disk device, and 1s used for
retaining various programs and various data. As a result of
the CPU 15 executing the programs stored in the storage
device 16, the various types of processing are executed as
the overall information distribution apparatus 3 as described
later.

The communication device 17 1s an 1nterface for perform-
ing protocol control when the information distribution appa-
ratus 3 communicates with the switching station 5 via the
network 6, and 1s configured from an NIC (Network Inter-

tace Card) or the like.
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The I/O device 18 1s configured from an input device and
an output device. The input device 1s hardware to be used by
the user for inputting various operations, and, used may be,
for instance, buttons and arrow keys, or a touch panel. The
output device 1s hardware for outputting 1mages and sounds,
used may be, for instance, a liquid crystal panel or a speaker.

il

(2) Information Distribution and Distribution Effect
Evaluation Function According to this Embodiment

The imnformation distribution and distribution effect evalu-
ation function according to this embodiment equipped 1n the
information distribution apparatus 3 1s now explained. The
information distribution and distribution effect evaluation
function 1s a function of classifying the mobile information
(time series position data) of a plurality of users into a
plurality of clusters based on the clustering processing,
determining a dominant user attribute for each of the clas-
sified clusters based on the profiling processing, generating
an information distribution event, for each cluster, of a user
in which the time series position data athliated with that
cluster (this user 1s heremafiter referred to as the *“cluster-
afhliated user” as appropriate) based on the determined
attribute for each cluster, and evaluating the effect of the
information distribution event based on the implementation
result of the information distribution event.

As means for realizing the foregoing information distri-
bution and distribution eflect evaluation function, the stor-
age device 16 of the information distribution apparatus 3
stores as programs, as shown in FIG. 2, a clustering pro-
cessing unit 20, a profiling processing unit 21, an informa-
tion distribution event determination/execution unit 22, an
information distribution event evaluation unit 23 and a
human flow control unit 43, and stores as tables and data-
bases required for managing necessary information, as
shown 1n FIG. 1, a user position information table 24, a user
classification information table 25, a user attribute informa-
tion database 26, a candidate attribute table 27, a per-cluster
attribute information table 28, a distribution candidate infor-
mation table 29 and an information distribution event score
information table 30.

The clustering processing unit 20 1s a program with a
function of classitying the mobile information (time series
position data) of a plurality of users based on the clustering
processing, and 1s configured from, as shown i FIG. 2, a
position information acquisition unit 31, a data filtering unit
32, a coordinate axis transformation unit 33, a data interpo-
lation unit 34, a feature value generation unit 35, a clustering
execution unit 36 and a cluster centroid trajectory generation
umt 37.

The position mformation acquisition unit 31 1s a module
with a function of collecting, as the mobile mnformation of
cach user, the time series position data of the position
information (latitude and longitude) measured by the posi-
tioning device 14 (FIG. 1) of the respective mobile terminals
2. The position imnformation acquisition unit 31 collects the
time series position data retained in the mobile terminals 2
by sending a transier request of the time series position data
to the respective mobile terminals 2 periodically or ran-
domly, and manages the collected time series position data
by registering such time series position data in the user
position information table 24. However, the configuration
may also be such that the respective mobile terminals 2 send
the time series position data to the information distribution
apparatus 3 periodically or randomly, and the position
information acquisition umt 31 manages the time series
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position data by registering such time series position data in
the user position information table 24.

The data filtering unit 32 1s a module with a filtering
function of 1dentifying the area in which the movement of
pre-designated persons 1s to be analyzed (this area 1s here-
inafter referred to as the “analyzing area”) based on latitude
and longitude, and extracting only the time series position
data of users who previously passed through the analyzing
area among the time series position data of the respective
users accumulated in the user position information table 24
as described above.

The coordinate axis transformation unit 33 1s a module
with a function of transforming the coordinate axis of the
respective time series position data extracted by the data
filtering unit 32 into a relative coordinate axis as needed. In
the case of this embodiment, the information distribution
apparatus 3 selects either an absolute coordinate axis or a
relative coordinate axis as the coordinate axis to be used in
the subsequent analysis according to the purpose of classi-
fication. The absolute coordinate axis and the relative coor-
dinate axis will be described 1n detail later.

The data interpolation unit 34 1s a module with a function
ol executing data interpolation processing, for interpolating
missing values, to the respective time series data which were
extracted by the data filtering unit 32 and subsequently
transformed 1nto a coordinate axis by the coordinate axis
transformation unit 33 as needed. Moreover, the feature
value generation unit 35 1s a module with a function of
generating a feature value of the respective time series
position data based on the respective time series position
data that were subject to data interpolation.

The clustering execution unit 36 1s a module with a
function of executing the clustering processing of classity-
ing the time series position data (each user) into a plurality
of clusters based on the feature value of the respective time
series position data generated by the feature value genera-
tion unit 35. The clustering execution unit 36 manages the
processing result of the clustering processing by registering,
such processing result 1in the user classification information
table 25.

The cluster centroid trajectory generation unit 37 1s a
module with a function of generating a trajectory of a cluster
centroid for each cluster of the time series position data
generated by the clustering execution unit 36. The trajectory

of the cluster centroid of each cluster generated by the
cluster centroid trajectory generation unit 37 1s displayed on
the I/O device 18 (FIG. 1) as needed.

Meanwhile, the profiling processing unit 21 1s a program
with a function of executing the profiling processing of
estimating and determining a dominant attribute of each user
afliliated with a cluster for each cluster of the time series
position data generated by the clustering processing unit 20,
and 1s configured from, as shown in FIG. 2, a candidate
attribute acquisition unit 38 and a per-cluster attribute deter-
mination unit 39.

The candidate attribute acquisition unit 38 1s a module
with a function of acquiring items that may become the
attributes of the cluster 1n the profiling processing as well as
the attributes (values) thereof. The candidate attribute acqui-
sition unit 38 acquires the foregoing items and attributes
from the candidate attribute table 27 (FIG. 6) described later.

Moreover, the per-cluster attribute determination unit 39
1s a module with a function of selecting and determining a
dominant attribute of a cluster for each cluster. The per-
cluster attribute determination unit 39 manages the dominant
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attribute determined for each cluster by registering such
dominant attribute in the per-cluster attribute information
table 28.

Meanwhile, the information distribution event determi-
nation/execution unit 22 1s a program with a function of
determining the information to be distributed to each of the
cluster-afliliated users and distributing the determined infor-
mation to such users based on the processing result of the
foregoing profiling processing executed by the profiling
processing unit 21. The information distribution event deter-
mination/execution unmt 22 1s configured from, as shown in
FI1G. 2, an information distribution event determination unit
40 and an information distribution event execution unit 41.

The mnformation distribution event determination unit 40
1s a module with a function of determining, for each cluster,
the information to be distributed to the respective cluster-
afiliated users based on the distribution candidate informa-
tion table 29 m which information to be distributed to users
with specific attributes 1s registered in advance, and the
foregoing per-cluster attribute information table 28. More-
over, the information distribution event execution unit 41 1s
a module with a function of executing an information
distribution event of distributing information to the respec-
tive users according to the determination result of the
information distribution event determination umt 40.

The information distribution event evaluation unit 23 1s a
program with a function of evaluating the effect of the
information distribution event that was executed by the
information distribution event determination/execution unit
22, and 1s configured from, as shown in FIG. 2, an infor-
mation distribution event execution result acquisition unit
42.

The mnformation distribution event execution result acqui-
sition unit 42 1s a module with a function of comparing the
classification pattern of the time series position data before
and after the execution of the information distribution event,
and evaluating the effect of the information distribution
event based on the comparative result. Specifically, the
information distribution event execution result acquisition
unit 42 calculates the cost eflectiveness of the information
distribution event as a score, and manages the calculated
score (this score 1s hereinafter referred to as the “cost
cllectiveness score”) as the evaluation of the information
distribution event by registering such score in the distribu-
tion candidate information table 29 and the information
distribution event score information table 30.

The human tlow control unit 43 1s an application program
with a function of estimating the number of visitors to a store
or the number of pedestrians on a street per hour based on
the processing result of the clustering processing executed
by the clustering processing unit 20 and the processing result
of the profiling processing executed by the profiling pro-
cessing unit 21, and controlling the number of visitors to a
store or the number of pedestrians on a street by causing the
information distribution event determination/execution unit
22 to distribute information as needed based on the estima-
tion result. The specific processing contents of the human
flow control unit 43 will be described later.

Meanwhile, the user position information table 24 is a
table that 1s used for retaining the time series position data
collected from the respective mobile terminals 2 by the
position information acquisition unit 31 of the clustering
processing unit 20 (FIG. 1), and 1s configured by compris-
ing, as shown in FIG. 3, a user ID column 24A, an item
column 24B and a value column 24C.

The user ID column 24A stores the identifier (user 1D)
unique to each user which was assigned to the users of the
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respective mobile terminals 2 from which the time series
position data was collected by the information distribution
apparatus 3.

Moreover, the 1tem column 24B 1s divided into a time
stamp column 24D and a position information column 24E,
and the position information column 24E 1s further divided
into a latitude column 24F, a longitude column 24G and a
position measurement error column 24H, and the value
column 24C stores the value of the corresponding 1tem.

Specifically, the value column 24C corresponding to the
time stamp column 24D stores a list which arranges, in
chronological order, the respective position data configuring
the time series position data of the corresponding user from
the oldest time that the position data was acquired by the
positioning device 14 (FIG. 1) of the mobile terminal 2, and
the value column 24C corresponding respectively to the
latitude column 24F and the longitude column 24G stores a
list which arranges, in chronological order, the values of
cither the latitude or the longitude where the position data
was acquired by the positioning device 14 from the oldest
value. Furthermore, the value column 24C corresponding to
the position measurement error column 24H stores a list
which arranges, in chronological order, in cases where a
position measurement error of the positioning device 14 1s
recognized at each point 1in time, the position measurement
errors from the from the oldest position measurement error.

Accordingly, 1n the case of the example shown 1n FIG. 3,

with regard to the user having a user 1D of “1”, position data
measured at “2015-01-01 09:00, <“2015-01-01 09:05™, . . .
was collected as the time series position data, the positioning,
results at “2015-01-01 09:00” were a latitude of
“35.451414”, a longitude of *“139.632177”, and a position
measurement error of “10.0 m”, and the positioning results
at “2015-01-01 09:05” were a latitude of “35.451416”, a
longitude of “139.635137”, and a position measurement
error of “10.0 m”.

The user classification information table 25 1s a table that
1s used for managing the processing result of the clustering
processing executed by the clustering processing unit 20
(FIG. 2), and 1s configured by comprising, as shown 1n FIG.
4, a cluster ID column 25A, an item column 25B and a value
column 25C.

The class ID column 23 A stores the identifier (cluster ID)
unique to each cluster which was assigned to the respective
clusters generated in the clustering processing.

Moreover, the 1tem column 25B i1s divided into a sample
user count column 25D, a sample user 1D list column 25E
and a cluster centroid column 25F, and the cluster centroid
column 25F 1s further divided into a latitude column 25G
and a longitude column 25H, and the value column 25C
stores the value of the corresponding item.

Specifically, the value column 25C corresponding to the
sample user count column 25D stores the number of users
afhiliated with the corresponding cluster, and the wvalue
column 25C corresponding to the sample user ID list column
25E stores a list which enumerates the user 1D of the users.
Moreover, the value column 25C corresponding to the
latitude column 25G of the cluster centroid column 235F
stores a list of latitudes of the centroid position of the cluster
(this 1s hereinafter referred to as the “cluster centroid posi-
tion”) calculated based on the position data that was calcu-
lated at the same time of the respective users afliliated with
the corresponding cluster, and the value column 25C corre-
sponding to the longitude column 25H of the cluster centroid
column 25F stores a list of longitudes of the cluster centroid

position.
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Accordingly, 1n the case of the example shown in FIG. 4,
with regard to the cluster having a cluster ID of “17, the
number of cluster-afliliated users 1s “4000”, the user ID of
the users 1s “1, 2, 5, . . . 64007, the latitude and longitude of
the cluster centrmd at cach point 1n time were, in order,

“35.451414, 139.6321777, “35.451416, 139.6351377,

The user attribute information database 26 1s a database
that 1s used for managing the pre-registered attribute infor-
mation of the respective users, and 1s configured by com-

prising, as shown 1n FIG. 5(A) to FIG. 5(D), a user attribute
information table 26 A, a home ID table 268, a workplace 1D
table 26C and a transit point ID table 26D.

The user attribute information table 26A 1s a table for
managing the attribute information of the respective users,
and 1s configured from, as shown 1n FIG. 5(A), a user 1D
column 26 A A, an attribute information column 26 AB and a
value column 26 AC. The user ID column 26 AA stores the
user ID of each user for which attribute information has been
registered, and the attribute information column 26AB
stores the attribute name of several attributes. Moreover, the
value column 26AC stores the value of the corresponding
attribute of the corresponding user.

Furthermore, the home ID table 26B 1s a table for man-
aging the correspondence of the home ID and the munici-
pality, and 1s configured from, as shown in FIG. 5(B), a
home ID column 26BA and a value column 26BB. The home
ID column 26BA stores the identifier (home ID) that is
assigned to the location of the user’s home, and the value
column 26BB stores the address (for mstance, in units of
municipality) associated with the corresponding home ID.

Furthermore, the workplace ID table 26C i1s a table for
managing the correspondence of the workplace ID and the

municipality, and 1s configured from, as shown 1n FIG. 5(C),
a workplace 1D column 26CA and a value column 26CB.
The workplace ID column 26CA stores the identifier (work-
place ID) that 1s assigned to the location of the user’s
workplace, and the value column 26CB stores the address
(for instance, 1n units of municipality) associated with the
corresponding workplace ID.

The transit point ID table 26D 1s a table for managing the
correspondence of the transit point ID and the transit point,
and 1s configured from, as shown in FIG. 3(D), a transit point
ID column 26DA and a value column 26DB. The transit
point ID column 26DA stores the 1dentifier (transit point 1D)
that was assigned to the station, store or other landmarks as
potential transit points during the user’s movements, and the
value column 26DB stores the landmark name associated
with the corresponding transit point ID.

Accordingly, i the case of the example shown 1n FIG.
5(A) to FIG. 5(D), the information distribution apparatus 3
1s managing, as the attributes of the respective users, “age”,
“gender”, “home ID”, “workplace 1D”, “transit point 1D”,
“browsing of advertisement A” and “browsing of advertise-
ment B”, and, for example, with regard to the user having a
user 1D of 17, that user’s age 1s “20°s”, gender 15 “female”,
home 1s “B city”’, workplace 1s “C city”, current transit point
1s “A station”, history of browsing advertisement A 1s “Yes”,
and history of browsing advertisement B 1s “No”.

The candidate attribute table 27 1s a table that 1s used for
storing and retaining 1tems that may become the attributes of
the cluster as well as the attributes (values) thereof which are
referred to in the foregoing profiling processing, and, for
instance, 1s created 1n advance by the operator or the like.
The candidate attribute table 27 1s configured from, as
shown 1in FIG. 6, an attribute ID column 27A, an item
column 27B and an attribute column 27C.
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The item column 27B stores the respective items of the
pre-set attributes, and the attribute 1D column 27A stores the
identifier (attribute ID) that 1s assigned to the corresponding
item. Moreover, the attribute column 27C stores the value
that may become the user’s attribute regarding the corre-
sponding 1tem.

Accordingly, in the case of the example shown 1n FIG. 6,
as the attribute items, there are the 7 items of “age”,
“gender”, “home ID”, “workplace 1D”, “transit point 1D”,
“browsing of advertisement A” and “browsing ol advertise-
ment B” in which “1” to *“7” are respectively assigned as the
attribute 1D, and, among the above, for instance, for the time

of “age”™, there are the attributes of “pre-teen”, “teenagers”,

“20°s”, . .. “O0’s or older”, and for the time of “gender”,
there are the attributes of “male” and “female”.

The per-cluster attribute information table 28 1s a table
that 1s used for managing the processing result of the
profiling processing executed by the profiling processing
unit 21 (FIG. 2), and 1s configured from, as shown 1n FIG.
7, a cluster ID column 28 A and a dominant attribute column
28B.

The cluster ID column 28A stores the cluster ID of the
respective clusters, and the dominant attribute column 28B
stores the dominant attribute of the respective items
described above with reference to FIG. 5(A) 1n relation to
the corresponding cluster-afliliated user determined based
on the profiling processing.

Accordingly, 1n the case of the example shown 1n FIG. 7,
with regard to the cluster having a cluster ID of “17, the
dominant attributes are as follows; specifically, age 1is
“20°s”, gender 1s “female”, transit point 1s “C store”, and
browsing history of advertisement A 1s “Yes”.

The distribution candidate information table 29 is a table
that 1s used for managing information as the distribution
candidate (this mnformation 1s hereinaiter referred to as the
“distribution candidate information”) to be distributed to
users who satisty predetermined attributes, and 1s configured
by comprising, as shown in FIG. 8, a distribution informa-
tion ID column 29A, an attribute item column 29B, a
distribution information content column 29C, an event
implementation cost column 29D and a cost eflectiveness
score column 29E.

The distribution information ID column 29A stores the
identifier (distribution iformation ID) unique to the distri-
bution candidate information which i1s assigned to each
distribution candidate information. Moreover, the attribute
item column 29B 1s divided 1nto a plurality of item columns
(in the case of FIG. 8, respective item columns of “age”,
“gender”, “workplace ID” and “transit point 1D””) 29BA to
29BD 1n correspondence with a plurality of attribute 1items,
and the 1tem columns 29BA to 29BD respectively store the
value (attribute) of each attribute item of the user to which
the corresponding distribution candidate information 1s to be
distributed.

Furthermore, the distribution information content column
29C stores the specific contents of the corresponding distri-
bution candidate information, and the event implementation
cost column 29D stores the cost that will be incurred for
implementing the event (distribution of discount coupons,
discount of store products) 1n the corresponding distribution
information. This cost 1s calculated, for example, for the
event of “distribution of discount coupons”, based on the
amount of discount offered by the coupons, or the number of
coupons that are issued.

Furthermore, the cost eflectiveness score column 29E
stores the foregoing cost eflectiveness score calculated by
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the information distribution event execution result acquisi-
tion unmt 42. The method of calculating the cost effectiveness

score will be described later.

Accordingly, 1n the case of the example shown 1n FIG. 8,
the distribution candidate mnformation having a distribution
information ID of “1” prescribes that “discount coupon
information of a store that sells cosmetic products around A
station” should be distributed to “teenage” “females™ having,
a workplace ID of *“1” and a transit point ID of *“1”, the event
implementation cost thereof 1s “10”, and the cost eflective-
ness score of the distribution event of the distribution
candidate information implemented previously was “100”.

The information distribution event score information
table 30 1s a table that 1s used for managing the evaluation
result of the information distribution event evaluation umit
23 of the event of distributing information (this event is
heremafter referred to as the “information distribution
event”), and 1s configured by comprising, as shown in FIG.
9. a cluster ID column 30A, a coincident cluster column
30B, an inter-cluster centroid distance column 30C, an event
implementation cost column 30D and a cost eflectiveness
score column 30E.

The cluster ID column 30A stores the cluster 1D of the
respective clusters generated based on the clustering pro-
cessing ol the time series position data of the respective
users executed before the implementation of the information
distribution event (this cluster 1s heremafter referred to as
the “pre-information distribution event cluster” as appropri-
ate), and the coincident cluster column 30B stores informa-
tion representing whether, among the respective clusters
generated based on the clustering processing of the time
series position data of the respective users executed aiter the
information distribution event as described later, a post-
information distribution event cluster having the same attri-
bute (or 1n which the number of coinciding attributes 1s equal
to or greater than a threshold) exists 1n the pre-information
distribution event cluster of the corresponding cluster 1D
(“Yes” 1 such post-information distribution event cluster
exists, and “No” 11 such post-information distribution event
cluster does not exist).

Moreover, 1n cases where a post-information distribution
event cluster having the same attribute (or in which the
number of coinciding attributes 1s equal to or greater than a

threshold) exists in the corresponding pre-information dis-
tribution event cluster, the inter-cluster centroid distance
column 30C stores the distance between the cluster centroids
between the pre-information distribution event cluster and
the post-information distribution event cluster. Note that 1f a
post-information distribution event cluster does not exist in
the corresponding pre-information distribution event cluster,
the inter-cluster centroid distance column 30C stores (“-) as
information indicating that data does not exist.
Furthermore, the event implementation cost column 30D
stores the event implementation cost described above with
reference to FIG. 8, and the cost eflectiveness score column
30E stores the cost eflectiveness score described above with

reference to FIG. 8.

(3) Various Types of Processing Related to
Information Distribution and Distribution Effect
Evaluation Function

The processing contents of the various types of processing,
to be executed by the information distribution apparatus 3 in
relation to the information distribution and distribution
ellect evaluation function according to this embodiment are
now explained. In the ensuing explanation, while the pro-
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cessing subject of the various types of processing 1s
explained as a program or a module, 1n effect, 1t goes without
saying that the processing 1s executed by the CPU 15 (FIG.
1) based on the program or module.

(3-1) Processing Flow of Information Distribution and
Distribution Effect Evaluation Function

FIG. 10 shows the tlow of the series of processing related
to the information distribution and distribution eflect evalu-
ation function according to this embodiment (this processing
1s hereinaiter referred to as the “information distribution and
distribution effect evaluation processing”). The information
distribution and distribution eflect evaluation processing 1s
started when the operator operates the information distribu-
tion apparatus 3 and sets the foregoing analyzing area, the
coordinate axis (absolute coordinate axis or relative coordi-
nate axis) and the data interpolation method to be used
during the clustering processing described later, and there-
alter performs prescribed operations to the eflect of execut-
ing the information distribution and distribution effect evalu-
ation processing.

When the mnformation distribution and distribution effect
evaluation processing 1s started, the clustering processing
unit 20 (FIG. 2) foremost executes the clustering processing
of collecting the time series position data from the respective
mobile terminals 2, and classiiying the collected time series
position data of the respective mobile terminals 2 into a
plurality of clusters (SP1). When the clustering processing 1s
completed, the clustering processing umt 20 activates the
profiling processing unit 21 (FIG. 2).

When the profiling processing unit 21 1s activated by the
clustering processing unit 20, the profiling processing unit
21 executes the profiling processing of determining the
dominant attributes of users allocated to the cluster regard-
ing the respective clusters of the time series position data
generated by the clustering processing unit 20 (SP2). The
profiling processing unit 21 thereafter activates the infor-
mation distribution event determination/execution unit 22

(FIG. 2).

When the information distribution event determination/
execution unit 22 (FIG. 2) 1s activated by the profiling

processing unit 21, the information distribution event deter-
mination/execution unit 22 determines, for each cluster, the
distribution candidate information to be distributed to the
cluster-afliliated user based on the processing result of the
foregoing profiling processing executed by the profiling
processing unit 21, and distributes the determined distribu-
tion candidate information to the users (SP3). After the lapse
of a given time thereaiter, the information distribution event
determination/execution unit 22 activates the information
distribution event evaluation unit 23 (FIG. 2).

When the mnformation distribution event evaluation unit
23 1s called by the information distribution event determi-
nation/execution unit 22, the information distribution event
evaluation unit 23 executes the information distribution
event evaluation processing of evaluating the eflect of the
corresponding information distribution event of each cluster
executed by the information distribution event determina-
tion/execution unit 22, and displays the processing result of
the information distribution event evaluation processing on
the I/O device 18 (FIG. 1) 1n a prescribed format (SP4).

When the information distribution apparatus 3 finishes
displaying the processing result of the information distribu-
tion event evaluation processing, the iformation distribu-
tion apparatus 3 ends the series of mnformation distribution
and distribution eflect evaluation processing.
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(3-2) Clustering Processing

FIG. 11 shows the specific processing flow of the clus-
tering processing to be executed by the clustering processing
umt 20 1n step SP1 of FIG. 10.

In the clustering processing, the position information
acquisition umt 31 (FIG. 2) foremost collects, from the
respective mobile terminals 2, the time series position data
retained in such mobile terminals 2, and registers the col-
lected time series position data 1n the user position infor-
mation table 24 (FIG. 3) (SP10). The position information
acquisition unit 31 thereaiter calls the data filtering unit 32
(FI1G. 2).

When the data filtering unit 32 1s called by the position
information acquisition unit 31, the data filtering unit 32
executes the filtering processing of extracting only the time
series position data of users who previously passed through
the analyzing area among the time series position data of the
respective users accumulated 1n the user position informa-
tion table 24 based on the set range information (latitude and
longitude) of the analyzing area (SP11).

Here, even i1f a user has previously passed through the
analyzing area, 1 the number of position data configuring
the time series position data of that user falls below a
predetermined threshold, the data filtering unit 32 deletes the
time series position data of that user. Moreover, the data
filtering unit 32 also deletes, at this stage, the position data
having a major measurement error registered i1n the user
position information table 24. The data filtering umt 32
thereafter calls the coordinate axis transformation unit 33
(FI1G. 2).

When the coordinate axis transformation unit 33 1s called
by the data filtering unit 32, the coordinate axis transforma-
tion unit 33 executes the coordinate axis transiformation
processing of transforming the coordinate axis as needed to
the time series position data after the foregoing filtering
processing executed by the data filtering unit 32 (SP12).

In the case of the information distribution apparatus 3, the
operator may select 1n advance with an absolute coordinate
axis or a relative coordinate axis as the coordinate axis to be
used in the subsequent analysis according the purpose of
classification of the time series position data. The absolute
coordinate axis 1s a coordinate axis, as shown in FIG. 12(A),
in which the user’s latitude and longitude collected as
described above are used as the user’s position without
change, and the relative coordinate axis 1s a coordinate axis,
as shown 1 FIG. 12(B), which indicates the user’s position
based on the default value of the position nformation
configuring that user’s time series position data.

As shown in FIG. 13, while the system (system A)
adopting the absolute coordinate axis 1s advantageous 1n that
the distribution and behavior of people are easier to see for
cach area, there 1s a disadvantage in that there are cases
where users with a different movement pattern are classified
in the same cluster. Meanwhile, while the system (system B)
adopting the absolute coordinate axis 1s advantageous in that
the movement pattern of users 1s easier to see, there 1s a
disadvantage in that there are cases where users moving
through different areas are classified in the same cluster.
However, the disadvantage of the system B can be basically
resolved by re-classitying the classification result based on
the area, and extracting a representative movement pattern
for each area.

Thus, when the absolute coordinate axis has been selected
as the coordinate axis by the operate in advance in step
SP12, the coordinate axis transformation unit 33 does not
take any action, and, when the relative coordinate axis has
been selected as the coordinate axis, the coordinate axis
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transformation unit 33 executes the coordinate axis trans-
formation processing of transforming the coordinate axis
into the relative coordinate axis to the respective time series
position data after being subject to the filtering processing in
step SP11. The coordinate axis transformation unit 33 there-
alter calls the data mterpolation unit 34 (FIG. 2).

When the data interpolation unit 34 1s called by the
coordinate axis transformation unit 33, the data interpolation
unit 34 executes the data interpolation processing of inter-
polating missing values to the respective time series position
data that were subject to the coordinate axis transformation
processing as needed in step SP12 (SP13).

This 1s because, while the number of feature values needs
to be equal for each user in order to execute the clustering
processing, the time series position data basically has a
short-term data unavailability period and a long-term data
unavailability period as shown i FIG. 14(A). As the data
interpolation method to be used in the foregoing case, the
following first to third data interpolation methods may be
adopted.

The first data interpolation method 1s a method where, as
shown 1 FIG. 14(B), the short-term data unavailability
period 1s 1nterpolated based on the linear interpolation
method, and the long-term data unavailability period 1s
interpolated based on the value of the time series position
data that 1s immediately after or immediately before the data
unavailability period. Moreover, the second data interpola-
tion method 1s a method where, as shown 1n FIG. 14(C), the
short-term data unavailability period 1s interpolated based on
the linear interpolation method, and the long-term data
unavailability period is interpolated by performing repetitive
interpolation to the existing short-term time series position
data.

Furthermore, the third data interpolation method 1s a
method where, as shown 1n FIG. 14(D), the short-term data
unavailability period i1s interpolated based on the linear
interpolation method, and the long-term data unavailability
period 1s interpolated by concurrently performing repetitive
interpolation of the existing short-term time series position
data, and performing curve interpolation. The curve inter-
polation, for instance, by adopting a smooth curve mterpo-
lation method such as spline interpolation, and reduce noise
during the Fourier transformation described later. According
to the third data interpolation method, periodical features
can be acquired more easily based on the repetitive inter-
polation of short-term data while maintaining information
regarding the start time ol movement based on the curve
interpolation.

The data interpolation unit 34 executes the data interpo-
lation processing by using one among the first to third data
interpolation methods described above, and calls the feature
value generation unit 35 (FI1G. 2) when the data interpolation
processing 1s completed.

When the feature value generation unit 35 1s called by the
data interpolation unit 34, the feature value generation unit
35 executes the feature value generation processing of
generating the feature value of the respective time series
position data that were subject to the data interpolation
processing (SP14).

Here, 1n order to analyze the features including position
and mobile speed, the feature value generation unit 335
generates the feature value of each time series position data
upon transforming the respective time series position data
that were subject to the data interpolation processing into a
frequency domain based on Fourier transformation.

Specifically, the feature value generation unit 35 foremost
transforms, with regard to each of the target time series
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position data, the respective position mformation (latitude
and longitude) configuring the time series position data into
complex number data 1n which the latitude data 1s a real part
and the longitude data 1s an 1imaginary part. Moreover, the
feature value generation unit 35 transforms the complex
number data (time series position data) into frequency data
based on Fourier transtormation. Furthermore, the feature
value generation unit 35 generates, for each time series
position data, a feature value vector by performing linear
combination to the real part and the imaginary part of the
respective position information that were transformed into
frequency data 1n the manner described above, and uses the
generated feature value vector as the feature value of the
time series position data.

The feature value generation unit 35 calls the clustering
execution unit 36 (FIG. 2) after generating the feature value
of the respective time series position data in the manner
described above.

When the clustering execution unit 36 1s called by the
feature value generation unit 335, the clustering execution
umt 36 executes the clustering execution processing of
classitying the time series position data into a plurality of
clusters (the clusters at this stage are hereinatiter referred to
as the “provisional clusters™) through the k-means method or
the like based on the feature values of each of the target time
series position data (SP15).

Here, the clustering execution unit 36 performs the clas-
sification by sequentially setting the number of clusters to 2,
3,4, ..., and determines the optimal number of clusters by
cvaluating, on a case-by-case basis, the similarity in the
provisional clusters and the separability between the provi-
sional clusters.

The similarity in the provisional clusters 1s evaluated, for
example, by evaluating the clustering result of each of the
provisional clusters 1 to M based on the feature value of the
time series position data of each user and the distance
between the cluster centroids between the respective provi-
sional clusters. As the method of using the feature value of
the time series position data of each user and the distance
between the cluster centroids between the respective provi-
sional clusters, for instance, evaluation 1s performed by
using the feature value of the respective time series position
data in the provisional clusters and the distance between the
cluster centroids between the respective provisional clusters,
the variance of the respective time series data 1n the provi-
sional clusters, and the number of clusters.

As this kind of method, for example, there 1s a method of
performing the evaluation by using Akaike’s Information
Criterion (AIC). Akaike’s Information Criterion 1s generally
expressed with the following formula with the maximum
likelihood as L, and the number of freedom parameters as K.

AIC==-2InL+2K Formula (1)

The maximum likelihood L 1s expressed, for example,
with the following formula.

L=-3,_ MRSS,/2d Formula (2)

In formula (2), RSS, represents the square root of the
distance from the cluster centroid of all members of the
provisional clusters k, and d represents the distribution of
members.

Moreover, the number of freedom parameters K 1s
expressed, for example, with the following formula.

K=MxD Formula (3)

In formula (3), M represents the number of clusters, and D
represents the dimension number of the feature value.
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However, evaluation standards (for example, Bayesian
Information Crniterion (BIC)) other than Akaike’s Informa-
tion Criterion may also be used.

The separability between the provisional clusters 1s evalu-
ated, for example, by using the distance between the respec-
tive provisional clusters. The distance between the provi-
sional clusters 1s calculated, for example, by calculating the
interfaces capable of separating the provisional clusters with
a multi-class support vector machine, and, with the total
value of the margin (distance) between the respective pro-
visional clusters as M., as the average degree of separation
B(N) between the provisional clusters according to the
tollowing formula.

B(N)=M,/NC?

Note that, in formula (4), N represents the number of
clusters.

The average degree of separation B(N) between the
provisional clusters 1s an index which represents the level of
separation between the provisional clusters described above,
and, as this value 1s greater, it represents that the provisional
clusters are more separated. Moreover, the average degree of
separation between provisional clusters may be any kind of
index so as long as it increased as the average distance
between the respective provisional clusters 1s great, and the
average value of the distance between the respective sets
{C,} of the cluster centroids may also be applied.

The clustering execution unit 36 calls the cluster centroid
trajectory generation unit 37 (FIG. 2) when the clustering
execution processing of each of the target time series posi-
tion data 1s completed.

When the cluster centroid trajectory generation unit 37 1s
called by the clustering execution unit 36, the cluster cen-
troid trajectory generation unit 37 generates the time series
position data of a time domain of the cluster centroids of the
respective provisional clusters, and displays, on the I/O
device 18 (FIG. 1), the wavelorm based on the obtained time
series position data of the respective provisional clusters
(SP16).

Specifically, the cluster centroid trajectory generation unit
37 generates, for each cluster, complex number data of a
frequency domain 1n which first half of the data of the cluster
centroid obtained in the foregoing clustering execution
processing 1s a real part and the second half of the data of the
cluster centroid obtained 1n the foregoing clustering execu-
tion processing 1s an imaginary part, and transforms the
generated complex number data mnto complex number data
representing the position information by performing inverse
Fourier transformation. Moreover, the cluster centroid tra-
jectory generation unit 37 generates the time series position
data of the cluster centroid with the real part of the complex
number data (position information) as the latitude and the
imaginary part as the longitude. Subsequently, the cluster
centroid trajectory generation unit 37 displays the trajectory
of the cluster centroid of the respective clusters on the 1/0
device 18, for example, 1n the format shown in FIG. 15,
based on the time series position data of the cluster centroid
ol the respective provisional clusters generated as described
above.

FIG. 15 shows an example of a case where the time series
position data of each user 1s classified into six provisional
clusters, and represents a display example in which the
trajectory of the cluster centroid of the provisional clusters
1s drawn on three-dimensional coordinates having the
respective axes of latitude, longitude and time. As a result of
drawing the trajectory of the cluster centroid of the provi-
sional clusters on three-dimensional coordinates having the

Formula (4)
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respective axes of latitude, longitude and time, 1t 1s possible
to display the representative movement pattern of the pro-
visional cluster-athliated users as a waveform which gives
consideration to the position and mobile speed. Moreover,
the cluster centroid trajectory generation unit 37 additionally
displays the number of members (number of users) afliliated
with the respective provisional clusters.

Subsequently, the cluster centroid trajectory generation
unit 37 determines whether or not the coordinate axis of the
time series position data 1s a relative coordinate axis, and,
upon obtaining a positive result, re-classifies the respective
provisional clusters based on the absolute coordinate axis
(SP17). As this kind of re-classification method, for
example, considered may be a method of re-classification
per area through which users allocated to the provisional
clusters passed through during a specific time period (for
istance, period until a certain time elapses from the data
start time). This kind of re-classification method 1s shown 1n
FIG. 16 and FIG. 17. The cluster centroids after re-classi-
fication are rearranged, for example, based on the average
position of a specific time period of the users in the cluster
alter re-classification.

FIG. 18 shows a display example of the processing result
of the clustering processing after the foregoing re-classifi-
cation 1s performed. Here, 1n addition to the wavetorm of the
cluster centroid, the original waveform representing the
movement pattern of users in which the time series position
data 1s allocated to the respective clusters may also be
displayed. Moreover, upon displaying the clustering results
shown 1in FIG. 15 and FIG. 18, 1in order to understand the
level of vanation 1n the trajectory of the cluster centroids of
the time series position data of users in the respective
clusters, for instance, 1t 1s also possible to calculate the
hourly variance of the time series position data of users in
the respective clusters, and display the line indicating the
trajectory of the cluster centroids of each hour according to
the distribution values by changing the thickness of that line.

Subsequently, the cluster centroid trajectory generation
umt 37 registers the processing result of the clustering
processing 1n the user classification information table 25
(FI1G. 4).

As a result of the foregoing processing, the clustering
processing executed by the clustering processing unit 20
(FIG. 2) 1s ended.

(3-3) Profiling Processing

Meanwhile, FIG. 19 shows the specific processing flow of
the profiling processing to be executed by the profiling
processing unit 21 (FIG. 2) in step SP2 of FIG. 10.

In the profiling processing, the candidate attribute acqui-
sition unit 38 (FIG. 2) foremost reads, from the candidate
attribute table 27 (FIG. 6), the items that may become the
attributes of the cluster and the values (attributes) thereof
(SP20). The candidate attribute acquisition unit 38 thereatter
calls the per-cluster attribute determination unit 39 (FIG. 2).

Moreover, when the per-cluster attribute determination
umt 39 1s called by the candidate attribute acquisition unit
38, the per-cluster attribute determination unit 39 determines
the dominant attributes of each cluster based on the user
attribute information database 26 (FIG. 1) and the candidate
attribute table 27, for example, through diagnostic tree
learning, and registers the determination result in the per-
cluster attribute information table 28 (FIG. 7) (SP21).

Note that, while this embodiment uses an ID 3 (Iterative
Dichotomiser 3) as the creation algorithm of the diagnostic
decision tree used in the diagnostic tree learning, algorithms
such as C4.5, CART (Classification And Regression Trees),

and ID 3-plural other than ID 3 may also be used.
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As a result of the foregoing processing, the profiling
processing 1s ended.

Here, FIG. 20 shows the schematic configuration of the
diagnostic decision tree TR generated in the foregoing
profiling processing. The processing of generating the diag-
nostic decision tree TR 1s the processing of generating, 1n an
integrated manner, the diagnostic decision tree TR for esti-
mating the clusters related to the respective users based on
the attribute information of the respective users registered in
the user attribute information database 26 (FIG. 1). The
diagnostic decision tree TR 1s configured from a first diag-
nostic decision tree TR1 and a second diagnostic decision
tree TR2 as evident from FIG. 20.

The first diagnostic decision tree TR1 1s a diagnostic tree
that 1s created based only on the position and attribute
information during the analyzing period of the respective
users. In effect, with the first diagnostic decision tree TR1,
the contents of the respective nodes ND1 are only those
related to the movement status of the user recognized based
on the time series position data and the attribute information
of users, and users can be associated with one of the clusters
based only on the user’s attribute information.

Moreover, the second diagnostic decision tree TR2 1s a
diagnostic tree that 1s created based on the supplementary
information of users (attribute information of the cluster
with which the users are atliliated) obtained by analyzing the
time series position data during the analyzing period of
existing users allocated to the leat LF1, with the leat LF1
among the respective leaves LF1 of the first diagnostic
decision tree TR1 in which the cluster of the allocation
destination 1s not clear (cluster of the allocation destination
1s not yet determined to be a specific cluster) as the root. In
cllect, with the second diagnostic decision tree TR2, the
contents of the respective nodes ND2 are only those related
to the supplementary information of users, and users can be
associated with one of the clusters based only on the user’s
attribute iformation.

FIG. 21 shows the specific processing contents of the
diagnostic decision tree generation processing to be
executed by the per-cluster attribute determination unit 39
(FIG. 2) for generating the diagnostic decision tree TR.

When the per-cluster attribute determination unit 39 pro-
ceeds to step SP21 of FIG. 19, the per-cluster attribute
determination unit 39 starts the diagnostic decision tree
generation processing shown in FIG. 21, and foremost refers
to the user classification information table 25 (FIG. 4) and
the per-cluster attribute information table 28 (FIG. 7), and
generates the first diagnostic decision tree TR1 (SP30).

Subsequently, the per-cluster attribute determination unit
39 determines whether there 1s a leal LF1 1n which the
cluster of the allocation destination in the first diagnostic
decision tree TR1 has not yet been determined to be a
specific cluster (SP31). When the per-cluster attribute deter-
mination unit 39 obtains a negative result i this determi-
nation, the per-cluster attribute determination unit 39 ends
the diagnostic decision tree generation processing.

Meanwhile, when the per-cluster attribute determination
unit 39 obtains a positive result 1n the determination of step
SP31, the per-cluster attribute determination unmit 39 refers to
the per-cluster attribute information table 28 and generates
the second diagnostic decision tree TR2 (SP32), and there-
alter ends the diagnostic decision tree generation processing.

FI1G. 22 shows the specific processing contents of the first
diagnostic decision tree generation processing to be
executed by the per-cluster attribute determination unit 39 1n
step SP30 of the diagnostic decision tree generation pro-
cessing (FIG. 21). When the per-cluster attribute determi-
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nation unit 39 proceeds to step SP30 of the diagnostic
decision tree generation processing, the per-cluster attribute
determination unit 39 starts the first diagnostic decision tree
generation processing shown i FIG. 22, and foremost
acquires the cluster information {X,} obtained based on the
clustering execution processing described above with refer-
ence to step SP15 of FIG. 11, and the attribute item {A,} of
the respective users (SP40).

Subsequently, the per-cluster attribute determination unit
39 selects one unprocessed node (SP41). Note that, because
the per-cluster attribute determination unit 39 starts the
processing of step SP41 onward from the processing from
the root (top-level node) of the diagnostic decision tree TR
to be generated at such time, the root 1s selected 1n step SP41
to be executed first.

Subsequently, the per-cluster attribute determination unit
39 determines whether the user’s attribute item {Ai}
acquired 1n step SP40 1s an empty set (SP42). When the
per-cluster attribute determination unit 39 obtains a positive
result 1n this determination, the per-cluster attribute deter-
mination unit 39 sets the node selected 1n step SP40 as the
(terminal node) (SP43), and thereafter proceeds to step
SP52.

Meanwhile, when the per-cluster attribute determination
unit 39 obtains a negative result 1n the determination of step
SP42, the per-cluster attribute determination unit 39 calcu-
lates, based on the following formula, the average informa-
tion amount H of the cluster of all users included 1n the
current cluster information (SP44).

H{X =2 (X, VZ X Dlog(IX V2 X ) Formula (5)

Note that, 1n formula (5), | X, | represents the number of users
included 1n the cluster k.

The average information amount H(1X,|) 1s greater as the
variation 1n the cluster with which the user’s time series
position data that was mput 1s afliliated, and takes on a
greater value as the deviation 1s greater. When the time series
position data of each user that was input 1s only afliliated
with one cluster, the average information amount H(IX,|)
will be “0”.

The per-cluster attribute determination unit 39 thereatfter
selects one unprocessed attribute item A, from the input
attribute items {A;} (SP45), and calculates the cluster set
{Yx ;} in the subset of users who have the values a, |, a, »,
a;3, . . . 1ncluded 1n the selected attribute 1tem A, as the
attribute value, and the number of users Y, .| thereof
(SP46).

The per-cluster attribute determination unit 39 calculates,
based on the following formula, the information gain IG(A))
of the attribute 1tem A, selected 1n step SP45.

IG(4,)~H{ X ) =22 (1Y 12,1 Y, Dog(1Y, 1/Z,1 Y, 1)

n'tnj n'tnj

Formula (6)

Note that the information gain IG(A)) 1s a parameter which
represents to what extent the variation of the clusters, to
which users will be afliliated upon partially dividing the
users based on the attribute values a, |, a, ,, a; 5,..., will
decrease.

Subsequently, the per-cluster attribute determination unit
39 determines whether the information gain IG(A,) has been
calculated for all input attribute items {A.} (SP47). When
the per-cluster attribute determination unit 39 obtains a
negative result in this determination, the per-cluster attribute
determination unit 39 returns to step SP45, and thereafter
repeats the processing ol step SP43 to step SP48 while
sequentially switching the attribute item A, selected 1n step
SP45 to another unprocessed node.
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When the per-cluster attribute determination unit 39
obtains a positive result 1 step SP48 as a result of com-
pleting the calculation of the information gain IG(A,) for all
attribute items {A.}, the per-cluster attribute determination
unit 39 sets the attribute item A * having the greatest
information gain IG(A ) as the current node of the diagnostic
decision tree TR (SP49), and creates a child node for each
of the attribute values a,. |, a,. ,, a,x 5, of the attribute item
A* (SP50).

Subsequently, with regard to the attribute values a;« ,, a;+
2, 8+ 5, . . . Of the attribute 1tem A;* described above, the
per-cluster attribute determination unit 39 associates the
cluster subset {Yy ,} regarding users having the attribute
value a,. , as a new cluster set {X,} of the corresponding
child node. Moreover, the subset { A /A *} of attribute items
excluding the attribute 1tem A * with the largest information
gain [G(A)) described above 1s associated as a new attribute
set {A,} of the respective child nodes (SP51).

The per-cluster attribute determination unit 39 thereafter
determines whether the processing of step SP42 to step SP51
has been executed for all nodes (SP32). Subsequently, the
per-cluster attribute determination unit 39 returns to step
SP41 upon obtaining a negative result in this determination,
and thereafter repeats the processing of step SP41 to step
SP52 while sequentially switching the node selected in step
SP41 to another unprocessed node.

When the per-cluster attribute determination unit 39 even-
tually obtains a positive result 1n step SP32 as a result of
determining the attribute information A * for all nodes, the
per-cluster attribute determination unit 39 ends the first
diagnostic decision tree generation processing.

Meanwhile, FIG. 23 shows the specific processing con-
tents of the second diagnostic decision tree generation
processing to be executed by the per-cluster attribute deter-
mination unit 39 1n step SP32 of the diagnostic decision tree
generation processing (FIG. 21). The second diagnostic
decision tree generation processing shown in FIG. 23 1s
executed by the per-cluster attribute determination unit 39
upon creating the second diagnostic decision tree TR2 (FIG.
20) based on the supplementary information of users as
attribute item {Bi} with regard to the leaf LF1 among the
respective leaves LF1 of the first diagnostic decision tree
TR1 generated 1n the first diagnostic decision tree generation
processing described above with reference to FIG. 22 in
which the cluster of the allocation destination i1s not clear
(cluster of the allocation destination 1s not yet determined to
be a specific cluster).

Since the processing contents of step SP60 to step SP72
ol the second diagnostic decision tree generation processing
are the same as step SP40 to step SP32 of the first diagnostic
decision tree generation processing described above with
reference to FIG. 22 other than the point of using supple-
mentary information as an mput item, the detailed explana-
tion thereof 1s omitted.

Note that, while a case was explained of using ID 3 in the
first diagnostic decision ftree generation processing
described above with reference to FIG. 22 and 1n the second
diagnostic decision tree generation processing described
above with reference to FIG. 23, any method may be
adopted so as long as 1t 1s a method which generates a

decision tree capable of diagnosing clusters, and a genera-
tion method of a diagnostic decision tree that 1s diflerent
from the generation method of the first and second diagnos-

tic decision trees TR1, TR2.
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(3-4) Information Distribution Event Determination/Ex-
ecution Processing,

FIG. 24 shows the specific processing contents of the
information distribution event determination/execution pro-
cessing to be executed by the information distribution event
determination/execution unit 22 (FIG. 2) 1n step SP3 of FIG.
10. In the enswing explanation, the processing contents of
two types of information distribution event determination/
execution processing; specifically, a case of distributing
information to users in which the time series position data 1s
afhiliated with one of the clusters and a case of distributing
information to many and unspecified number of persons.

(3-4-1) Information Distribution Targeting Cluster Mem-
bers

Foremost, the processing contents of the information
distribution event determination/execution processing of a
case of distributing information to users in which the time
series position data 1s afhiliated with one of the clusters are
explained.

In the foregoing case, foremost, information distribution
event determination unit 40 (FIG. 2) of the information
distribution event determination/execution unit 22 refers to
the per-cluster attribute information table 28 (FIG. 7) and the
distribution candidate information table 29 (FIG. 8), and
determines, for each cluster, the information (distribution
information) to be distributed to the respective users belong-
ing to that cluster based on the 1dentified attribute informa-
tion (SP80).

Specifically, the information distribution event determi-
nation unit 40 determines, as the distribution information of
that cluster, the distribution candidate information 1n which
the number of coincidences of the dominant attribute of
users afhliated with a certain cluster in the per-cluster
attribute information table 28, and the attribute 1tems of the
distribution candidate information table 29 1s equal to or
greater than a pre-set threshold (this 1s hereinatiter referred to
as the “coincident attribute 1tem count threshold™).

For example, in the examples shown 1n FIG. 7 and FIG.
8. when the coincident attribute item count threshold 1s “3”,
with the cluster having a cluster ID of “1” registered in the
per-cluster attribute information table 28, the three items of
“age”, “gender” and “transit point” coincide with the values
of the corresponding attribute items of the distribution
candidate information i which the distribution information
ID registered in the distribution candidate information table
29 1s “27, the distribution candidate information of “discount
coupon information of a lady’s fashion store around C store™
1s determined as the distribution information to be distrib-
uted to the cluster-athiliated user having a cluster 1D of “17.

Note that, in this embodiment, while the distribution
candidate information table 29 1s created manually 1n
advance, for instance, the values of the respective item
columns 29BA to 29BD of the attribute 1tem column 29B of
the distribution candidate information table 29 may also be
determined based on the processing results of past profiling
processing such as by the information distribution event
determination unit 40 preparing information to be distrib-
uted regarding the attributes of a cluster having a certain
number of users or more.

The mformation distribution event determination unit 40
calls the information distribution event execution unit 41
(FI1G. 2) after generating the information distribution event.

When the information distribution event execution unit 41
1s called by the information distribution event determination
unit 40, the information distribution event execution unit 41
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distributes information to the cluster-afliliated user for each
cluster by executing the processing of step SP81 to step
SP8S.

In eflect, the information distribution event execution unit
41 foremost selects one unprocessed cluster (SP81), and
determines whether the number of cluster-afiiliated users 1s
equal to or greater than a pre-set threshold (this 1s hereinafter
referred to as the “user count threshold”) (SP82). This 1s in
order to limit the target of the execution of the information
distribution event (event of distributing distribution candi-
date information to be distributed which was selected 1n step
SP80) to clusters in which the number of users 1s equal to or
greater than the user count threshold.

Subsequently, the information distribution event execu-
tion unit 41 proceeds to step SP85 upon obtaining a negative
result 1n this determination, and, upon obtaining a positive
result in the determination of step SP82, determines whether
the cost eflectiveness score of the event of distributing the
distribution information determined in step SP80 regarding
the cluster selected 1n step SP81 1s equal to or greater than
a pre-set threshold regarding the cost eflectiveness (this 1s
hereinafter referred to as the “cost eflectiveness threshold™)
(SP83). This 1s 1n order to limit the target of mnformation
distribution to clusters in which the cost eflectiveness score
1s equal to or greater than the cost eflectiveness threshold.

Subsequently, the information distribution event execu-
tion unit 41 proceeds to step SP85 upon obtaining a negative
result 1in this determination, and, upon obtaining a positive
result 1n the determination of step SP83, distributes the
distribution information selected 1n step SP80 regarding the
cluster selected 1n step SP81 (SP84).

Specifically, the information distribution event execution
unit 41 distributes, via email, the distribution information
selected 1n step SP80 regarding that cluster to the mobile
terminal 2 of all users belonging to the cluster selected in
step SP81. However, rather than distributing the information
via email, for istance, if there i1s any transit point as a
dominant attribute of the target cluster-atfliliated user, the
distribution information may also be distributed to an infor-
mation distribution terminal (electronic bulletin board or the
like) around that transit point. The distribution timing of this
kind of distribution information may be at a timing where,
upon collecting the user’s position mformation in real time,
the user passes through the transit point.

Moreover, as a diflerent method of determining the dis-
tribution timing of information in cases where there 1s a
transit point as a dominant attribute of the target cluster-
alhiliated user, it 1s also possible to estimate the time that the
target cluster-athiliated user will appear at the transit point by
coordinating with the information service used by the user,
and distribute information at such time. For example, 1t 1s
also possible to estimate the time that the user will appear at
the transit point from the user’s transit guidance service
usage history, and distribute information to an information
distribution terminal (electronic bulletin board or the like)
around the transit point by using a timer, irrespective of the
user’s actions on that day. Moreover, for instance, 1t 1s also
possible to estimate the user’s starting point based on the
user’s transit guidance service usage history, and distribute
information to an information distribution terminal (elec-
tronic bulletin board or the like) located between the starting,
point and the transit point.

Subsequently, the information distribution event execu-
tion unit 41 determines whether the processing of step SP82
to step SP84 has been executed for all clusters (SP83). The
information distribution event execution unit 41 returns to a
step SP81 upon obtaining a negative result 1n this determai-
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nation, and thereafter repeats the processing of step SP81 to
step SP85 while sequentially switching the cluster selected
in step SP81 to another unprocessed cluster.

The information distribution event execution unit 41 ends
the processing upon eventually obtaining a positive result in
step SP85 as a result of executing the processing of step
SP82 to step SP84 for all clusters. The series of information
distribution event determination/execution processing
executed by the information distribution event determina-
tion/execution unit 22 (FIG. 2) 1s thereby ended.

(3-4-2) Information Distribution Targeting Many and
Unspecified Number of Persons

The processing contents of the information distribution
event determination/execution processing in the case of
distributing information to many and unspecified number of
persons are now explained with reference to FIG. 24.

In the foregoing case, the mformation distribution event
determination unit 40 foremost refers to the per-cluster
attribute information table 28 (FIG. 7) and the distribution
candidate information table 29 (FIG. 8), and determines, for
cach cluster, the information (distribution information) to be
distributed to the respective users belonging to that cluster
based on the attribute information 1dentified for each cluster
(SP80).

Specifically, the information distribution event determi-
nation unit 40 acquires, from the user classification infor-
mation table 25 (FIG. 4), a certain number of cluster IDs of
clusters with a large number of sample users. The 1nforma-
tion distribution event determination unit 40 selects as
distribution information, from the distribution candidate
information table 29, distribution candidate information in
which the number of coincidences of the dominant attribute
in the per-cluster attribute information table 28 of the
acquired cluster 1D and the attribute items of the distribution
candidate information table 29 1s equal to or greater than the
foregoing coincident attribute 1tem count threshold.

The information distribution event determination unit 40
thereaiter calls the information distribution event execution
unit 41.

When the information distribution event execution unit 41
1s called by the information distribution event determination
unit 40, the information distribution event execution unit 41
distributes mnformation to many and unspecified number of
persons by executing the processing of step SP81 to step
SP8S.

In effect, the information distribution event execution unit
41 executes the processing of step SP81 to step SP8 1n the
same manner as the processing of “(3-4-1) Information
distribution targeting cluster members™.

Subsequently, the information distribution event execu-
tion unit 41 distributes the distribution information deter-
mined 1n step SP80 based on information distribution means
targeting many and unspecified number of persons (SP84).
Here, as the information distribution means targeting many
and unspecified number of persons, for example, other
information distribution means may be used so as long as 1t
1s able to present information to people, such as an adver-
tfisement via media such as TV, radio or internet, or an
advertisement via a paper medium such as newspapers or
posters.

Moreover, as a different method of determining the dis-
tribution timing of mmformation in cases where there 1s a
transit point as a dominant attribute of the target cluster-
afhiliated user, it 1s also possible to estimate the time that the
target cluster-aililiated user will appear at the transit point by
coordinating with the information service used by the user,
and distribute information at such time. For example, 1t 1s
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also possible to estimate the time that the user will appear at
the transit point from the user’s transit guidance service
usage history, and distribute information to an information
distribution terminal (electronic bulletin board or the like)
around the transit point by using a timer, rrespective of the
user’s actions on that day. Moreover, for mstance, it 1s also
possible to estimate the user’s starting point based on the
user’s transit guidance service usage history, and distribute
information to an information distribution terminal (elec-
tronic bulletin board or the like) located between the starting,
point and the transit point.

Subsequently, the information distribution event execu-
tion unit 41 determines whether the processing of step SP82
to step SP84 has been executed for all clusters (SP85). The
information distribution event execution unit 41 returns to a
step SP81 upon obtaining a negative result in this determi-
nation, and thereaiter repeats the processing of step SP81 to
step SP85 while sequentially switching the cluster selected
in step SP81 to another unprocessed cluster.

The mformation distribution event execution unit 41 ends
the processing upon eventually obtaining a positive result in
step SP85 as a result of executing processing of step SP82
to step SP84 for all clusters. The information distribution
event determination/execution processing executed by the
information distribution event determination/execution pro-
cessing 1s thereby ended.

(3-5) Information Distribution Event Evaluation Process-
ng,

(3-5-1) Information Distribution Event Evaluation Pro-
cessing Targeting Cluster Members

FI1G. 25 shows the specific processing contents of the first
information distribution event evaluation processing to be
executed by the mformation distribution event execution
result acquisition unit 42 (FIG. 2) of the information distri-
bution event evaluation unit 23 (FIG. 2) 1n step SP4 of FIG.
10 after a certain time has elapsed after the information
distribution event determination/execution processing
described above with reference to FIG. 24 1s ended.

The information distribution event execution result acqui-
sition unit 42 compares the classification pattern before and
after the information distribution event described above with
reference to FIG. 24 and evaluates the size of change in the
classification result particularly of the same attribute (greater
change 1n the classification result of the same attribute 1s
cvaluated as being greater) according to the processing
routine shown in FIG. 25.

In effect, when the information distribution event execu-
tion result acquisition unit 42 starts the first imnformation
distribution event evaluation processing, the information
distribution event execution result acquisition unit 42 fore-
most controls the clustering processing unit 20 (FIG. 2) and
the profiling processing unit 21 (FIG. 2) and causes them to
execute the clustering processing described above with
reference to FIG. 11 and the profile processing described
above with reference to FIG. 19 to FIG. 23 (SP90).

Subsequently, the information distribution event execu-
tion result acquisition unit 42 compares the processing result
of the profiling processing executed 1n step SP90 with the
profiling result acquired before the execution of the infor-
mation distribution event determination/execution process-
ing described above with reference to FIG. 24 (that is
acquired 1n step SP2 of FIG. 10), and extracts clusters
having the same attribute or in which the number of coin-
ciding attributes 1s equal to or greater than a pre-set thresh-
old (SP91).

Subsequently, the information distribution event execu-
tion result acquisition unit 42 calculates, for each cluster
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before the information distribution, the distance between the
cluster centroids of clusters having the same attribute after
the information distribution (SP92). For example, the infor-
mation distribution event execution result acquisition unit
42 calculates the foregoing distance by integrating the
difference 1n positions (latitude, longitude) of the cluster
centroids per hour.

The mnformation distribution event execution result acqui-
sition unit 42 calculates the cost eflectiveness score of the
current information distribution based on the calculation
result of the distance (SP93). Specifically, the information
distribution event execution result acquisition umt 42 cal-
culates the cost eflectiveness score of information distribu-
tion by dividing the event implementation cost of distribu-
tion information relative to the calculated distance. Based on
this kind of calculation, for example, even when the event
implementation cost 1s the same, a large value as the cost
ellectiveness score 1s obtained when 1t 1s considered that the
user’s movement pattern changed considerably due to the
information distribution (foregoing distance between the
cluster centroids 1s great), and a small value as the cost
ellectiveness score 1s obtained when 1t 1s considered that the
user’s movement pattern hardly changed even with the
information distribution. However, 1t 1s also possible to add
a score of a certain value by evaluating the point of sup-
pressing the movement pattern of the target cluster even to
the distribution information to clusters before information
distribution without any cluster having the same attribute
alter the information distribution. The information distribu-
tion event execution result acquisition unit 42 writes the
calculated cost eflectiveness score over the corresponding
cost ellectiveness score column 29E of the distribution
candidate information table 8.

The mnformation distribution event execution result acqui-
sition unit 42 thereafter ends the first information distribu-
tion event evaluation processing.

(3-5-2) Information Distribution Event Evaluation Pro-
cessing Targeting Many and Unspecified Number of Persons

FIG. 26 shows the specific processing contents of the
second 1nformation distribution event evaluation processing,
to be executed by the information distribution event execu-
tion result acquisition unit 42 of the information distribution
event evaluation unit 23 1n step SP24 of FIG. 10 after a
certain time has elapsed after the immformation distribution
event determination/execution processing described above
with reference to FIG. 25 1s ended.

The mnformation distribution event execution result acqui-
sition unit 42 compares the classification pattern before and
after the information distribution event described above with
reference to FIG. 25 and evaluates the size of change 1n the
classification result particularly of the same attribute (greater
change 1n the classification result of the same attribute 1s
ecvaluated as being greater) according to the processing
routine shown 1n FIG. 26.

In effect, the information distribution event execution
result acquisition unit 42 performs the processing of step
SP100 to step SP103 1n the same manner as the processing,
of step SP90 to step SP93 described above with reference to
FIG. 25. However, in step SP103 of FIG. 26, the information
distribution event execution result acquisition umt 42 cal-
culates the distance between the cluster centroids of clusters
having the same attribute after the mformation distribution
by integrating the position information (latitude, longitude)
per hour.

Subsequently, the information distribution event execu-
tion result acquisition umt 42 calculates the ultimate cost
cellectiveness score to many and unspecified number of
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persons by taking the sum of the information distribution
cellect scores of the respective clusters calculated 1n step
SP103, and writes the calculated cost eflectiveness score
over the corresponding cost eflectiveness score column 29E
of the distribution candidate information table 29 (FIG. 8)
(SP104).

The information distribution event execution result acqui-
sition unit 42 thereafter ends the imformation distribution
event evaluation processing.

(3-6) Human Flow Control Based on Information Distri-
bution Event

(3-6-1) Store Stail Count/Store Customer Count Control
Processing

Here, the method of estimating the number of visitors to
a store, adjusting the number of store stail according to the
estimated number of visitors, and controlling the number of
visitors based on the event information distribution (this 1s
hereinaiter referred to as the “store stail count/store cus-
tomer count control method”) based on the processing
results of the foregoing clustering processing and profiling
processing performed to the time series position data of the
respective mobile terminals 2.

FIG. 27 shows the processing contents of the store stafl
count/store customer count control processing to be
executed by the human flow control unit 43 (FIG. 2) of the
information distribution apparatus 3 1n relation to the store
stall count/store customer count control method.

The human flow control unit 43 starts the store stail
count/store customer count control processing when the
information distribution apparatus 3 i1s operated and the
execution order of the store stail count/store customer count
control processing 1s mput, and foremost estimates the
number of store customers per hour based on the processing,
results of the foregoing clustering processing and profiling,
processing performed to the time series position data of the
respective mobile terminals 2 (SP110).

In the foregoing case, 1t i1s possible to improve the
estimation accuracy by treating the time series position data
of different time periods (day of the week or the like) of a
user as the time series position data of another user. For
example, when there are one week’s worth of time series
position data of a user, the time series position data 1s
divided for each day of the week, and treated as the time
series position data of one day of another user 1n which only
the “day of the week” 1s diflerent as an attribute. By
clustering one day’s worth time series position data as
described above and adding a day of the week as an attribute
candidate, clusters having the day of the week as an attribute
can be obtained.

By extracting clusters having a day of the week, a season
or any other period as an attribute, and extracting clusters
having an estimated customer visitation as an attribute and
having time series position data through a store area subject
to customer visitation, 1t 1s possible to estimate the number
of visitors of the store per hour from the number of members
of the cluster.

Moreover, when estimating the number of visitors, the
distribution of time series position information ol members
in the cluster per hour may be calculated, and the expected
number of visitors may be compensated according to the
variance of the time of passing through the store. For
example, the expected number of visitors 1s calculated based
on the following formula.

[Math 7]

Expected number of visitors=certain coeflicientx
variancexnumber of members in cluster

(7)
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Subsequently, the human flow control unit 43 determines
the number of store stail according to the expected number
of visitors for each time period (SP111). For example, the
number of store stall during the corresponding time period
1s calculated based on the following formula, and the cal-
culation result 1s recorded or displayed 1n a business man-
agement system such as the store’s attendance management
system.

[Math 8]

Number of store stafl during corresponding time
period=certain coeflicientxexpected number of
visitors during corresponding time period

(8)

The recorded results of the number of store stall may also
be automatically notified to workers or store stail via email
by the business management system.

Subsequently, the human flow control unit 43 waits to
receive the monitoring result of the number of visitors to the
store per unit time in the time period to be analyzed (SP112).
Note that the monitoring of the number of visitors may be
performed by store workers, or may be automatically per-
tformed by placing an object detection sensor at the entrance
of the store. In this embodiment, the number of visitors per
unit time to the store monitored as described above 1s
manually notified on a regular basis or automatically notified
to the information distribution apparatus 3.

When the human flow control umt 43 1s eventually
notified of the number of visitors per unit time, the human
flow control unit 43 determines whether the notified number
of visitors 1s within the range of the expected number of
visitors (SP113). Here, the expected number of visitors 1s the
value that 1s determined based on the foregoing expected
number of visitors. For example, 1f the expected number of
visitors 1s 30 wvisitors, the range of expected number of
visitors 1s set to be 20 to 40 visitors. As a result of setting an
upper limit and a lower limait, 1t 1s possible to reduce the risk
ol decrease 1n store sales and delay 1n customer service by
the store stafl.

Subsequently, the human flow control unit 43 proceeds to
step SP115 upon obtaining a positive result in the determi-
nation of step SP113. Meanwhile, when the human flow
control unit 43 obtains a negative result 1n the determination
of step SP113, the human flow control unit 43 calls the
information distribution event determination/execution unit
22 (FIG. 2), and causes the mformation distribution event
determination/execution unit 22 to distribute event informa-
tion for keeping the expected number of visitors within the
range (SP114).

For example, the information distribution event determi-
nation/execution unit 22 i1s caused to determine the distri-
bution mformation to be distributed to the members (users)
of the cluster having a movement pattern that goes through
the store based on the distribution candidate information
table 29 (FIG. 8), and distribute such distribution informa-
tion to the cluster-athihated users. Specifically, when the
expected number of visitors 1s lower than the lower limit, the
corresponding distribution information (event information
such as discount coupons) i1s distributed to the cluster-
afliliated users. Here, the contents of the distribution infor-
mation may be changed, such as increasing or decreasing the
amount of discount, according to the difference between the
expected number of wvisitors and the current number of
visitors. Otherwise, the number of users to which informa-
tion 1s to be distributed may be restricted according to the
difference between the expected number of visitors and the
current number of visitors.
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Subsequently, the human flow control unit 43 determines
whether a time period of analyzing the number of store

customers has elapsed (SP115). The human flow control unit
43 returns to step SP112 upon obtaining a negative result 1in
this determination, and thereaiter repeats the processing of
step SP112 to step SP115.

When the human flow control unit 43 eventually obtains
a positive result 1n step SP115 as a result of a time period of
analyzing the number of store customers having elapsed, the
human flow control unit 43 ends the store stall count/store
customer count control processing.

(3-6-2) Pedestrian Count Control Processing

The method of estimating the number of persons on a
target street per hour, controlling the number of pedestrians
by distributing event information according to the estimated
number of persons, and alleviating the street congestion (this
1s hereinafter referred to as the “pedestrian count control
method”) based on the processing results of the foregoing
clustering processing and profiling processing performed to
the time series position data of the respective mobile termi-
nals 2 1s now explained.

FIG. 28 shows the processing contents of the pedestrian
count control processing to be executed by the human tlow
control unit 43 (FIG. 2) of the information distribution
apparatus 3 in relation to the pedestrian count control
method.

The human flow control unit 43 starts the pedestrian count
control processing when the mformation distribution appa-
ratus 3 1s operated and the execution order of the pedestrian
count control processing 1s input, and foremost estimates the
number of pedestrians on the target street per hour based on
the processing results of the foregoing clustering processing,
and profiling processing performed to the time series posi-
tion data of the respective mobile terminals 2 (SP120). Since
the processing results 1 step SP120 are the same as step
SP110 of the store stafl count/store customer count control
processing described above with reference to FIG. 27, the
detailed explanation thereof 1s omitted.

Subsequently, the human flow control unit 43 waits to
receive the monitoring result of the number of pedestrians
on the target street in the time period to be analyzed (SP121).
Note that the monitoring of the number of pedestrians may
be performed manually, or may be automatically performed
by placing a monitoring camera of an object detection sensor
along the street, and processing the video output from the
monitoring camera. In this embodiment, the number of
pedestrians per unit time that was monitored as described
above 1s manually notified on a regular basis or automati-
cally notified to the information distribution apparatus 3.

When the human flow control unit 43 1s notified of the
number of pedestrians per unit time, the human flow control
unit 43 performs step SP122 to step SP124 in the same
manner as the processing of step SP113 to step SP1135 of the
store stail count/store customer count control processing
described above with reference to FIG. 27. When the human
flow control umit 43 eventually obtains a positive result 1n
step SP124 as a result of the time period of analyzing the
number of pedestrians elapsing, the human flow control unit
43 ends the pedestrian count control processing.

(4) Effect of this Embodiment

As described above, the information distribution appara-
tus 3 of this embodiment classifies the mobile information
(time series position data) of a plurality of users into a
plurality of clusters based on the clustering processing by
using the attribute information of users, determines a domi-
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nant user attribute for each of the classified clusters based on
the profiling processing, and distributes, for each cluster, the

distribution information to the users in which the time series
position data 1s athliated with that cluster, based on the
attribute determined for each cluster.

Thus, according to the information distribution apparatus
3, information can be distributed 1n cluster units, and it 1s
also possible to distribute, for each cluster, information
which 1s optimal to the cluster-athliated users among the
information registered 1n the distribution candidate informa-
tion table 29. Therefore, information can be distributed
ciiciently with fewer information processing resources in
comparison to cases of distributing information to each and
every user.

Moreover, generally speaking, in order to improve the
distribution eflect of service information, 1t 1s necessary to
cvaluate the changes 1n the user’s actions that occur due to
the distribution of service information to the user. However,
since there are variations in the changes 1n the user’s actions
that occur due to the distribution of service information, it 1s
difficult to perform a uniform evaluation targeting all users.

Nevertheless, because the information distribution appa-
ratus 3 distributes the information 1n cluster units as
described above and evaluates the distribution effect 1n
cluster units, 1t 1s possible to perform a uniform evaluation
targeting all users.

(5) Other Embodiments

Note that, while the foregoing embodiment explained a
case where the mobile communication object 1s a mobile
communication terminal device such as the mobile terminal
2, the present invention 1s not limited thereto, and, for
example, the present mvention can also be applied to a
mobile commumication object such as a car navigation
system other than a mobile communication terminal device.

Moreover, while the foregoing embodiment explained a
case where the human flow control based on an information
distribution event was applied to the control of number of
visitors to a store and the control of the number of pedes-
trians on a street, the present invention 1s not limited thereto,
and the present mvention may also be broadly applied to
various types of human tlow control.

Furthermore, while the foregoing embodiment explained
a case where the positioning device 14 1s mounted on the
mobile communication object so that 1ts position can be
acquired by the positioning device 14, the present invention
1s not limited thereto, and, for example, and the configura-
tion may be such that the position of the respective mobile
communication objects 1s detected based on a sensor or
means other than the positioning device 14, and the con-
figuration may also be such that the mobile communication
object 1s not equipped with a function of measuring 1ts own
position, and the position of the respective mobile commu-
nication objects 1s measured by an external device such as an
external monitoring camera, and the results (position infor-
mation of the respective mobile communication objects) are
collected by the information distribution apparatus 3.

Furthermore, while the foregoing embodiment explained
a case where the Founier transformation was applied as the
transformation method of transforming the respective time
series position data imto Irequency data of a frequency
domain upon performing the clustering processing, the
present invention 1s not limited thereto, and, for example,
transformation methods such as wavelength transformation
other than Fourier transformation may also be broadly
applied.
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Furthermore, while the foregoing embodiment explained
a case where the position information (including time series
position data) collected by the information distribution appa-
ratus 3 from the respective mobile terminals 2 was config-
ured from only the two coordinate values of latitude and
longitude, the present invention 1s not limited thereto, and,
for example, when the position information (including time
series position data) includes data values related to a plu-
rality of coordinate axes such as the latitude and longitude
and height, the time series position data may be transformed
into the complex number data by allocating the data values
to either a real part or an 1imaginary part.

Furthermore, while the foregoing embodiment explained
a case where the information distribution event determina-
tion/execution unit 22 (FIG. 2) of the information distribu-
tion apparatus 3 determined the information to be distributed
among the information registered 1n the distribution candi-
date information table 29 (FIG. 8) and then distributed the
determined information, the present invention 1s not limited
thereto, and, for example, the information distribution event
determination/execution unit 22 may also distribute, to the
respective users, the representative moving route of the
cluster with which that user 1s athliated (for example, the
route that 1s defined based on the time series position date of
the cluster centroid of that cluster) or information related to
facilities on such representative moving route (restaurants,
commercial stores, accommodation facilities).

INDUSTRIAL APPLICABILITY

The present invention can be broadly applied to informa-
tion distribution apparatuses which distribute information to
mobile communication objects equipped with a positioning
function for acquiring the position data of one’s current
position.

REFERENCE SIGNS LIST

1: information distribution system

2: mobile terminal

3: information distribution apparatus

10, 15 CPU

11, 16: storage device

14: positioning device

24: user position information table

25: user classification information table

26: user attribute information database

27: candidate attribute table

28: per-cluster attribute information table

29: distribution candidate information table

30: information distribution event score information table

20: clustering processing unit

21: profiling processing unit

22: information distribution event determination/execution
unit

23: information distribution event evaluation unit

TR: diagnostic decision tree

The invention claimed 1s:

1. An information distribution apparatus which distributes
information to a plurality of mobile communication objects,
comprising;

an 1put/output device;

a storage device comprising at least a clustering process-
ing program, a profiling processing program, an infor-
mation distribution event determination/execution pro-
gram; and
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a central processing unit which executes:
the clustering processing program, stored 1n a cluster-
ing processing unit, by collecting time series position
data, which 1s time series position information of
cach of the mobile commumnication objects, trans-
forms the time series position data collected from
cach of the mobile communication objects nto fre-
quency data of a frequency domain, generates a
teature value based on the corresponding frequency
data for each of the time series position data, and
classifies each of the time series position data into a
plurality of the clusters based on the generated
feature value of each of the time series position data;
the profiling processing program stored 1n a profiling
processing unit, by determining, for each of the
clusters, a dominant attribute of each user 1n which
the time series position data was allocated to a
relevant cluster based on pre-registered attribute
information of each of the users of each of the mobile
communication objects;
the information distribution event determination/ex-
ecution program stored in an information distribu-
tion event determination/execution unit, by deter-
mimng, for each of the clusters, information to be
distributed to each of the users 1n which the time
series position data was allocated to the relevant
cluster based on a processing result of the profiling
processing.
2. The information distribution apparatus according to
claim 1,
wherein each of the mobile communication objects com-
Prises:
a positioning device which measures its own position,
and
wherein the central processing unit via the clustering
processing unit:
collects, from each of the mobile communication
objects, the time series position information mea-
sured by the positioning device of the mobile com-
munication object as the time series position data.
3. The information distribution apparatus according to
claim 1,
wherein the central processing umt via the clustering
processing unit:
transforms each of the target time series position data
into complex number data 1n which a plurality of
data values related to a coordinate system of the
relevant time series position data are each allocated
to a real part or an 1imaginary part, and transforms
cach of the complex number data 1nto the frequency
data, and thereby transforms each of the time series
position data into the frequency data.
4. The information distribution apparatus according to
claim 1,
wherein the central processing umt via the clustering
processing unit:
transforms each of the target time series position data
into complex number data 1n which a first component
of a plurality of data values related to a coordinate
system of the relevant time series position data 1s a
real part and a second component of a plurality of
data values related to a coordinate system of the
relevant time series position data 1s an 1maginary
part, and transforms each of the complex number
data into the frequency data, and thereby transforms
cach of the time series position data into the fre-
quency data.
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5. The information distribution apparatus according to
claim 1,
wherein the position data 1s configured from latitude data
representing a latitude and longitude data representing
a longitude, and
wherein the central processing unit via the clustering
processing unit:
transforms each of the target time series position data into
complex number data 1n which the latitude data 1s a real
part and the longitude data 1s an 1maginary part, or the
latitude data 1s an 1imaginary part and the longitude data
1s a real part, and transforms each of the complex
number data into the frequency data, and thereby
transforms each of the time series position data into the
frequency data.
6. The information distribution apparatus according to
claim 1,
wherein the central processing unit via the clustering
processing unit:
transforms frequency data of a centroid of each of the
clusters 1nto time series position mformation of a
time domain, and
displays, for each of the clusters, a trajectory of the
centroid based on the time series position informa-
tion obtained from the transformation in a three-
dimensional spatial coordinate having axes of lati-
tude, longitude and time.
7. The information distribution apparatus according to
claim 1,
wherein the central processing unit via the profiling
processing unit:
determines the dominant attribute of the user 1n which the
time series position data 1s allocated to each of the
clusters based on decision tree learning.
8. The information distribution apparatus according to
claim 1, further comprising:
the central processing unit further comprised to execute a
fourth program, stored in an information distribution

event evaluation unit, which evaluates an effect of

information distribution by the information distribution

event determination/execution unit.
9. The information distribution apparatus according to
claim 8,
wherein the central processing unit via the mformation
distribution event evaluation unit:
causes the clustering processing unit to execute the clus-
tering processing and causes the profiling processing
unit to execute the profiling processing aiter the infor-
mation 1s distributed, and
evaluates, for each of the clusters before the information
1s distributed, an effect of the information distribution
based on a distance between centroids between the
clusters having a same attribute among the clusters
alter the information 1s distributed.
10. The mmformation distribution apparatus according to
claim 1, further comprising:
the central processing unit further comprised to execute a
fifth program, stored in a human flow control unit

which:

estimates a number of visitors to a store or a number of

pedestrians on a street on an hourly basis based on a
processing result of the clustering processing and a
processing result of the profiling processing, and
controls the number of visitors to the store or the number
of pedestrians on the street by causing the information
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distribution event determination/execution unit to dis-
tribute the mmformation as needed based on an estima-
tion result.

11. The information distribution apparatus according to
claim 1,

wherein the central processing unit via the clustering

processing unit:

transforms the frequency data upon mterpolating a data
unavailability period regarding each of the time
series position data.

12. The mformation distribution apparatus according to
claim 11,

wherein the central processing unit via the clustering

processing unit:

performs linear interpolation to the data unavailability
period that 1s short-term, and interpolates a value of
the time series position data immediately after or
immediately before the unavailability period regard-
ing the data unavailability period that 1s long-term.

13. The information distribution apparatus according to
claim 1,

wherein the central processing unit via the clustering

processing unit:

selects, as a coordinate axis of the time series position
data, either an absolute coordinate axis 1n which the
position information configuring time series position
data 1s used as 1s, or a relative coordinate axis which
1s based on a default value of the position informa-
tion configuring the time series position data, and
when the relative coordinate axis 1s selected, trans-
forms the coordinate axis 1nto the relative coordinate
axis, and then transforms each of the time series
position data into the frequency data.

14. The information distribution apparatus according to
claim 1,

wherein the central processing unit via the clustering

processing unit:

determines an optimal number of clusters based on a
similarity i the cluster and a separability between
the clusters, and classifies the time series position
data into the clusters in a quantity of the determined
number of clusters.

15. The mformation distribution apparatus according to
claim 1,

wherein the central processing unit via the mnformation

distribution event determination unit:

determines, for each of the clusters, based on attributes
registered 1n advance, a plurality of pieces of infor-
mation to be distributed to each of the users 1n which
the time series position data 1s allocated to the
relevant cluster, and distributes the information to
cach of the users.

16. The information distribution apparatus according to
claim 15,

wherein the central processing unit via the immformation

distribution event determination unit:

distributes, to each of the users, for each of the clusters,
a representative moving route of each of the users 1n
which the time series position data 1s allocated to the
relevant cluster, and information related to a facility
on the moving route.

17. An information distribution method to be executed in
an 1nformation distribution apparatus which distributes
information to a plurality of mobile communication objects,
comprising;
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executing clustering processing by:

collecting time series position data, which 1s time series
position 1nformation measured by positioning
devices of each of the mobile communication
objects;

transforming the time series position data collected
from each of the mobile communication objects 1nto
frequency data of a frequency domain, and

generating a feature value based on the corresponding
frequency data for each of the time series position
data:

classitying each of the time series position data into a
plurality of the clusters based on the generated
feature value of each of the time series position data;

10

executing profiling processing of determining, for each of 15

the clusters, a dominant attribute of each user 1n which
the time series position data was allocated to the
relevant cluster based on pre-registered attribute infor-
mation of each of the users of each of the mobile
communication objects; and

determining, for each of the clusters, information to be
distributed to each of the users in which the time series
position data was allocated to the relevant cluster based
on a processing result of the profiling processing.

¥ ¥ # ¥ ¥

20

25

36



	Front Page
	Drawings
	Specification
	Claims

