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DYNAMIC LOW-LATENCY PROCESSING
CIRCUITS USING INTERLEAVING

BACKGROUND

The technology disclosed herein generally relates to
methods and apparatus for detecting and classitying repeti-
tive signals.

A recerver system 1s any system configured to receive
energy waves and process these energy waves to identily
desired information carried in the energy waves. As used
herein, an “energy wave” 1s a disturbance that propagates
through at least one medium while carrying energy. For
examples, energy waves may comprise electromagnetic
waves, radio waves, microwaves, sound waves or ultrasound
waves.

Typically, a receiver system includes a transducer and a
receiver. A transducer may be any device configured to

convert one type of energy mto another type of energy. The
transducers used 1n a receiver system are typically config-
ured to receive energy waves and convert these energy
waves 1nto an electrical signal. An antenna 1s one example
of a transducer. A receiver processes the electrical signal
generated by a transducer to obtain desired information from
the electrical signal. The desired information includes infor-
mation about signals carried 1n the energy waves.

Oftentimes, energy waves are used to carry repetitive
signals. A repetitive signal 1s a signal that has a time period
over which some aspect of the signal repeats. Repetitive
signals are used in timing operations, synchronmization opera-
tions, radar operations, sonar operations, and other suitable
operations. For example, the characteristics of a repetitive
signal may be used to synchronize two or more devices. The
characteristics of a repetitive signal can be described
through a process known as signal descriptor word (SDW)
generation that feeds the output from a wideband receiver.

Signal processing systems with fixed processing
resources must adjust their processing to changing signal
conditions. In particular, a SDW generator in a wideband
receiver may receive many signals of different types, such as
radar, navigation, communication, etc. These signals vary
widely 1n bandwidth and hence they must be processed at
rates commensurate with those bandwidths. Also, these
signals collectively change over time from moment to
moment as new ones enter and old ones leave. In addition,
the receiver must describe each signal properly and with
very low latency. Latency 1s extremely important in these
contexts since there can be far too many signal samples to
store for later processing and there can be very strict
requirements on responding to certain of the signals as soon
as they are detected. Also, this must be done on fixed
hardware with fixed processing resources such as those
within an application-specific mtegrated circuit (ASIC) or a
field-programmable gated array (FPGA).

Previous solutions to process such widely various and
varying signals involve running each channel or data stream
at the full sample rate. While this 1s easy to design, such
inefhicient tull-bandwidth processing 1s wastetul of comput-
ing resources, especially when used in FPGA and ASIC
implementations. Accordingly, it would be desirable to
provide enhanced systems and methods for processing
widely various and varying signals on fixed hardware with
low latency for all signals.

SUMMARY

The subject matter disclosed 1n detail below 1s directed to
systems and methods for processing (e.g., describing) a
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2

multitude of vaniable and varying signals 1n real time with
low latency using fixed hardware with fixed processing
resources, such as those within an ASIC or FPGA. The
signal processing systems and methods disclosed herein
allow the resource allocation to continuously adjust their
processing as a result of changing signal conditions. In
accordance with various embodiments, fixed processing
resources 1n ASIC or FPGA form are dynamically allocated
through an itelligent interleaving methodology that efli-
ciently maps the signal processing of incoming signals onto
the fixed processing resources while essentially preserving
the same latency as if each signal channel were processed at
the full sample rate. This 1s accomplished by multiplexing
under the control of a resource sharing algorithm.

In accordance with some embodiments, the system has
the following features: (1) eflicient mapping of signal pro-
cessing of incoming signals onto a fixed set of existing
FPGA or ASIC processing resources; (2) the ability to
dynamically change mapping of processing to hardware as
the incoming signal characteristics change; (3) the ability to
control processing latency of all the incoming signals; and
(4) an architecture that allows this dynamic remapping/
interleaving of signals and algorithms using the concepts of
dynamic input/output interleavers and virtual signal process-
ing channels. These features provide benefits, including
ellicient and low-latency signal processing.

The methodology disclosed herein could be used in a
wide variety of wideband radar or communication receivers
that process a multitude of dynamically changing signals. In
particular, the systems and methods proposed herein can be
used, for example, to enhance PDW generation that feeds the
output from an EW receiver.

Although various embodiments of systems and methods
for processing a multitude of various and varying signals 1n
real time with low latency using fixed hardware with fixed
processing resources will be described 1n some detail below,
one or more of those embodiments may be characterized by
one or more of the following aspects.

One aspect of the subject matter disclosed 1n some detail
below 1s a method for processing signals that vary in
bandwidth, comprising: (a) sampling a received signal hav-
ing a frequency within a specified bandwidth to produce
signal samples; (b) generating signal information represent-
ing characteristics of the receirved signals, including esti-
mated bandwidth of the recerved signals; (¢) mapping signal
processing of the received signal samples onto a fixed set of
processing circuitry 1n accordance with an interleaving
scheme, wherein the mapping 1s dynamically changed as the
characteristics of the recerved signals change; (d) interleav-
ing signal processing of the received signal samples by the
processing circuitry in accordance with the mapping; (e)
generating information vectors comprising respective data
sets of parameter values of received signals; and (1) storing
the data sets of parameter values of the information vectors
in a non-transitory tangible computer-readable storage
medium. In one exemplary application, this method further
comprises: 1dentifying a signal emitter based on the stored
data sets of parameter values; locating the signal emaitter;
and sending control signals to an actuator controller of a
vehicle, which control signals direct a movement of the
vehicle based on a location of the signal emitter.

In accordance with one embodiment of the method
described 1n the preceding paragraph, the mapping maps
virtual channel numbers to respective circuits of the pro-
cessing circuitry and step (¢) comprises: using the signal
information to look up 1n a circuit/algorithm table a circuit
or sequence of circuits of the processing circuitry designed
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to process signal samples of a type based on the signal
information; sending a virtual channel request to a multi-
plicity of dynamic mput/output interleavers, which request
includes data representing the estimated bandwidth of the
received signals; determining in each dynamic mput/output
interleaver whether an empty slot exists for a compatible
interleaving period that meets bandwidth requirements or
not; and selecting from any dynamic iput/output interleav-
ers that have an empty slot a dynamic mput/output inter-
leaver with a smallest latency. Step (d) comprises setting up
an interleaving bufler in a dynamic input/output interleaver
and 1nterleaving data with an associated virtual channel
number as input to an associated circuit of the processing
circuitry. Samples proceed through a circuit of the process-
ing circuitry i a pipelined fashion, wherein the pipeline
comprises only samples associated with the virtual channel
that the circuit 1s part of. The processing circuitry produces
a signal when current virtual channel processing 1s com-
plete. In one application, step (e¢) comprises formatting an
output vector that concatenates output from the dynamic
input/output nterleavers and the signal information repre-
senting characteristics of the received signals to form an
information vector comprising data representing a pulse
descriptor word.

Another aspect of the subject matter disclosed in some
detail below 1s a system for processing signals that vary in
bandwidth using dynamic interleaving, comprising: a mul-
tiplicity of physical processing units, each physical process-
ing unit comprising a respective multiplicity of processing
circuits configured to process signal samples 1n a pipelined
manner and each physical processing unit being configured
to process signal samples 1n accordance with a respective
algorithm; a multiplicity of dynamic input/output interleav-
ers, each dynamic mput/output mterleaver having an output
line connected to an mput line of a respective physical
processing unit; a dynamic interleaving controller commu-
nicatively coupled to each dynamic input/output interleaver
of the multiplicity of dynamic input/output interleavers and
configured to receive signal information representing char-
acteristics of received signals, including estimated band-
width of the received signals, and to cause a virtual pro-
cessing channel to be started on one or more physical
processing units i accordance with a dynamic resource
sharing algorithm that dynamically adjusts the interleaving
sequence as new signal processing by newly received sig-
nals; an iput channel block communicatively coupled to
cach dynamic iput/output interleaver of the multiplicity of
dynamic input/output interleavers and to each physical pro-
cessing unit of the multiplicity of physical processing units;
an output channel block communicatively coupled to each
dynamic input/output interleaver of the multiplicity of
dynamic mput/output interleavers and to the dynamic inter-
leaving controller; and a clock that outputs clock signals to
the multiplicity of physical processing units, the multiplicity
of dynamic input/output interleavers, the dynamic interleav-
ing controller, the input channel block and the output chan-
nel block.

In accordance with one embodiment of the system
described 1n the preceding paragraph, the dynamic inter-
leaving controller 1s configured to use the signal information
to look up 1n a circuit/algorithm table a processing circuit
configured to process signal samples of a type characterized
by the signal information, and send a virtual channel request
to the multiplicity of dynamic input/output interleavers,
which request includes data representing the estimated band-
width of the received signals. Each dynamic input/output
interleaver comprises an interleaving bufler and 1s config-
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4

ured to determine whether an empty slot exists in the
interleaving bufler for a compatible interleaving period that
meets bandwidth requirements or not and then send a
message to the dynamic interleaving controller containing
information representing a result of that determination. The
dynamic interleaving controller 1s further configured to
select from any dynamic mput/output interleavers that have
an empty slot a dynamic input/output interleaver with a
smallest latency. The output channel block 1s configured to
format an output vector that concatenates output from the
dynamic input/output interleavers and the signal information
representing characteristics of the received signals from the
dynamic interleaving controller to form an information
vector.

A further aspect of the subject matter disclosed below 1s
a system for processing signals that vary in bandwidth,
comprising: a transducer for converting received energy
waves 1nto a received signal 1n electrical form; a filter for
passing a portion of the recerved signal having a frequency
within a selected frequency bandwidth; a sampler compris-
ing hardware or firmware configured to sample the received
signal output by the filter to produce signal samples; a
multiplicity of physical processing units, each physical
processing unit comprising a respective multiplicity of pro-
cessing circuits configured to process signal samples in a
pipelined manner and each physical processing unit being
configured to process signal samples in accordance with a
respective algorithm; a multiplicity of dynamic input/output
interleavers, each dynamic mnput/output interleaver having
an output line connected to an iput line of a respective
physical processing unit; a dynamic interleaving controller
communicatively coupled to each dynamic input/output
interleaver of the multiplicity of dynamic input/output inter-
leavers and configured to receive signal information repre-
senting characteristics of received signals, including esti-
mated bandwidth of the received signals, and to cause a
virtual processing channel to be started on a physical pro-
cessing unit 1n accordance with a mapping between a virtual
channel number and a processing circuit based on that signal
information; an 1nput channel block communicatively
coupled to each dynamic input/output interleaver of the
multiplicity of dynamic input/output interleavers and to each
physical processing umt of the multiplicity of physical
processing units; an output channel block communicatively
coupled to each dynamic input/output interleaver of the
multiplicity of dynamic input/output interleavers and to the
dynamic interleaving controller; and a clock that outputs
clock signals to the multiplicity of physical processing units,
the multiplicity of dynamic input/output interleavers, the
dynamic interleaving controller, the input channel block and
the output channel block.

Other aspects of systems and methods for processing a
multitude of various and varying signals in real time with
low latency using fixed hardware with fixed processing
resources are disclosed below.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

The features, functions and advantages discussed 1n the
preceding section can be achieved independently 1n various
embodiments or may be combined 1n yet other embodi-
ments. Various embodiments will be heremafter described
with reference to drawings for the purpose of illustrating the
above-described and other aspects.
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FIG. 1 1s a block diagram showing a denoising and blind
source separation architecture imcorporated 1n a signal pro-

cessing system for generating pulse descriptor words using
blind source separation.

FI1G. 2 1s a block diagram showing a dynamic interleaving 5
architecture for processing various and varying signals in
real time with low latency, which architecture may be
incorporated in the receiver of a system having the archi-
tecture depicted in FIG. 1.

FIG. 3 1s a flowchart 1dentifying steps of a method for 10
dynamic interleaving control 1n accordance with at least one
embodiment of the dynamic interleaving architecture
depicted 1n FIG. 2.

FIG. 4 1s a flowchart 1identifying steps of a method for
dynamic input/output interleaving in accordance with at 15
least one embodiment of the dynamic interleaving architec-
ture depicted mn FIG. 2.

FIG. 5 1s a block diagram identifying at least some
components of a physical processing unit 1n accordance with
at least one embodiment of the dynamic interleaving archi- 20
tecture depicted in FIG. 2.

Reference will hereimnafter be made to the drawings in
which similar elements 1n different drawings bear the same

reference numerals.
25

DETAILED DESCRIPTION

[lustrative embodiments of systems and methods for
processing a multitude of various and varying signals in real
time with low latency using fixed hardware with fixed 30
processing resources are described i some detail below.
However, not all features of an actual implementation are
described 1n this specification. A person skilled in the art will
appreciate that i the development of any such actual
embodiment, numerous 1mplementation-specific decisions 35
must be made to achieve the developer’s specific goals, such
as compliance with system-related and business-related con-
straints, which will vary from one implementation to
another. Moreover, 1t will be appreciated that such a devel-
opment effort might be complex and time-consuming, but 40
would nevertheless be a routine undertaking for those of
ordinary skill 1n the art having the benefit of this disclosure.

The system and methodology disclosed below solves the
difficult problem of interleaving signal processing on fixed
computing resources with low latency and adjusting this 45
interleaving 1n response to new signal conditions. This 1s
accomplished using a dynamic interleaving signal process-
ing architecture and a corresponding dynamic interleaving
algorithm. The architecture and algorithm work together to
control the processing of incoming signals that dynamically 50
change over time without introducing excessive processing
latency for these signals.

The system and methodology disclosed in some detail
below 1s widely useful for signal processing systems with
fixed processing resources that must adjust their processing 55
to changing signal conditions. In particular, this system and
methodology are applicable for signal descriptor word
(SDW) generation that feeds the output from a wideband
recelver.

A particular example of signal descriptor words 1s the 60
pulse descriptor word (PDW) within a typical electronic
wartare (EW) receiver. Such a receiver sees many radar
signals of different types, such as frequency-modulated/
continuous-wave or pulsed. These radar signals vary widely
in bandwidth, pulse width and start times and hence they 65
must be processed at rates commensurate with those band-
widths. Also, these radar signals come and go over time from
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moment to moment as new ones enter and old ones leave.
The EW receiver must describe each signal properly and
with very low latency. This 1s PDW generation.

Electronic warlare systems are recerve-only systems that
have front-end receivers that produce PDWs for each radar
pulse they detect. They are unlike radar systems 1n that they
do not naturally produce range and they must handle
unknown signals rather than look for retlected versions of
theirr transmitted signals. The digital versions of these
receivers are typically designed as a filter bank; within each
filter channel, radar pulses are separated from other coinci-
dent signals and have their noise decreased by the relative
filter bandwidth compared to the total mput bandwidth.
These pulses with their increased signal-to-noise ratio
(SNR) are processed to estimate PDW elements such as
pulse width, frequency, time of arrival, bandwidth, and
amplitude.

Systems are known in which PDWs are generated based
on respective blind source separated signals output by
tracking filters of a blind source separation system. FEach
PDW may contain data representative of signal character-
istics of interest derived from a singular pulse of blind
source separated signal, such as phase modulation param-
eters, frequency, bandwidth, time of arrival, time of depar-
ture, pulse width, pulse amplitude, pulse repetition 1nterval,
and/or angle of arrival.

For the sake of illustration, an embodiment will now be
described that separates incoming radar pulses and then
generates PDWs for use 1in controlling a vehicle. However,
it should be appreciated that the blind source separation
subsystem (hereinafter “BSS subsystem™) disclosed herein
may be used in applications other than vehicle control.

FIG. 1 1s a block diagram i1dentifying components of a
signal processing system 100 for generating PDWs using
blind source separation. Also known as blind signal sepa-
ration, BSS subsystems and methods are employed {for
separation (1.e., filtering) of one or more source signals of
interest from a plurality of mixed signals. In applications
including, without limitation, an underdetermined case (i.e.,
fewer observed signals than signal sources), blind source
separation facilitates filtering pure signals of interest from an
arbitrary set of time-varying signals (e.g., radar pulses from
one or more signal emitters) without relying on substantial
amounts of known information about the source signals or
the signal mixing process.

FIG. 1 shows an example BSS subsystem of an EW
receiver. (Note that the techniques being described herein
could also be used 1n a traditional channelizing receiver.)
The BSS architecture shown 1n FIG. 1 includes a number of
BSS channels 200 containing tunable filters (typically with
center frequency and bandwidth as parameters), each of
which produces a (presumed) umque separated denoised
signal at 1ts output. The maximum number of separated
signals at any given time 1s limited by K, the total number
of such BSS channels. The output of each channel is fed into
a PDW generation module 128. The system depicted 1n FIG.
1 will now be described 1n some detail. Further details
regarding this system are disclosed in U.S. patent applica-
tion Ser. No. 15/296,233, the disclosure of which 1s incor-
porated by reference herein 1n 1ts entirety.

In an exemplary implementation, signal processing sys-
tem 100 includes a signal data processor 101 communica-
tively coupled to an antenna 102 by way of a pre-conditioner
108. Antenna 102, in the exemplary implementation, 1s
embodied as a wide-area sensor 103. Signal data processor
101 includes a pre-processor 104 and a post-processor 105.
Sensor 103 1s configured to surveil at least one radar signal
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emitter (two radar signal emitters 106 and 107 are indi-
cated). In one implementation, pre-conditioner 108 includes
at least one electronic component (e.g., a low-noise ampli-
fier 109, a band pass filter 110, and a wideband analog-to-
digital converter (ADC) 111) configured to pre-condition a
sensor output signal 112. In operation, pre-conditioner 108
1s configured to convert a sensor output signal 112 received
from sensor 103 into a conditioned signal 113 transmuitted to
pre-processor 104. Each conditioned signal 113 1s derived
from a time-varying signal received at sensor 103. Time-
varying signals may include a mix of signals received from
radar signal emitters 106 and 107. For example, time-
varying signals may include a first radar signal 114 gener-
ated by radar signal emitter 106 or a second radar signal 116
generated by radar signal emitter 107, which signals are
received by sensor 103.

In the exemplary embodiment, pre-processor 104 includes
one or more signal denoising modules 118 and a plurality of
BSS modules 120. Each BSS module 120 1s coupled to a
single signal denoi1sing module 118 and represents one BSS
channel 200. A total number of BSS channels 200 1n signal
processing system 100 1s expressed as K. Signal denoising,
module 118 transmits a denoised signal 124 and a state
energy signal 126 to each respective BSS module 120 (e.g.,
120a, 1205, . . ., 120K) of the plurality of BSS modules 120.
State energy signal 126 represents a quantity (e.g., an analog
voltage level) that 1s proportional to the sum of the absolute
value of an amplitude of incoming signal 113 squared at
particular sampled time points (1.e., states).

In operation, mcoming signal 113 is transmitted from
pre-conditioner 108 to signal denoising module 118, where
incoming signal 113 undergoes signal denoising and 1is
subsequently transmitted as denoised signal 124 to each BSS
module 120. For example, first radar signal 114 1s initially
received at sensor 103 as a pulse having signal characteris-
tics including, without limitation, a frequency and a band-
width. In this example, a single pulse of first radar signal
114, after processing by pre-conditioner 108, 1s then
received at signal denoising module 118 as a mixed signal
(1.e., the ncoming signal 113 represents a signal pulse of the
first radar signal 114 and has various characteristics includ-
ing, without limitation, noise and information other than the
desired information of interest). Signal denoising module
118 denoises the mixed incoming signal 113 prior to trans-
mitting denoised signal 124 having a frequency and a
bandwidth (or a regular pattern of frequencies and band-
widths) to the BSS modules 120. Methods implemented by
signal processing system 100 are performed in substantially
real time by the devices and systems described above.

Pre-processor 104 further includes a BSS control module
196 coupled to each BSS module 120. BSS control module
196 1s configured to transmit a respective BSS control signal
198a through 198K to each of BSS modules 120. The
plurality of BSS modules 120 connected to the BSS control
module 196 will be referred to herein as the “BSS subsys-

22

tem™.

Further, 1n an exemplary implementation, pre-processor
104 comprises a PDW generation module 128 and a pulse
denoising module 130, both of which are coupled to recerve
blind source separated signals 129 from a plurality of BSS
modules 120 of the BSS subsystem. PDW generation mod-
ule 128 generates PDW parameter vector signals 138 based
on respective blind source separated signals 129 (e.g., 129aq,

1295, 129K) received from the BSS modules 120 (e.g.,
120a, 1205, . . ., 120K). Each PDW parameter vector signal
138 contains data representative of characteristics of interest
of one of radar signals 114 and 116 derived from a singular
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pulse of blind source separated signal 129 (e.g., frequency,
bandwidth, time of arrival, time of departure, pulse width,
pulse amplitude, pulse repetition interval, and/or angle of
arrival (AOA)). Pulse denoising module 130 also generates
an unknown signal state space representation signal 139
based on blind source separated signals 129. Unknown
signal state space representation signal 139 contains data
representative of additional (e.g., non-PDW-type) character-
istics of interest of one of radar signals 114 and 116 from
which usable spatial information about one of radar signal
emitters 106 and 107 1s discernable. PDW parameter vector
signals 138 and unknown signal state space representation
signals 139 are transmitted to post-processor 105.

Signal denoising module 118, PDW generation module
128, and pulse denoi1sing module 130 include suitable signal
filtering, signal amplification, signal modulation, signal
separation, signal conditioning, and/or ADC circuitry imple-
mented using analog and/or digital electronic circuit com-
ponents. Also, 1 the exemplary embodiment, each BSS
module 120 (e.g., 120aq, 1205, . . . , 120K) transmits a
respective blind source separated signal 129 (e.g., 129a,
1295, . . ., 129K) to PDW generation module 128 and to
pulse denoising module 130. Each BSS module 120 may be
implemented in firmware on a field-programmable gated
array (FPGA) or i pure hardware 1n an application-specific
integrated circuit (ASIC). Alternatively, each BSS module
120 may be implemented as software running on a proces-
SOF.

Further, 1n an exemplary implementation, post-processor
105 comprises a computing device 132 and a memory 134.
The memory 134 comprises one or more non-transitory
tangible computer-readable storage media. Post-processor
105 1s commumicatively coupled to pre-processor 104. In
accordance with one embodiment, the computing device 132
1S a processor running software.

In accordance with some embodiments, the PDW genera-

tion module 128 1s configured to receive a respective blind
source separated signal 129 from each BSS module 120.
PDW generation module 128 1s further configured to trans-
mit a PDW parameter vector signal 138 to post-processor
105. PDW parameter vector signal 138 received by com-
puting device 132 1s stored as computer-readable data in
memory 134 including, without limitation, as at least one
buflered data set.
In accordance with one implementation, the PDW gen-
cration module 128 will send each PDW to the computing
system 132 as a PDW parameter vector signal 138 similar to
(amplitude, time of arrival, center frequency, pulse width
and bandwidth)=(amp, toa, ci, pw, bw). The PDW ifor each
intercepted signal 1s stored i a pulse bufler for further
processing by the computing system 132. As part of such
processing, the PDWs are sorted and deinterleaved by
clustering the incoming radar pulses mto groups. In prin-
ciple, each group should have characteristics representative
of a single radar source or class of radar sources which
allows that radar source or class to be identified. The identity
ol a particular signal 1s usually inferred by correlating the
observed characteristics of that signal with characteristics
stored 1n a list that also contains the identity of known
radars. In addition to comprising a deinterleaver that iden-
tifies the radar emitter, the computing system 132 further
comprises a geolocation engine for determiming the coordi-
nates of the location of the identified radar emutter.

In accordance with some embodiments, the pulse denois-
ing module 130 1s configured to receive blind source sepa-
rated signals 129 from each BSS module 120. Pulse denois-
ing module 130 1s further configured to transmit an unknown
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signal state space representation signal 139 to post-processor
105. Unknown signal state space representation signal 139
received by computing device 132 1s stored as computer-
readable data 1n memory 134, including, without limitation,
as at least one buflered data set. In an exemplary implemen-
tation, computing device 132 fetches bullered data sets from
memory 134 for processing using a computer-based method
employing an operating system running soitware executed
from 1nstruction set data also stored 1n memory 134.

The computing device 132 1s configured to perform
operations based on data contained in the PDW parameter
vector signals 138 and unknown signal state space repre-
sentation signals 139. Such operations include, without
limitation, detecting, processing, quantifying, storing, and
controlling a display device 144 for displaying (e.g., 1n
human-readable data form) various characteristics of at least
one of the radar signals 114 and 116 represented as data 1n
the PDW parameter vector signals 138 and unknown signal
state space representation signals 139. For example, a PDW
parameter vector signal 138 generated by PDW generation
module 128 may contain a plurality of PDW vector data
blocks structured in a vector format, where each PDW
vector data block contains one parameter of the first radar
signal 114. Parameters representative of at least one char-
acteristic of the first radar signal 114 contained 1n one PDW
vector data block may include, without limitation, fre-
quency, bandwidth, time of arrival, time of departure, pulse
width, pulse amplitude, pulse repetition interval, and/or
AOA. The computing device 132 1s configured to read at
least a portion of PDW parameter vector signal 138 and
carries out at least one of the aforementioned operations on
at least one PDW vector data block. Also, 1n an exemplary
implementation, the computing device 132 1s configured to
read and separate (1.e., deinterleave) PDW parameter vector
signal 138 1nto 1ts constituent PDW vector data blocks, and
store fewer PDW vector data blocks including, without
limitation, at least one predetermined type of information, 1n
memory 134 than the total number of PDW vector data
blocks contained in PDW parameter vector signal 138. In
other implementations, the computing device 132 is config-
ured to read and separate all PDW vector data blocks from
one another and store all data contained therein in memory
134. The computing device 132 can also be configured to
tacilitate the aforementioned operations substantially simul-
taneously (1.e., in real time) with receipt of at least one of the
plurality of radar signals 114 and 116 by the sensor 103.

Resultant data from operations performed by the comput-
ing device 132 are stored 1n memory 134. Further, 1n the
exemplary implementation, computing device 132 causes
post-processor 105 to transmit a human-readable data signal
142 to a human machine interface to facilitate at least one of
an interaction, a modification, a visualization, at least one
turther operation, and a viewable recording of information
about at least one radar signal 114 and 116 by a user of signal
processing system 100. The human machine interface may
be, for example, a display device 144 which receives the
human-readable data signal 142 from post-processor 105. In
one example, characteristics of radar signal emitters 106 and
107 determined by signal processing system 100 are dis-
played on display device 144 as a map having a gnd
representative ol a physical spatial domain including a
survelllable space of sensor 103, where locations and 1den-
tifying information of radar signal emitters 106 and 107 are
displayed and plotted substantially in real time. The human-
readable data signal 142 may also be transmitted from
post-processor 105 to at least one device and/or system (e.g.,
an aerial or ground-based vehicle 146) associated with
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signal processing system 100. Further, the computing device
132 enables post-processor 105 to transmit, in substantially
real time, an actuator control signal 148 to an actuator
controller 150 1ncluded within vehicle 146 to direct or
control movements thereof. For example, vehicle 146 may
be a remotely and/or autonomously operated land vehicle or
an unmanned aerial vehicle.

In operation, conditioned signal 113 1s received by signal
denoising module 118, where 1t undergoes signal denoising.
The denoised signal 124 1s transmitted to each BSS module
120. For example, first radar signal 114 may be transmitted
to sensor 103 by first radar signal emitter 106 as a pulse
having signal characteristics including, without limitation, a
frequency (e.g., a center frequency) and a bandwidth. In this
example, a single pulse of first radar signal 114 1s received
at signal denoising module 118 as a mixed signal (i.e., a
signal pulse having various characteristics including, with-
out limitation, noise and information other than the desired
information of interest). Signal denoising module 118
denoises the mixed signal prior to transmitting a denoised
signal 124 having a frequency and a bandwidth (or a regular
pattern ol frequencies and bandwidths). Methods 1mple-
mented by signal processing system 100 are performed in
substantially real time by the devices and systems described
above.

In one mode of operation, at least one of frequency and
bandwidth information contained in respective PDWs 1s
plotted on a map on the display device 144 along with
locations of respective radar signal emitters 106 and 107 to
facilitate accurate tracking of locations and association with
those particular radar signal emaitters. In cases where at least
one radar signal emitter 1s mobile, the map on display device
144 updates location information of at least one respective
mobile radar signal emitter 1n substantially real time. Fur-
thermore, the computing device 132 determines at least one
of a velocity, an acceleration, a trajectory, and a track (i.e.,
including present and prior locations) of one or more mobile
radar signal emitters (e.g., radar signal emitters 106 and
107). In another mode of operation, characteristics deter-
mined by signal data processing methods implemented by
the signal data processor 101 may trigger a variety of
substantially real-time physical actions in physical devices
and systems 1n communication with the signal processing
system 100. For example, characteristics of various radar
signal emitters, including frequency and bandwidth deter-
mined by signal data processing methods implemented by
signal processing system 100, may be transmitted in sub-
stantially real time as data to actuator controller 150 1n
vehicle 146 (e.g., rudders and flaps of a unmanned aerial
vehicle) to direct movement or facilitate maneuvers thereof,
for example, to avoid an area of operation of an unauthor-
1zed radar signal emaitter determined to be a threat or to move
toward the unauthorized emitter to eliminate the threat. As
a further example, characteristics of radar signal emitters
106 and 107 determined by signal data processing methods
described herein may be transmitted in substantially real
time 1n a control signal to at least one of an electronic
support measure (ESM) device and an EW system associ-
ated with signal processing system 100 to direct, for
example, a radar jamming signal at a particular radar signal
emitter operating 1n the surveillable environment of sensor
103 without authorization.

Each BSS module 120 in signal processing system 100
implements {filtering methods with dynamic updating to
generate high-quality PDWs containing at least one of
amplitude, frequency, center frequency, bandwidth, pulse
time of arrival, and pulse width information. Such improved
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accuracy and resolution of PDWs to track, for example,
frequency and bandwidth of, for example, individual radar
signals facilitates at least one of identifying, determining,
and analyzing at least one radar signal emitter from which
associated radar signals are emitted. For example, informa-
tion including, without limitation, information derived from
PDWs from at least one of the radar signal emaitters 106 and
107 may be displayed on display device 144 after being

transmitted thereto by post-processor 105 as human-read-
able data signal 142, as described above. This enhanced
information enables signal processing system 100 to distin-
guish first radar signal emitter 106 from second radar signal
emitter 107. Also, for example, different radar signal emut-
ters 1n a surveilled environment of sensor 103 may be plotted
at respective locations (1.e., grid coordinates) on display
device 144 (1.e., as a map).

Also, 1n operation, each BSS module 120 separates a
respective denoised signal 124. Each BSS module 120
contains a plurality of tunable filters, wherein each filter
operates 1n accordance with filter parameters that include,
without limitation, a center frequency and a bandwidth.
Further, 1n the exemplary embodiment, pre-processor 104
includes a BSS control module 196, which facilitates con-
trolling BSS modules 120. BSS control module 196 receives
respective BSS data signals 197 (e.g., 197a, 1975, . . . ,
197K) containing BSS-related information including, with-
out limitation, frequency, bandwidth, and state, from each
BSS module 120. Based on the BSS-related information
contained 1n BSS data signals 197, BSS control module 196
also generates and transmits respective BSS control signals
198 (e.g., 198a, 198D, . . ., 198K) back to each respective
BSS module 120 to control, for example and without limi-
tation, a timing ol receipt of denoised signal 124 and
transmission ol respective blind source separated signals
129 to at least one of PDW generation module 128 and pulse
denoising module 130. Information contained i BSS data
signals 197 and BSS control signals 198 1s used by BSS
control module 196 to facilitate implementation of a feed-
back control loop. The BSS control module 196 1s further
configured to tune (i.e., update) the center frequency and
bandwidth of each filter of the plurality of filters 1n each BSS
module 120 to enable radar signals which fall within the
input bandwidth to be separated out in consistent BSS
channels. BSS control module 196 also implements sched-
uling of fixed filter resources i each BSS module 120,
which facilitates separation of denoised signals 124 with as
few missed signals as possible given the filter resources
available.

In accordance with one embodiment, BSS control module
196 comprises a processor running software. All of the other
modules 1nside pre-processor 104 can be implemented 1n a
processor running software or in firmware on an FPGA or in
pure hardware 1n an ASIC. And these could be mixed, some
in hardware and some in software. However, the most
reasonable implementation would be 1n hardware or 1n an
FPGA for the other modules 1nside the pre-processor 104.

The atorementioned filtering methods enable signal pro-
cessing system 100 to generate high-quality PDW parameter
vector signals 138 that are used for 1dentifying, determining,
and analyzing radar signal emitters 106 and 107. For
example, PDW parameter vector signals 138 associated with
radar signal emitter 106 are displayed on display 144, as
described above. Also, for example, improved information
about frequencies and/or bandwidths contained in at least
two PDW parameter vector signals 138 enable signal pro-
cessing system 100 to distinguish first radar signal emaitter
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106 from second radar signal emitter 107. These radar signal
emitters 106 and 107 are plotted at respective locations on
display 144 (e.g., as a map).

The present disclosure 1s directed toward improvements
in the above-described PDW generation module 128, which
takes all the separated signals from each BSS channel and
produces PDW parameter vectors using a set of fixed
hardware resources. The circuitry disclosed in some detail
below allows the PDW processing to be shared among a
small number of computing resources, instead of using a
large amount of dedicated resources that are underused. That
circuitry also allows the PDW processing to have low (and
controlled) latency, which 1s important for EW systems.

When mapping processing of many streams of real-time
data to on-chip resources, such as would be available 1n an
ASIC or FPGA, 1t must be done 1n an eflicient way that uses
very little hardware and introduces no essentially new
processing latency. This 1s made diflicult due to the fact that
the simplest mapping 1s the most ineflicient. This mapping
would simply process each stream of data at the same full
processing rate for all signals. This 1s ineflicient because
different signals have different bandwidths and signals typi-
cally only need to be processed at their own bandwidth. Two
problems would occur. High rate channels would be pro-
cessing low rate signals and so would be mostly idle and
under-used. Also, a very high rate signal would have to be
dropped 1f no channel that supported that rate were created.
Such dedicated processing would also require a full set of
separate hardware for each data stream, which may be
impossible depending on the number of such data streams.
Note that another way to accomplish the processing of
multiple signals 1s to bufler all the signals and process each
one sequentially at their required bandwidth. While this 1s
much more eilicient 1 terms of processing, 1t 1mntroduces
unacceptable delays (or latency) in the processing since
buflered signals would have much longer delays. Also,
buflering introduces a requirement on having a great deal of
high-speed memory capacity, which may not be possible to
meet. Note also that system requirements for real-time
signal processing typically cannot introduce significant
delays, because actions must be taken on the signals in real
time.

The circuitry and methodology proposed herein provides
a way to map the signal processing onto fixed hardware
resources efliciently and still preserve essentially the same
low latency that full rate processing would achieve. The
design and implementation of the proposed system com-
prises: (1) a hardware architecture that implements dynamic
interleaving of signal processing; and (2) a dynamic
resource sharing algorithm that dynamically adjusts the
interleaving sequence as new signal processing 1s required
by newly detected signals. In the following paragraphs, first
a dynamic interleaved signal processing architecture for the
PDW generation circuitry 1s described. Then a correspond-
ing dynamic interleaving algorithm 1s described that can
make use of this dynamic interleaving architecture.

FIG. 2 1s a block diagram showing an architecture of a
dynamic interleaving processing system 10 for processing
various and varying signals 1n real time with low latency,
which architecture may be incorporated in the receiver of a
system having the architecture depicted in FIG. 1. This
dynamic interleaving architecture allows mapping a com-
mon series of processing steps to common physical hard-
ware with the use of interleaving (or multiplexing) to do
essentially parallel processing of data streams on common
hardware. The three main types of processing blocks are:
(A) a dynamic interleaving controller 12; (B) a multiplicity
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of N dynamic input/output interleavers 14 (respectively
designated DIOI1, DIOI2, . . ., DIOIN 1n FIG. 2); and (C)
a multiplicity of N physical processing units 16 (respectively
designated PPU1, PPU2, . . . , PPUN 1n FIG. 2). The
architecture 10 depicted 1n FIG. 2 further comprises: (D) an
input channel block 18; and (E) an output channel block 20.
These blocks are brietly described with reference to FIG. 2
in the next five paragraphs. All of these components receive
clock signals (indicated by dashed arrows in FIG. 2) from a
clock 22, which enables their operations to be coordinated.

(A) Dynamic Interleaving Controller—The dynamic
interleaving controller 12 takes as input new external signal
information INFO ,, INFOg, . . ., INFO,, (corresponding to
external input signals {A_}, {B.}, . .. {Z.}), including the
signal’s estimated bandwidth, and causes a new virtual
processing channel vc to be started on one or more of the
physical processing units PPU1 to PPUN of the multiplicity
of physical processing units 16. More specifically, the
dynamic interleaving controller 12 sends virtual channel
requests to all unselected (1.e., non-picked) dynamic mmput/
output interleavers 14 via a bus 15. The time between the
notification and start of processing 1s able to be implemented
in a very few number of clock periods, hence reducing
overall latency. There 1s an agreed-to mapping between the
virtual channel number vc and the actual physical circuitry
within each physical processing unit. Thus the dynamic
interleaving controller 12 can map the correct signal to the
correct algorithm through this agreed-to mapping. The
operation of the dynamic interleaving controller 12 1s
explained 1n more detail below.

(B) Dynamic Input/Output Interleaver—Each dynamic
input/output interleaver DIOI1 to DIOIN of the multiplicity
of N dynamic mput/output interleavers 14 has an interleav-
ing bufler 72 (see FIG. 4) of size N which stores data I,
identifying the input channel, data O, identitying the output
channel, data d, representing the period, data vc, identitying
the virtual channel, and data c, identifying the circuit which
are to be processed on the 1-th clock period, where 1=0, 1,
2, ..., N-=1. The interleaving butler 72 can hold P samples
(1.e., has P slots). The main function of the interleaving
builer 72 1s to take a sample of input data x; on the 1-th clock
period and pass this sample to either 1ts associated physical
processing unit along with the virtual channel number vc,
and period d, from 1ts memory or to an output channel. There
1s an agreed-to mapping between the circuit number ¢, and
the actual physical circuitry within the physical processing
unit. Each dynamic input/output interleaver DIOI1 to
DIOIN 1s also able to take a bandwidth value bw from the
external signal information received by the dynamic inter-
leaving controller 12 and either find empty slots 1 1ts
memory for a compatible interleaving period that meets the
bandwidth requirements or report that none 1s available.
Finally, each dynamic input/output interleaver DIOI1 to
DIOIN 1s also able to place the 1nput, output, period, virtual
channel and circuit information 1nto these unused slots of the
interleaving bufler 72 under control of commands from the
dynamic interleaving controller 12. The dynamic mput/
output interleavers 14 receive virtual channel requests and
acceptances from the dynamic interleaving controller 12 and
send messages regarding slot availability to the dynamic
interleaving controller 12 via bus 15. The operation of the
dynamic mput/output interleaver 1s described in more detail
below.

(C) Physical Processing Unit—The physical processing
units PPU1 to PPUN of the multiplicity of N physical
processing units 16 process the signals of each input sample
x with sample period d using circuit ¢ and virtual channel vc.
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Typically each sample proceeds through a physical process-
ing circuit 1in a pipelined fashion, where the pipeline consists
only of mput samples associated with this virtual channel.
Thus the physical processing unit switches which channel 1s
currently processing as often as once per clock. This switch
involves sharing some of the same arithmetic and logic
circuitry, while using separate memory elements. Thus com-
mon circuits are reused, but distinct memory for each virtual
channel 1s typically required. Each virtual channel then
produces a periodic output sample that 1s sent to the input
channel block 18 at virtual channel vc. The physical pro-
cessing units PPU1 to PPUN also produce a signal (STOP
(vc#)) back to the dynamic interleaving controller 12 on bus
17 when the current virtual channel processing 1s complete.
The operation of the physical processing unit 1s described 1n
more detail below.

(D) Input Channel—The mput channel block 18 takes

signals from two sources, external and internal. The external
input signals {A.}, {B,}, ..., {Z,} represent sampled signal
values for each clock signal 1 output by clock 22. Each such
external mput 1s temporarily stored 1n 1ts own first-1n/1irst-
out (FIFO) bufler (not shown 1n FIG. 2) in the input channel
block 18. Similarly, the internal signals that are the N
outputs on lines 24 from the multiplicity of physical pro-
cessing units PPU1 to PPUN are fed back to the imput
channel block 18 via the line labeled “INTERNAL I/O TO
vc INPUT” i FIG. 2 and are each temporarily stored in
respective FIFO buflers. The set of 2N such FIFO bufler
outputs provides 2N inputs 1into a 2N mput/N output selector
(not shown 1n FIG. 2) that 1s controlled by the N dynamic
input/output terleavers DIOI1 to DIOIN. Each dynamic
input/output interleaver selects which of the 2N mputs go
into 1ts input on clock 1 using the selector.
(E) Output Channel—The output channel block 20 takes
as mput the output from the multiplicity of N dynamic
input/output interleavers 14 and the external signal infor-
mation output from the dynamic interleaving controller 12.
Its function 1s to join this information together correctly and
output 1t to external systems (in the case of an EW receiver,
this information would go to a deinterleaver, but 1n general
it would go to the external system that consumes the
information that has been produced; see, e.g., post-processor
105 in FIG. 1). The external signal information would go
into a content-addressable memory element 1n the output
channel block 20 imndexed by the virtual circuit (vc) associ-
ated with each external signal. (As used herein, the term
“content-addressable memory” refers to a special type of
computer memory that compares input search data (tag)
against a table of stored data, and returns the address of
matching data.) This external signal information would be
sent to the output channel block 20 by the dynamic inter-
leaving controller 12 when the decision 1s made to start
processing each external signal {A, B, . .., Z}. Thus, it
arrives ahead of the processed output from each dynamic
input/output interleaver DIOI1 to DIOIN. The output chan-
nel block 20 then takes the vc label associated with each
output value on each clock 1 and looks up the correct
external signal information and formats an output vector that
concatenates these together to form the output vector (e.g.,
a PDW parameter vector) of the output channel block 20.

The basic processing sequence as shown in FIG. 2 1s as
follows. External signals come 1nto this dynamic interleav-
ing processing system 10 from various sources 1nto the mput
channel block 18, which simply provides buflering and
selection of such digital signal samples to be distributed to
the physical processing units PPU1 to PPUN by the dynamic
input/output interleavers DIOI1 to DIOIN. Also, the outputs
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of the various physical processing units PPU1 to PPUN go
into the mput channel block 18 to be distributed among the
physical processing units PPU1 to PPUN by the dynamic
input/output interleavers DIOI1 to DIOIN as well, in order
to continue processing with the same or a different sample
period. The other option for each dynamic input/output
interleaver DIOI1 to DIOIN 1s to send this mput channel
result to the output channel block 20 when processing 1s
completed on the respective virtual channel. Another exter-
nal mput 1s the new signal information mput (along with
estimated bandwidth) that goes into the dynamic interleav-
ing controller 12 and initiates the processing of new signals.
External output 1s handled by the output channel block 20,
which provides bullering and sequential streaming of results
of processing each such virtual channel. An overall global
clock 22 controls this entire process.

FIG. 3 1s a flowchart 1dentifying steps of a method 30 for
dynamic interleaving control 1n accordance with at least one
embodiment of the dynamic interleaving architecture
depicted in FIG. 2. More specifically, FIG. 3 shows the
details of how the dynamic interleaving controller 12 creates
and starts virtual channel processing on a particular physical
processing unit through 1ts corresponding dynamic nput/
output interleaver. The dynamic interleaving controller 12
comprises a FIFO bufler 32 and a processor (not shown 1n
FIG. 3). The processor of the dynamic interleaving control-
ler 12 1s configured (e.g., programmed) to control execution
of the steps of method 30 as follows:

(a) A new external signal 1s detected from the receiver and
new external signal information (including bandwidth and
other application specific information such as frequency,
time, etc.) 1s sent to the dynamic interleaving controller 12
to be bullered by FIFO bufler 32.

(b) When a request comes 1n to select the next external
signal, the FIFO bufler 32 sends the signal information to a
circuit/algorithm table 36. This signal information 1s used to
look up an existing circuit (or sequence of circuits) designed
to process that particular type of signal based on 1ts 1nfor-
mation and current component (this 1s purely application
specific and the details are independent of this disclosure).

(c) In addition, the signal’s estimated bandwidth (bw) 1s
sent to a block 34 which sends virtual channel requests to all
unselected (i1.e., non-picked) dynamic nput/output inter-
leavers for this signal. More specifically, the block 34 sends
data representing the bandwidth bw received from the FIFO
bufler 32 and the circuit ¢ received from circuit/algorithm
table 36.

(d) Each dynamic mnput/output interleaver will respond
with either a “no available slot” message or an available slot
list (oflset; d) meeting the requirements of the virtual chan-
nel, where oflset 1s the number of slots that a particular slot
1s oflset from slot 0 and d 1s the time interval (i.e., number
of clocks) separating the start of two slots occupied by
successive signal samples. These responses are received by
dynamic interleaving controller 12.

(¢) The dynamic interleaving controller 12 will then
determine whether there 1s at least one available slot 1n one
dynamic input/output interleaver or not (operation 40 1n
FIG. 3), 1.e., none available. If none are available, the
dynamic interleaving controller 12 will process the next
external signal. If at least one slot 1s available, the dynamic
interleaving controller 12 will select (i.e., pick) the dynamic
input/output interleaver with the smallest latency based on
the circuit delay and available slot list location (operation 42
in FIG. 3).

(1) The dynamic interleaving controller 12 will then
determine whether there 1s an mput channel available. If
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there 1s an available virtual channel (vc) to send the output,
a new virtual channel component will be created (operation
46 1n F1G. 3). If other components (e.g., next component 38
in FIG. 3) are needed (based on the original signal infor-
mation, stored circuits and other application-specific needs),
the previous four steps will be redone for each of those
components.

(g) Finally, if all components have been allocated, then the
dynamic interleaving controller 12 sends an accept message
to all of the selected dynamic nput/output interleavers
(DIOIs) with the virtual channel mformation for each (op-
cration 48 1n FIG. 3).

FIG. 4 1s a flowchart 1dentifying steps of a method 50 for
dynamic 1nput/output interleaving in accordance with at
least one embodiment of the dynamic interleaving architec-
ture depicted i FIG. 2. More specifically, FIG. 4 shows the
details of how each of the dynamic mput/output interleavers
DIOI1 to DIOIN sets up 1ts interleaving bufler 72 and
interleaves data with 1ts associated virtual channel informa-
tion as mput to an associated physical processing unit. Each
of the multiplicity of N dynamic imput/output interleavers 14
comprises a respective processor (not shown 1n FIG. 4) and
a respective imterleaving bufler 72. Preferably the interleav-
ing bufler 72 1s in the form of a circular memory.

The normal operation of each processor when interleaving,
data 1s to take the ;=1 mod P indexed vector in the inter-
leaving bufler 72 (where P 1s the builer length) on the 1-th
clock period 1t ve=0 (decision block 74 1n FIG. 4) and send
the data value x;.,,(1) along with ve(j), CU) and d(j) to the
associated physical processing unit (step 78 in FIG. 4) 1f
O~0 (determined 1n decision block 76 1n FIG. 4) or send the
same data values to 1ts output channel O; (step 79) (e.g., as
the components of a PDW parameter vector) 11 a determi-
nation 1s made in decision block 76 that O #0. This executes
on each clock signal 1. Note that if a determination 1s made
in decision block 74 that vc=0, nothing 1s output, since this
denotes an empty slot, 1n which case method 50 proceeds to
the next circular memory access.

The other operation performed by the processor within
cach dynamic input/output interleaver 1s a process to update
its interleaving buller 72 through requests from the dynamic
interleaving controller 12 (referred to by the acronym “DIC”
in FIG. 4) for new virtual channels. The steps 1n this process
are as follows:

(a) A request for circuit ¢ with bandwidth bw comes from
the dynamic interleaving controller 12.

(b) The DIOI processor determines whether 1ts associated
physical processing unit supports circuit ¢ or not (decision
block 34 in FIG. 4). If no support i1s available, then a
message 1ndicating that state i1s returned to the dynamic
interleaving controller 12. If support 1s available, then the
DIOI processor computes p=min(| 1/bw |, P) (step 52 in FIG.
4), where the “floor” symbol denotes the largest integer
smaller than 1/bw.

(c) Next, a divisor table 58 (1.e., divisor table D of P) 1s
used to find the largest divisor d less than or equal to p and
in subsequent calls to find ever smaller ones (step 56 1n FIG.
4). The divisor table 58 contains data representing builer
lengths P and their associated periods based on the divisors
of the length. The bufler length P 1s typically chosen as a
highly composite number (many divisors) to meet particular
system needs for a wide variety of processing periods.

(d) A determination i1s then made 1n decision block 60
whether a next divisor d 1s possible or not. If a determination
1s made 1n decision block 60 that there 1s no next divisor d,
then a no slot available message 1s sent back to the dynamic
interleaving controller 12.
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(¢) I a determination 1s made 1n decision block 60 that a
next divisor d 1s possible, then the offset 1s reset to zero (1.e.,
oflset=0) 1n step 62 and a list of interleave bufler (IB) slots

(1.e., the slots 1n interleaving builer 72) 1s examined (deci-
sion block 64 in FIG. 4). This slot list consists of {offset,

offset+d, offset+2d, . . ., offset+md}. (This list is denoted in
FIG. 4 as (O_Tset.d.P), where the last value 1s the largest
value 1n this arithmetic sequence that 1s <P.)

(1) If a determination 1s made 1n decision block 64 that all
slots 1n the interleaving bufler are empty, a slot available
message 15 sent back to the dynamic interleaving controller
12. When the dynamic interleaving controller 12 responds
with an accept message with the details of the wvirtual
channel {vc; c; d; I; O}, this information is stored in the
interleaving bufler 72 (step 70 1n FIG. 4).

(g) If a determination 1s made 1n decision block 64 that not
all slots are empty, the offset value 1s incremented (step 66)

and then a determination 1s made whether offset>d or not

(decision block 66 1n FIG. 4).
(h) If a determination 1s made in decision block 66 that the

oflset value 1s not greater than d, then the process returns to
decision block 64.

(1) If a determination 1s made 1n decision block 66 that the
oflset value 1s greater than d (1.e., 11 no slots are available for
all offset values less than d) then the next smaller d 1s
selected (step 56) and the process steps described in para-
graphs (d) through (g) are repeated. As previously men-
tioned, 1f no value of d works, a no slot available message
1s sent back to the dynamic interleaving controller 12 (see
step 60 1n FIG. 4).

FIG. 5 1s a block diagram identifying at least some
components of a physical processing umt 80 1n accordance
with at least one embodiment of the dynamic 111terleavmg
architecture depicted 1n FIG. 2. The physical processing unit
80 comprises a selector 82, a multiplicity of M processing
circuits (heremaiter “processing circuitry 84”) which pro-
cess 1nput signals 1n accordance with respective algorithms,
and an output block 86. The selector receives samples of
input data x and data representing the circuit ¢ to be
employed from the associated dynamic input/output inter-
leaver (DIOI). The physical processing unit 80 selects which
of the mputs go into which processing circuit on each clock
1 using the selector 82. The processing circuitry 84 receives
data representing the period d from the associated dynamic
input/output interleaver. The output block 86 receives data
representing the virtual channel vc from the associated
dynamic input/output interleaver.

The physical processing unit 80 processes the signals of
cach mput sample x with sample period d using circuit ¢ and
virtual channel vc. Typically each sample proceeds through
physical processing circuit 80 1n a pipelined fashion, where
the pipeline consists only of mput samples associated with
this virtual channel. Thus the physical processing unit 80
switches which channel 1s currently processing as often as
once per clock.

More specifically, the physical processing unit 80 con-
tains processing circuitry 84 designed to process the signal
samples using desired algorithms. The samples flow circu-
larly through one circuit of processing circuitry 84, back to
an mput channel vc, through the associated dynamic mput/
output 1interleaver, and then through the next circuit of
processing circuitry 84. Each circuit of processing circuitry
84 may perform a diflerent mathematical computation (e.g.,
accumulate, multiply, etc.) that 1s part of the selected algo-
rithm. Fach time the dynamic input/output interleaver
instructs the associated physical processing unit 80 which
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circuit ¢ of processing circuitry 84 to use and also sends data
representing the period d to each circuit of the processing
circuitry 84.

The processing circuitry 84 may be completely different
for different applications. Each circuit of processing cir-
cuitry 84 can stream data through on any given clock period
oflset and the circuit algorithm 1s parameterized by this
clock period p. This parameterization enables processing to
be done differently depending on the estimated bandwidth of
the signal. Typically, this often means that the value p 1s used
to select the correct coetlicients for the particular algorithm
as implemented in the circuit on the current clock.

The system and methodology uses interleaving to
dynamically process signal samples. The approach disclosed
above will allow many different kinds of processing to take
place. Two examples are the following:

(a) A common processing algorithm i1s a decimating
low-pass filter. This 1s supported in the method disclosed
above by allowing eflicient implementation of this algorithm
through the ability to select coeflicients for the particular
period being processed with a common multiplier-adder
pipeline.

(b) Finding the energy of different subsequences of a
signal over a sliding window can similarly be handled easily
by allowing the switching of the virtual channel to change
the sliding window used in this algorithm as the hardware
switches between virtual channels.

A method has been described for mapping signal process-
ing of multiple diverse and dynamically changing signals to
a set of fixed hardware on either an FPGA or ASIC. This
method has the following features: (1) eflicient mapping of
signal processing ol incoming signals onto a fixed set of
existing FPGA or ASIC processing resources; (2) the ability
to dynamically change mapping of processing to hardware
as the mncoming signal characteristics change; (3) the ability
to control processing latency of all the incoming signals; and
(4) an architecture that allows this dynamic remapping/
interleaving of signals and algorithms using the concepts of
dynamic input/output interleavers and virtual signal process-
ing eclements. These features provide benefits, including
processing a fixed set of signals using less hardware more
ciliciently and also dynamically adjusting the processing to
handle new signal conditions without increasing the amount
of hardware required.

Certain systems, apparatus, applications or processes are
described herein as including a number of modules. A
module may be a unit of distinct functionality that may be
implemented 1n software, hardware, or combinations

thereolf, except for those portions of the PDW generation
module 128 which are hardware or firmware to enable
streaming calculations as disclosed herein. When the func-
tionality of a module 1s performed 1n any part through
soltware, the module can include a non-transitory tangible
computer-readable storage medium. The modules may be
regarded as being communicatively coupled.

While systems and methods have been described with
reference to various embodiments, 1t will be understood by
those skilled in the art that various changes may be made and
equivalents may be substituted for elements thereof without
departing from the teachings herein. In addition, many
modifications may be made to adapt the concepts and
reductions to practice disclosed herein to a particular situ-
ation. Accordingly, it i1s intended that the subject matter
covered by the claims not be limited to the disclosed
embodiments.
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The embodiments disclosed above use one or more pro-
cessing or computing devices. Such devices typically
include a processor, processing device, or controller, such as
a general-purpose central processing unit, a microcontroller,
a reduced instruction set computer processor, an ASIC, a
programmable logic circuit, an FPGA, a digital signal pro-
cessor, and/or any other circuit or processing device capable
of executing the functions described herein. The methods
described herein may be encoded as executable istructions
embodied 1n a non-transitory tangible computer-readable
storage medium, including, without limitation, a storage
device and/or a memory device. Such instructions, when
executed by a processing device, cause the processing
device to perform at least a portion of the methods described
herein. The above examples are exemplary only, and thus are
not intended to limit 1n any way the definition and/or
meaning of the terms “processor” and “computing device”.

The process claims set forth hereimnafter should not be
construed to require that the steps recited therein be per-
formed 1n alphabetical order (any alphabetical ordering 1n
the claims 1s used solely for the purpose of referencing
previously recited steps) or 1n the order in which they are
recited unless the claim language explicitly specifies or
states conditions mdicating a particular order 1n which some
or all of those steps are performed. Nor should the process
claims be construed to exclude any portions of two or more
steps being performed concurrently or alternatingly unless
the claam language explicitly states a condition that pre-
cludes such an interpretation.

The invention claimed 1s:

1. A method for processing signals that vary in bandwidth
using a set of fixed hardware resources, the method com-
prising:

(a) sampling a received signal having a frequency within

a specified bandwidth to produce signal samples;

(b) generating signal information representing character-
1stics of the received signals, including estimated band-
width of the received signals;

(c) mapping signal processing of the recerved signal
samples onto a fixed set of processing circuitry in
accordance with an interleaving scheme, wherein the
mapping 1s dynamically changed by a dynamic inter-
leaving controller as the characteristics of the received
signals change;

(d) interleaving signal processing of the received signal
samples by the processing circuitry 1in accordance with
the mapping;

(¢) generating information vectors comprising respective
data sets of parameter values of received signals; and

(1) storing the data sets of parameter values of the infor-
mation vectors in a non-transitory tangible computer-
readable storage medium.

2. The method as recited 1n claim 1, further comprising:

identifying a signal emitter based on the stored data sets
ol parameter values;

locating the signal emitter; and

sending control signals to an actuator controller of a
vehicle, which control signals direct a movement of the
vehicle based on a location of the signal emaitter.

3. The method as recited 1n claim 1, wherein the mapping
maps virtual channel numbers to respective circuits of the
processing circuitry.

4. The method as recited in claiam 3, wherein step (c)
comprises using the signal information to look up 1n a
circuit/algorithm table a circuit or sequence of circuits of the
processing circuitry designed to process signal samples of a
type based on the signal information.
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5. The method as recited in claim 4, wherein step (c)
further comprises sending a virtual channel request to a
multiplicity of dynamic input/output interleavers, which
request includes data representing the estimated bandwidth
of the received signals.

6. The method as recited in claim 5, wherein step (c)
turther comprises determining 1n each dynamic input/output
interleaver whether an empty slot exists for a compatible
interleaving period that meets bandwidth requirements or
not.

7. The method as recited 1n claim 6, wherein determining,
whether an empty slot exists comprises finding empty slots
in a respective interleaving bufler in each dynamic mput/
output interleaver, wherein the interleaving buller stores
data identifying an input channel, an output channel, a
period, a virtual channel and a circuit of the processing
circuitry associated with each dynamic mput/output inter-
leaver.

8. The method as recited 1n claim 7, wherein step (c)
further comprises selecting from any dynamic input/output
interleavers that have an empty slot a dynamic input/output
interleaver with a smallest latency.

9. The method as recited i claim 7, wherein step (d)
comprises setting up an interleaving bufler 1n a dynamic
input/output interleaver and interleaving data with an asso-
ciated virtual channel number as input to an associated
circuit of the processing circuitry.

10. The method as recited 1n claim 3, wherein samples
proceed through a circuit of the processing circuitry in a
pipelined fashion, wherein the pipeline comprises only
samples associated with the virtual channel that the circuit 1s
part of.

11. The method as recited 1n claim 9, wherein the pro-
cessing circuitry produces a signal when current virtual
channel processing 1s complete.

12. The method as recited 1n claim 11, wherein step (e)
comprises formatting an output vector that concatenates
output from the dynamic input/output interleavers and the
signal 1nformation representing characteristics of the
received signals to form an information vector.

13. The method as recited 1in claim 12, wherein the
information vector comprises data representing a pulse
descriptor word.

14. A system for processing signals that vary in band-
width, comprising;

a transducer for converting received energy waves 1nto a

received signal 1n electrical form;

a filter for passing a portion of the recerved signal having
a Irequency within a selected frequency bandwidth;

a sampler comprising hardware or firmware configured to
sample the received signal output by the filter to
produce signal samples;

a multiplicity of physical processing units, each physical
processing unit comprising a respective multiplicity of
processing circuits configured to process signal
samples 1n a pipelined manner and each physical pro-
cessing unit being configured to process signal samples
in accordance with a respective algorithm;

a multiplicity of dynamic mput/output interleavers, each
dynamic mput/output 1interleaver having an output line
connected to an mput line of a respective physical
processing unit;

a dynamic interleaving controller communicatively
coupled to each dynamic input/output interleaver of the
multiplicity of dynamic mput/output interleavers and
configured to receive signal mformation representing
characteristics of received signals, including estimated
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bandwidth of the received signals, and to cause a virtual
processing channel to be started on a physical process-
ing unit 1 accordance with a mapping between a
virtual channel number and a processing circuit based
on that signal information;

an input channel block communicatively coupled to each
dynamic 1mput/output interleaver of the multiplicity of
dynamic mput/output interleavers and to each physical
processing unit of the multiplicity of physical process-
ing units;

an output channel block communicatively coupled to each
dynamic 1mput/output interleaver of the multiplicity of
dynamic mput/output interleavers and to the dynamic
interleaving controller; and

a clock that outputs clock signals to the multiplicity of
physical processing units, the multiplicity of dynamic
input/output 1interleavers, the dynamic interleaving
controller, the iput channel block and the output
channel block.

15. The system as recited i claim 14, wherein the

dynamic interleaving controller 1s configured to:

use the signal information to look up 1n a circuit/algorithm
table a processing circuit configured to process signal
samples of a type characterized by the signal informa-
tion; and

send a virtual channel request to the multiplicity of
dynamic input/output terleavers, which request
includes data representing the estimated bandwidth of
the received signals.

16. The system as recited i claim 15, wherein each
dynamic input/output interleaver comprises an interleaving
bufler and 1s configured to determine whether an empty slot
exists 1n the interleaving buller for a compatible interleaving
period that meets bandwidth requirements or not and then
send a message to the dynamic interleaving controller con-
taining information representing a result of that determina-
tion.

17. The system as recited i claim 16, wherein the
dynamic interleaving controller 1s further configured to
select from any dynamic input/output interleavers that have
an empty slot a dynamic input/output interleaver with a
smallest latency.

18. The system as recited in claim 16, wherein each
dynamic input/output interleaver 1s configured to set up 1its
interleaving builer and then interleave data with an associ-
ated virtual channel number as input to an associated physi-
cal processing unit.

19. The system as recited 1n claim 14, wherein the output
channel block 1s configured to format an output vector that
concatenates output from the dynamic input/output inter-
leavers and the signal information representing characteris-
tics of the received signals from the dynamic interleaving,
controller to form an information vector.

20. A system for processing signals that vary in bandwidth
using dynamic interleaving, comprising:

a multiplicity of physical processing units, each physical
processing unit comprising a respective multiplicity of
processing circuits configured to process signal
samples 1 a pipelined manner and each physical pro-
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cessing unit being configured to process signal samples
in accordance with a respective algorithm;

a multiplicity of dynamic mput/output interleavers, each
dynamic input/output interleaver having an output line
connected to an input line of a respective physical
processing unit;

a dynamic interleaving controller communicatively
coupled to each dynamic input/output interleaver of the
multiplicity of dynamic mput/output interleavers and
configured to receive signal mformation representing
characteristics of received signals, including estimated
bandwidth of the received signals, and to cause a virtual
processing channel to be started on one or more physi-
cal processing units in accordance with a dynamic
resource sharing algorithm that dynamically adjusts the
interleaving sequence as new signal processing by
newly received signals;

an 1nput channel block communicatively coupled to each
dynamic mput/output interleaver of the multiplicity of
dynamic input/output interleavers and to each physical
processing unit of the multiplicity of physical process-
ing units;

an output channel block communicatively coupled to each
dynamic mput/output interleaver of the multiplicity of
dynamic mput/output interleavers and to the dynamic
interleaving controller; and

a clock that outputs clock signals to the multiplicity of
physical processing units, the multiplicity of dynamic
input/output interleavers, the dynamic interleaving
controller, the input channel block and the output
channel block.

21. The system as recited 1n claim 20, wherein:

the dynamic interleaving controller 1s configured to use
the signal information to look up 1n a circuit/algorithm
table a processing circuit configured to process signal
samples of a type characterized by the signal informa-
tion, and send a virtual channel request to the multi-
plicity of dynamic imput/output interleavers, which
request includes data representing the estimated band-
width of the received signals;

cach dynamic input/output interleaver comprises an inter-
leaving bufler and 1s configured to determine whether
an empty slot exists 1in the interleaving bufler for a
compatible interleaving period that meets bandwidth
requirements or not and then send a message to the
dynamic interleaving controller containing information
representing a result of that determination; and

the dynamic interleaving controller 1s further configured
to select from any dynamic mput/output interleavers
that have an empty slot a dynamic mput/output inter-
leaver with a smallest latency.

22. The system as recited 1n claim 20, wherein the output
channel block 1s configured to format an output vector that
concatenates output from the dynamic input/output inter-
leavers and the signal information representing characteris-
tics of the received signals from the dynamic interleaving
controller to form an information vector.
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