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CONFIGURATION OF A NETWORK
PARTITION WITH ARRANGEMENT OF
INTERCEPTING/REGULATING ELEMENTS
BASED ON DISTRIBUTION OF RESIDUAL
CAPACITY OF SOURCES TO PARTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of priority to United
Kingdom Patent Application No. 1411903.1, filed Jul. 3,
2014, the entire contents of which are incorporated herein by
reference.

TECHNICAL FIELD

The present disclosure relates to the data processing field.
More specifically, this disclosure relates to the configuration
ol network partitions.

BACKGROUND

Networks of interconnected objects (known as nodes) are
commonly used in a number of fields; typical examples are
distribution networks of commodities (for example, water).
The networks are often partitioned 1nto smaller components
(known as parts). For example, a large Water Distribution
Network (WDN) may be partitioned into parts known as
District Metered Areas (DMAs), or simply districts. This
tacilitates the localization of leakages 1n the water distribu-
tion network by monitoring a balance between an inflow and
an outtlow of each district, and 1t allows supplying each
district at lower pressure (thereby saving energy for pump-
ing the water and reducing the leakages); particularly, the
districts may be designed to include users with a similar
difference of their elevation with respect to the elevation of
corresponding sources, so as to allow supplying the districts
at a pressure that 1s only slightly higher than a Minimum
Service Pressure (MSP) required by their users.

The process of partitioning a (large) network 1s quite
challenging; this 1s mainly due to the mherent difliculty of
the problem to be tackled, the varniety of constrains to be
satisfied and the complexity of the terms to be optimized.

For this purpose, a three-phase approach may be used; in
this case, the partitioning process 1s divided into separate
phases that are more tractable from a computational point of
view. Particularly, 1n a first phase multiple candidate parti-
tions are generated for the network, 1n a second phase the
candidate partitions are configured, and 1n a third phase the
candidate partitions are optimized (and one of them 1s then
selected).

In this context, the most challenging activity 1s generally
that of configuring the candidate partitions. For example, in
a water distribution network this involves determining the
arrangement of intercepting valves (for closing connections
between different parts) and of regulating valves (for regu-
lating the pressure of the water supplied from one part to
another part) of each candidate partition.

An example of partitioning process for a water distribu-
tion network 1s described i1n “Optimal design of district
metered areas 1n water distribution networks, Francesco De
Paola, Nicola Fontana, Enzo Galdiero, Maurizio Giugni,
(nanlucaSorgentidegliUberti and Marcello Vialetti, 12th
International Conference on Computing and Control for the
Water Industry, CCWI12013” (the entire disclosure of which

1s herein mcorporated by reference).
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With reference 1n particular to the activity of configuring
a specilic partition, this document points out that 1n most
cases the partition may have districts without sources (1nner
districts) or districts whose sources are not able to meet a
total demand of its users; in order to supply these districts,
connections with other districts are opened. For this purpose,
a heuristic techmque 1s described wherein all the districts are
put mto a set and taken into account in succession. If the
sources of each (current) district are able to meet 1ts total
demand (i.e., 1t 1s supplied), the district 1s removed from the
set. On the other hand (i.e., when the total demand of the
district 1s not met, comprising for an mner district), if the
district has no adjacent supplied districts 1t 1s skipped.
Otherwise, the shortest paths to the users of this district from
the sources of the adjacent supplied districts (not already
connected thereto) are computed according to their hydrau-
lic resistances (based on diameter, length and roughness of
the corresponding connections). The connection between the
two districts 1n the minimum shortest path 1s opened and a
corresponding source 1s added, thereafter the district is
removed from the set. The same operations are repeated
until the set 1s emptied.

However, the selection of the adjacent supplied districts
for supplying the other districts depends on the order by
which such adjacent districts become supplied (which has no
physical significance). Moreover, the capacity of the sources
1s not taken into account (so that there 1s no guarantee that
the connections being opened are the most appropriate
ones). In addition, hydraulic simulations may only be per-
formed after completing the configuration of the partition.

SUMMARY

A simplified summary of the present disclosure 1s herein
presented 1n order to provide a basic understanding thereof;
however, the sole purpose of this summary 1s to introduce
some concepts of the disclosure 1n a simplified form as a
prelude to 1ts following more detailed description, and 1t 1s
not to be interpreted as an identification of 1ts key elements
nor as a delineation of its scope.

In general terms, the present disclosure 1s based on the
idea of distributing a residual capacity of the sources to the
parts.

Particularly, an aspect provides a method for configuring
a network of interconnected sources and users, wherein an
enlarging group (of mterconnected sources and parts of the
users) 1s selected 1 decreasing order of a residual capacity
thereof, an adding part (adjacent to the enlarging group) 1s
selected 1n decreasing order of a matching of a residual
demand thereof with the residual capacity of the expanding
group, and the adding part 1s merged into the enlarging
group until all the parts belong to a single group.

A Turther aspect provides a computer program for imple-
menting the method (and a corresponding computer program
product).

A further aspect provides a corresponding system.

More specifically, one or more aspects of the present
disclosure are set out 1n the independent claims and advan-
tageous features thereol are set out in the dependent claims,
with the wording of all the claims that 1s herein incorporated
verbatim by reference (with any advantageous feature pro-
vided with reference to any specific aspect that applies
mutatis mutandis to every other aspect).

BRIEF DESCRIPTION OF THE DRAWINGS

The solution of the present disclosure, as well as further
teatures and the advantages thereot, will be best understood



UsS 10,134,090 B2

3

with reference to the following detailed description thereotf,
given purely by way of a non-restrictive indication, to be

read 1 conjunction with the accompanying drawings
(wherein, for the sake of simplicity, corresponding elements
are denoted with equal or similar references and their
explanation 1s not repeated, and the name of each entity 1s
generally used to denote both 1ts type and 1ts attributes—
such as value, content and representation). Particularly:

FIG. 1 shows a pictonial representation of a water distri-
bution network to which the solution according to an
embodiment of the present disclosure may be applied,

FIG. 2A-FIG. 2B show an exemplary application of the
solution according to an embodiment of the present disclo-
sure,

FIG. 3 shows a schematic block-diagram of a computing
system that may be used to practice the solution according
to an embodiment of the present disclosure,

FIG. 4 shows the main software components that may be
used to implement the solution according to an embodiment
of the present disclosure, and

FIG. 5A-FIG. 5D show an activity diagram describing the
flow of activities relating to an implementation of the
solution according to an embodiment of the present disclo-
sure.

DETAILED DESCRIPTION

With reference in particular to the FIG. 1, a pictonal
representation 1s shown of a water distribution network, or
simply network, 100 to which the solution according to an
embodiment of the present disclosure may be applied.

The network 100 15 used to distribute water (for example,
drinking water 1n urban areas). For this purpose, the network
100 comprises one or more sources 105 that collect and
purily the water (for example, 1n reservoirs, tanks or towers ).
The sources 105 pressurize the water (for example, by
pumps or gravity) and supply it to a pipe system 110. The
pipe system 110 distributes the water to users 115 (for
example, private houses). For this purpose, the pipe system
110 has a very complex structure, generally with a mesh
topology wherein the sources 105 and the users 115 are
highly interconnected among them. The network 100 1s
partitioned into two or more parts 120 (district metered
areas), each one comprising one or more interconnected
users 115; the parts 120 are separated hydraulically by
intercepting and/or regulating valves (or turbines) 123
arranged along the pipe system 110 at their boundaries;
particularly, the intercepting valves 125 are used to close
corresponding connections in the pipe system 110 between
different parts 120, whereas the regulating valves 125 are
used to regulate a pressure of the water supplied from one
part to another part.

Moving to the FIG. 2A-FIG. 2B, an exemplary applica-
tion 1s shown of the solution according to an embodiment of
the present disclosure.

Starting from the FIG. 2A, 1n this case the sources and the
parts of the network are grouped 1nto a plurality of disjoint
groups (for example, by 1nitially grouping the parts sharing
the same sources, with the parts that are not directly supplied
by any source that are left outside this 1nitial grouping); the
groups are separated by setting the connections of the pipe
system among them to a closed condition (as represented 1n
the figure by crosses). Particularly, 1n the very simple case
at 1ssue seven groups G1-G7 are shown. Some groups (1.e.,
the groups G3, G5, G6 and G7 1n this case) are over-
supplied, since they have a residual capacity indicative of an
excess of a supply balance based on the difference between
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a total capacity of the corresponding sources and a total
demand of the corresponding users (as represented qualita-
tively 1n solid line above a reference); conversely, some
parts (1.e., the parts P1, P2 and P4 of the groups G1, G2 and
G4, respectively, 1n this case) are under-supplied, since they
have a non-zero residual demand based on the difference

between a total demand of the corresponding users and an
estimated supply of the part (as represented qualitatively 1n
dashed line below the reference).

One of the over-supplied groups 1s selected 1n decreasing
order of their residual capacity (for example, the group G3
having the highest residual capacity). One of the under-
supplied parts that are adjacent to this group G3 (1.e., the
parts P1 and P4) 1s then selected 1n decreasing order of a
matching of their residual demand with the residual capacity
ol the group G3 ({or example, the part P1 having the residual
demand that best matches the residual capacity of the group
G3).

Moving to the FIG. 2B, the part P1 (and its group G1) 1s
merged 1nto the group G3 (by setting one or more connec-
tions between them to an open condition), so as to obtain a
new group diflerentiated with the reference G31. The supply
balance of the group G31 and the residual demand of 1its
parts (and particularly the part P1) are then updated accord-
ingly.

The same operations are repeated until all the parts belong
to a single group (with further optimizations that may follow
attempting to eliminate hydraulic problems that may possi-
bly remain, such as an msuthcient supply pressure in some
parts or an excessively high speed in some pipes). At this
point, the network may be configured according to the
(open/closed) condition of 1ts connections (for example, by
placing an intercepting valve at each connection in the
closed condition and a regulating valve at each connection
in the open condition).

Therefore, 1n the solution according to an embodiment of
the present disclosure the selection of the connections to be
opened 1s driven by the residual capacity of the over-
supplied groups; i other words, at each iteration the over-
supplied group with the most suitable residual capacity (for
example, the highest one) 1s selected, and then 1t 1s con-
nected to one of 1ts adjacent under-supplied parts that has the
most suitable residual demand with respect to its residual
capacity (for example, closest to each other).

In this way, the selection of the connections to be opened
depends on the capacity of the corresponding sources and on
the demand of the corresponding users; as a result, the
connections that are opened are more appropriate (with a
beneficial effect on the quality of the obtained results).

Moving to the FIG. 3, a schematic block-diagram 1s
shown of a computing system 300 that may be used to
practice the solution according to an embodiment of the
present disclosure.

The computing system, or simply computer, 300 (for
example, a PC) comprises a central unit 305 that houses the
clectronic circuits controlling its operation; typically, these
clectronic circuits comprise a microprocessor, a working
memory, drives for any input/output units, a wireless net-
work adapter (for example, of the Wi-F1 type) for accessing
a communication network, and the like. The computer 300
1s also provided with a hard-disk and a drive 310 for reading
optical disks 315 (for example, CDs or DVDs). A monitor
320 1s used to display information on a screen thereof.
Operation of the computer 300 1s controlled with a keyboard
325 and a mouse 330, which are connected to the central unit
305 in a conventional manner.
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Moving to the FIG. 4, the main software components are
shown that may be used to implement the solution according
to an embodiment of the present disclosure.

Particularly, all the software components (programs and
data) are typically stored in the mass memory and loaded (at
least partially) into the working memory of the above-
mentioned computer when the programs are running. The
programs are initially installed into i1ts mass memory, for
example, from removable storage units or from the commu-
nication network. In this respect, each soltware component
may represent a module, segment or portion of code, which
comprises one or more executable instructions for imple-
menting the specified logical function.

The computer runs a partitioner 400, which 1s used to
partition generic networks (and especially water distribution
networks). As described 1n detail in the following, the
partitioner 400 implements a three-phase partitioning pro-
cess for each (selected) network to be partitioned, wherein
in a first (generation) phase multiple candidate partitions are
generated, 1n a second (configuration) phase the candidate
partitions are configured, and 1n a third (optimization) phase
the candidate partitions are optimized (and one of them 1s
then selected).

For this purpose, an interface 405 1s used by an operator
to enter information and/or commands. Particularly, the
interface 405 manages a network repository 410 storing a
network model of each network. The network model repre-
sents the corresponding network with a graph. Particularly,
the graph represents each node (consisting of a single/
concentrated source, user or junction of the pipe system)
with a vertex and each pipe of the pipe system (directly
connecting a pair of adjacent nodes) with an edge. The
network model further comprises one or more attributes for
cach source, user and pipe. For example, each source is
qualified by 1ts (output) pressure, elevation (from ground)
and (maximum water supply) capacity, each user 1s qualified
by 1its elevation, (average or maximum water supply)
demand and minimum service pressure (MSP), and each
pipe 1s qualified by 1ts (minimum) radius, length (for
example, projected on a horizontal plane) and (average
hydraulic) roughness. Moreover, the interface 405 manages
a partitioning parameter repository 415 storing several
parameters controlling the partitioning of the networks,
cither individually or globally (as described in the follow-
ing). A calculator 420 accesses the network model repository
410 for calculating further attributes of the sources, users

and pipes of each network model (as described 1n the
tollowing), which further attributes are added to the network
model.

The interface 405 controls a generator 4235, which imple-
ments the generation phase of the partitioning process for
cach network (for generating all the candidate partitions
thereot); for this purpose, the generator 425 accesses the
network model repository 410 and the partitioning param-
cter repository 415. The generator 425 saves a definition of
cach candidate partition of the network (as defined by the
nodes of each part thereot) into a candidate partition reposi-
tory 430.

A configurator 435 accesses the network model repository
410, the partitioning parameter repository 415 and the
candidate partition repository 430. The configurator 4335
implements the configuration phase of the partitioning pro-
cess lfor each network (for configuring 1ts candidate parti-
tions 1n terms of ntercepting valves and regulating valves).
The configurator 435 adds the configuration of each candi-
date partition (as defined by the position of its intercepting

10

15

20

25

30

35

40

45

50

55

60

65

6

valves and regulating valves) to the corresponding definition
in the candidate partition repository 430.

An optimizer 440 accesses the network model repository
410, the partitioning parameter repository 415 and the
candidate partition repository 430. The optimizer 440 1mple-
ments the optimization phase of the partitioning process for
cach network (for optimizing its candidate partitions 1n
terms of setting of 1ts regulating valves). The optimizer 440
adds the optimization of each candidate partition (as defined
by the setting of 1ts regulating valves) to the corresponding
definition in the candidate partition repository 430.

A selector 445 accesses the candidate partition repository
430. The selector 445 selects one of the candidate partitions
of each network, and it saves the definition of the selected
(candidate) partition 1nto a selected partition repository 450.

A displayer 455 accesses the selected partition repository
450 for outputting a corresponding (graphical and/or tabu-
lar) representation of the selected partition of each network
(for example, by displaying 1t on the momtor of the com-
puter).

Moving to the FIG. 5A-FIG. 5D, an activity diagram 1s
shown describing the flow of activities relating to an 1imple-
mentation of the solution according to an embodiment of the
present disclosure.

Particularly, the diagram represents an exemplary parti-
tioning process of a generic network with a method 500. In
this respect, each block may represent one or more execut-
able mstructions for implementing the specified logical
function on the above-mentioned computer.

The partitioning process begins at the black start 502 and
then passes to block 504 that implements the generation
phase of the partitioning process, wherein multiple candi-
date partitions of the network are generated in a desired
number. For example, for this purpose 1t 1s possible to use a
generation algorithm derived from the general concepts of
the k-means algorithm (but differing radically from 1t
because the nodes, 1.e., users, of each part are clustered
around multiple poles instead of a single centroid). Brietly,
a set of (1nitial) nodes equal to a desired number of parts of
cach candidate partition 1s selected randomly; for each mitial
node all the poles of a corresponding part are 1mitialized to
the this mitial node. An assign operation 1s then performed,
wherein each node 1s assigned to the part of the closest pole.
For this purpose, a distance of each node from each pole 1s
calculated as the shortest path between them that minimizes
the sum of the distances between the corresponding pairs of
adjacent nodes; 1n turn, the distance between each pair of
adjacent nodes 1s calculated as the weighted sum of a length
term (proportional to a dimensionless value depending on
the length of the corresponding pipe) and an elevation term
(proportional to a dimensionless value depending on the
absolute value of the difference between the elevations of the
corresponding nodes). Moreover, the distance of each node
from each pole 1s adjusted by adding an adjustment term
(proportional to a dimensionless value depending on the
absolute value of the difference between the elevations of the
node and of the pole); the distance of each node from each
pole 1s turther scaled according to a scaling factor of the part
of the pole (initialized at the beginning of each iteration of
the generation algorithm to a neutral value that leaves the
distance unchanged). At this point, a global (load) ofl-
balance of the current partition 1s calculated (as a dimen-
sionless value depending on the loads of the parts, i turn
based on the demands of its nodes). If the global off-balance
1s higher than an ofi-balance threshold, the nodes are moved
to the least loaded part, but maintaining this part the least
loaded one. For this purpose, a (new) scaling factor is
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calculated of each part according to a local (load) ofl-
balance of the part (defined as above only on the basis of the
loads of 1ts nodes) so as to reduce and 1ncrease the distances
of each node from the poles of the part when the part 1s
under-loaded or over-loaded, respectively, and according to
a scaling weight that 1s updated incrementally so as to
increase the scaling. The assignment of each node to the part
ol the closest pole 1s then repeated with this scaling factor,
until the least loaded part of the current partition 1s not the
same (or the global off-balance becomes lower than the
ofl-balance threshold or the scaling may not be further
incremented). At this point, a global objective function to be
optimized 1s calculated as the sum or the maximum of the
distances (as adjusted but not scaled) of each node of the
network from the closest pole of 1ts part. If no convergence
condition 1s satisfied (for example, determiming when the
objective function 1s not progressing towards a local mini-
mum, 1s diverging from the local minimum, is steady at the
local minimum or 1s oscillating around the local minimum),
a move operation 1s pertormed wherein the poles of each
part are moved to new positions which depend on the nodes
assigned to the part. For this purpose, 1n each part a local
objective function 1s calculated for each possible combina-
tion of the poles of the part (possibly reduced according to
a sampling factor) in the same way as above but only for the
nodes of the part. The assign operation and possibly the
move operation are then repeated on the (new) partition so
obtained. As soon as at least one of the convergence con-
ditions 1s satisfied, the partition 1s verified against one or
more approval conditions (for example, to determine
whether none of the parts has disconnected nodes or the
global off-balance of the partition 1s within the off-balance
threshold). If all the approval conditions are satisfied, this
partition 1s accepted as a candidate partition for the network.

The partitioning process then implements the configura-
tion phase of the partitioning process (for configuring the
candidate partitions of the network 1n term of their inter-
cepting and regulating valves). For this purpose, (network)
data structures to be used for the configuration of all the
candidate partitions are initialized at block 506. Particularly,
the (hydraulic) head of each source is calculated according,
to 1ts pressure and elevation:

Hs = — + Fs

where Hs 1s the head, Ps 1s the pressure, v 1s the unit weight
of the water and Es 1s the elevation. Moreover, the capacity
of each source 1s estimated (when 1t 1s not actually known)
according to a hydraulic simulation; for example, an outtlow
over time of each source 1s determined by running a full-day
simulation of the network model with a hydraulic solver, a
peak time at which a total outflow of all the sources 1s
maximum 1s identified, and then the capacity of each source
1s set to 1ts outflow at the peak time. Moreover, a (hydraulic)
resistance of each pipe 1s calculated according to 1ts diam-
cter, length and roughness:

where w 1s the resistance, R 1s the roughness, L 1s the length
and r 1s the radius, and 1t 1s added as a weight to the
corresponding edge of the network model; the resistance
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between each pair of non-adjacent nodes (1.e., non-directly
connected by a pipe) 1s then calculated as the shortest path

between them that minimizes the sum of the resistances
between the corresponding pairs of adjacent nodes (for
example, by the Floyd-Warshall algorithm).

A loop 1s now performed for each candidate partition
(starting from a first one 1n any arbitrary order). The loop
begins at block 508 wherein the definition of a (current)
candidate partition i1s retrieved. Continuing to block 510,
(partition) data structures to be used for the configuration of
the candidate partition are initialized. Particularly, for each
part a mmmimum supply elevation i1s calculated that 1s
required to supplyall 1ts users:

minf=max(E;)

where minE 1s the minimum supply elevation, E, 1s the
clevation of the 1-th user of the part and max( ) 1s the
maximum operator; likewise, for each part a minimum
supply head 1s calculated that 1s required to supply all 1ts
users:

minP;

minfH = max(

)

where minH 1s the minimum supply head and minP, 1s the
minimum service pressure ol the 1-th user of the part.
Moreover, the pipes connecting each pair of adjacent parts
(referred to as inter-part pipes) are i1dentified; all these
inter-part pipes are initialized to the closed condition (i.e.,
closing the connection between the corresponding parts).

A set of (1mitial) groups 1s created at block 512. Particu-
larly, for each source a group 1s created comprising the
source and every part that 1s directly supplied by 1t (1.e.,
comprising a node that 1s connected to the source by a pipe);
the parts that not directly connected to any source are instead
left outside any group. Continuing to block 514, the groups
that share a same source or a same part are merged (for
example, when two sources both of them directly supply the
same part); this ensures that all the groups are disjoint
(without any source and part in common). With reference
now to block 516, for each part a total demand 1s calculated
as the sum of the demands of all its users (possibly increased
according to an estimated, maximum or average, loss of the
network, for example, by 10-25%); a total demand of each
group 1s then calculated as the sum of the total demands of
its parts. Likewise, for each group a total capacity is calcu-
lated as the sum of the capacities of all 1ts sources.

The total capacity of each group 1s then used to supply 1ts
parts so as to satisiy (totally or partially) their demand. For
this purpose, at block 517 for each group the flow at the peak
time across each inter-part pipe of the group 1s estimated by
running a simulation of the corresponding portion of the
network model (cropped by only retaining its users, sources
and pipes). The (estimated) supply of each part of the group
1s then set at block 518 to a total imnflow of the corresponding
inter-part pipes (1.¢., the sum of the flow entering the part
minus the flow leaving the part). The use of hydraulic
simulations (here and below) at intermediate stages of the
partitioning process (without waiting for 1ts completion)
makes 1t more robust. A residual demand of each part is then
calculated at block 519 as the difference between 1ts total
demand and estimated supply; when the residual demand 1s
strictly higher than zero, the part 1s under-supplied (with 1ts
residual demand that 1s still to be satisfied). Likewise, a
supply balance of each group 1s calculated at block 520 as
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the difference between its total capacity and its total demand;
when the supply balance 1s strictly positive, the group 1s
over-supplied and 1ts supply balance defines a residual
capacity of 1ts sources that may be used to supply other parts.

Atest1s made at block 522 to verily the occurrence of two
conditions, namely, (1) that all the parts have become part of
some group and (11) that only one group remains (i.e., all the
parts belong to a single group). If any of those two condi-
tions 1s not satisfied, the tlow of activity descends into block
524; at this point, the groups are sorted 1n descending order
of their residual capacity. Continuing to block 526, the
groups are scanned 1n succession (starting from the one with
the highest residual Capacity) The highest head of the
sources of the (current) group 1s compared at block 528 with

the minimum supply head of 1ts adjacent parts. The result of
this comparison 1s verified at block 530; 1f the highest head
of the group 1s strictly lower than the lowest minimum
supply head of the adjacent parts (imeaning that the group
may not supply any of the adjacent parts, and then it may not
be expanded), the flow of activity returns to the block 526
to take into account a next group.

Conversely, if the highest head of the group 1s higher than
or equal to the lowest minimum supply head of the adjacent
parts, meaning that the group (referred to as expanding
group) 1s suitable to be expanded, the flow of activity
descends into block 532 (for the sake of simplicity, the
exceptional case wherein no group may be expanded 1s not
taken into account). At thus point, a hydraulic simulation 1s
used to distribute the residual capacity of the expanding
group to its sources. The results of this simulation also
provide an early indication of hydraulic problems that may
occur 1n the expanding group, so they may be possibly fixed
at the earliest time. Particularly, for this purpose the velocity
of the water in each inter-part pipe of the expanding group
1s calculated (from the result of the corresponding hydraulic
simulation that has been run previously):

<

V=
Tr2

where v is the velocity, Q is flow and mr~ is the section. The
velocities of the inter-part pipes are compared at block 534
with a threshold velocity defining a maximum value thereof
that 1s acceptable (for example, 1-3 m/s).

If the velocity of one or more (stressed) inter-part pipes 1s
(possibly strictly) higher than the velocity threshold, the
(most stressed) inter-part pipe with the highest velocity 1s
identified at block 3536. For each other inter-part pipe (be-
tween the same parts of the most stressed inter-part pipe)
that 1s 1n the closed condition, a further stmulation 1s run of
the same portion of the network model corresponding to the
expanding group but with this inter-part pipe 1n the open
condition; the (new) velocity of the most stressed inter-part
pipe 1s then calculated as above at block 538. Continuing to
block 540, the (relieving) inter-part pipe providing the
highest reduction of the velocity of the most stressed inter-
part pipe 1s set to the open condition. The flow of activity
then returns to the block 534 to repeat the same operations
(by exploiting the simulation already run on the last version
of the same portion of the network model).

Referring back to the block 334, as soon as all the
velocities are (possibly strictly) lower than the velocity
threshold (and 1n any case before a pre-defined number of
attempts to relieve the most stressed inter-part pipes, for
example, 10-20, 1s exceeded), the tlow of activity descends
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into block 542; in this phase, the outtlow of each source of
the expanding group 1s calculated as the sum of the tlows of
the corresponding pipes. The residual capacity of each
source ol the expanding group 1s then calculated at block
544 as 1ts capacity minus 1ts outflow.

Continuing to block 546, a merit index (MI) 1s calculated
for each (candidate) pair formed by a source of the expand-
ing group and each adjacent part thereof; the merit index 1s
equal to the harmonic mean of a capacity merit factor (MFEc)

and a head merit factor (MFh):

2-MFc-MFh

MI =
MFc+ MFh

In turn, the capacity merit factor 1s equal to:

|min(RC, RD)|*
RC-RD

MFc =

wherein RC 1s the residual capacity of the source, RD 1s the
residual demand of the adjacent part, and min( ) 1s the
minimum operator; the capacity merit factor increases with
a matching between the residual capacity of the source and
the residual demand of the adjacent part (1.e., when a large
fraction of the residual capacity of the source may be
transferred to the adjacent part and a large fraction of the
residual demand of the adjacent part may be satisfied by the
source), with its maximum value (1) that 1s attained when
the residual capacity of the source 1s equal to the residual
demand of the adjacent part. Moreover, the head ment factor
1s equal to:

min(0, Hs — minH)

MFh=1— :
max(0, Hs — minFE)

The head merit factor increases with a matching between
the head of the source and the minimum supply head of the
adjacent part (1.e., when the head of the source 1s just enough
to supply the adjacent part), with 1ts maximum value (1) that
1s attained when the head of the source 1s equal to the
minimum supply head of the adjacent part. A (matching) pair
having the highest merit index 1s then 1dentified. Continuing
to block 548, the adjacent part (referred to as adding part) of
the matching pair 1s selected for adding to the expanding
group.

With reference now to block 550, the resistance is
retrieved of the path from the source of the matching pair
(referred to as transferring source) to each boundary node of
the adding part; the path with the lowest resistance 1s then
identified. Continuing to block 552, the inter-part pipe
between the expanding group and the adding part in the
lowest resistance path 1s set to the open condition. The
adding part and 1ts possﬂ:ﬂe group 1s merged at block 554
into the expanding group; in thus way, the adding part 1s
added to the expanding group at the same time ensuring that
all the groups are still disjoint. Accordingly, the supply
balance of the (imerged) expanding group 1s updated at block
556 by adding the (negative) supply balance of the group of
the adding part. Continuing to block 558, the supply of the
parts of the expanding group 1s estimated as above by
running a hydraulic simulation of the corresponding portion
of the network model (i.e., by calculating the flow at the
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peak time across each inter-part pipe of the expanding
group, and calculating the estimated supply of each part of
the expanding group as the sum of the mnflow of the
corresponding inter-part pipes); the (new) residual demand
of each part of the expanding group 1s then calculated again
as the difference between 1ts total demand and estimated
supply. The flow of activity then returns to the block 3522 to
repeat the same operations described above.

Referring back to the block 522, the above-described loop
1s exit by descending into block 560 as soon as all the parts
belong to one and the same (single) group; for the sake of
simplicity, 1t 1s assumed that in this case a single group
remains (similar considerations apply to the exceptional
cases wherein distinct groups may be supplied indepen-
dently). At this point, the group so obtained 1s verified to
ensure that 1t 1s acceptable from a hydraulic point of view.
For this purpose, the flow across each inter-part pipe and the
supply pressure of each user at the peak time are determined
by running a simulation of the network model (with the
inter-part pipes in the open/closed conditions determined
above), and the velocity of the water 1n each inter-part pipe
1s then calculated from its pressure as above. With reference
now to block 562, the velocities of the inter-part pipes are
compared with the same threshold velocity and the lowest
supply pressure of the users of each part 1s compared with
the corresponding minimum service pressure.

If the velocity of one or more (stressed) inter-part pipes 1s
(possibly strictly) higher than the velocity threshold and/or
the lowest supply pressure of one or more (deficient) parts
1s (possibly strictly) lower than the corresponding minimum
service pressure, a further test 1s made at block 564 to verily
the number of stressed inter-part pipes. If one or more
inter-part pipes are stressed, the (most stressed) inter-part
pipe with the highest velocity 1s 1dentified at block 566. For
cach other inter-part pipe (between the same parts of the
most stressed 1nter-part pipe) that 1s 1n the closed condition,
a simulation 1s run of the network model but with this
inter-part pipe in the open condition; the (new) velocity of
the most stressed inter-part pipe is then calculated as above
at block 3568. Continuing to block 570, the (relieving)
inter-part pipe providing the highest reduction of the veloc-
ity of the most stressed inter-part pipe 1s set to the open
condition. The flow of activity then descends into block 572;
the same point 1s also reached directly from the block 564
when no inter-part pipe 1s stressed. At this point, a test 1s
made to verity the number of deficient parts. If one or more
parts are deficient, the (most deficient) part with the highest
difference between the lowest supply pressure and the
mimmum service pressure 1s 1dentified at block 3574. For
cach inter-part pipe (between the part of the most deficient
part and any adjacent part thereof) that 1s in the closed
condition, a simulation 1s run of the network model but with
this inter-part pipe in the open condition; the (new) lowest
supply pressure of the most deficient part 1s then calculated
as above at block 576. Continuung to block 578, the (improv-
ing) inter-part pipe providing the highest increment of the
lowest supply pressure of the most deficient part 1s set to the
open condition.

The tflow of activity then descends into block 580; the
same point 1s also reached directly from the block 572 when
no part 1s deficient. At this point, a test 1s made to verily the
number of attempts that have been made to relieve the
stressed 1nter-part pipes and/or to improve the deficient
parts. If the number of attempts has reached a maximum
allowable value (for example, 5-10) the candidate partition
1s discarded at block 382 (since 1t does not allow satisty the
demands of the users with the required performance). Con-
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versely, the flow of activity returns to the block 562 to repeat
the same operations (by exploiting the simulation already
run on the last version of the network model). Referring
back to the block 562, if the velocity of all the inter-part
pipes 1s (possibly strictly) lower than the velocity threshold
and the lowest supply pressure of all the parts 1s (possibly
strictly) higher than the corresponding mimimum service
pressure, the obtained configuration of the candidate parti-
tion 1s accepted at block 584; particularly, an intercepting
valve 1s arranged at each inter-part pipe in the closed
condition and a regulating valve (or a turbine) 1s arranged at
cach inter-part pipe in the open condition. The flow of
activity then merges at block 586 from either the block 582
or the block 584; at this point, a test 1s made to verily
whether all the candidate partitions have been processed. I
not the flow of activity returns to the block 508 to repeat the
same operations for a next candidate partition.

Conversely, as soon as all the candidate partitions have
been processed, the tlow of activity descends into block 588
that implements the optimization phase of the partitioning
process (for optimizing the candidate partitions in terms of
setting of their regulating valves); for example, 1n each
candidate partition the regulating valves (or turbines) are set
so as to optimize the pressure supplying each part (and
possibly to maximize the generated energy). One of the
candidate partitions 1s then selected at block 590 according
to one or more selection criteria; for example, the selection
criteria may be based on a cost in terms of the required
intercepting valves, on an estimated reduction of the leak-
ages, on a possible return 1n terms of energy that may be
generated by the turbines and/or on a reduction of hydraulic
reliability (for example, as described 1n the above-men-

tioned document by De Paola et al.). The partitioming
process then ends at the concentric white/black stop circles
592.

Naturally, 1n order to satisiy local and specific require-
ments, a person skilled i1n the art may apply many logical
and/or physical modifications and alterations to the present
disclosure. More specifically, although this disclosure has
been described with a certain degree of particularity with
reference to one or more embodiments thereof, 1t should be
understood that wvarious omissions, substitutions and
changes 1n the form and details as well as other embodi-
ments are possible. Particularly, different embodiments of
the present disclosure may even be practiced without the
specific details (such as the numerical values) set forth 1n the
preceding description to provide a more thorough under-
standing thereof; conversely, well-known features may have
been omitted or simplified 1 order not to obscure the
description with unnecessary particulars. Moreover, 1t 1s
expressly intended that specific elements and/or method
steps described in connection with any embodiment of the
present disclosure may be incorporated in any other embodi-
ment as a matter of general design choice. In any case,
ordinal or other qualifiers are merely used as labels to
distinguish elements with the same name but do not by
themselves connote any priority, precedence or order. More-
over, the terms 1nclude, comprise, have, contain and ivolve
(and any forms thereof) should be intended with an open,
non-exhaustive meaning (1.., not limited to the recited
items), the terms based on, dependent on, according to,
function of (and any forms thereof) should be intended as a
non-exclusive relationship (1.e., with possible further vari-
ables mvolved), the term a/an should be intended as one or
more 1items (unless expressly indicated otherwise), and the
term means for (or any means-plus-function formulation)




UsS 10,134,090 B2

13

should be intended as any entity or structure suitable for
carrying out the relevant function.

For example, an embodiment provides a method for
configuring a network of interconnected sources and users of
a commodity. The method comprises the following steps. A
partition 1s provided of the users 1into a plurality of disjoints
parts (each one comprising one or more interconnected
users); each inter-part connection between diflerent parts 1s
set to a closed condition. A grouping at least partial of the
sources and parts into a plurality of disjoint groups (each one
comprising one or more interconnected sources and parts) 1s
initialized. The method then involves repeating the follow-
ing steps. An enlarging group i1s selected among the groups
being over-supplied (by having a residual capacity indica-
tive of an excess of a supply balance thereot, based on the
difference between a total capacity of the corresponding
sources and a total demand of the corresponding users); the
enlarging group 1s selected i1n decreasing order of the
residual capacity of the over-supplied groups. An adding
part 1s selected among the parts adjacent to the enlarging
group being under-supplied (by having a non-zero residual
demand based on the difference between a total demand of
the corresponding users and an estimated supply of the part
by the sources); the adding part 1s selected 1n decreasing
order of a matching of the residual demand of the under-
supplied parts with the residual capacity of the expanding
group. The adding part and the possible group thereof is
merged 1nto the enlarging group, by setting at least one
inter-part connection between the adding part and the
expanding group to an open condition. The supply balance
of the merged enlarging group and the residual demand of
the parts thereot are updated according to the merging. The
above-mentioned steps are repeated until all the parts belong
to a single group. An arrangement ol one or more intercept-
ing/regulating elements 1s determined according to the con-
ditions of the connections.

However, the network may be of any type, with any
number and type of sources, users and connections (see
below), and 1t may be configured with any number and type
of intercepting/regulating elements (for example, valves,
turbines, taps, gates). The method may be applied to any
number (one or more) of partitions of the network (each one
with any number of parts), which partitions may be gener-
ated 1n any way (for example, with a standard k-mean
algorithm ); more generally, the same method may be applied
to the three-step partitioning process described above, to a
two-step partitioning process (without any optimization), or
even to a single partition. The specific steps of the above-
mentioned method may be implemented 1n different ways
(see below).

In an embodiment, said imitializing a grouping of the
sources and parts comprises creating a group for each source
(with the group that comprises the source and each part
directly connected thereto); the groups sharing a same
source and/or a same part are merged.

However, the groups may be initialized in another way;
for example, the same result may also be achieved by further
creating a distinct group for each part that 1s not directly
supplied by any source.

In an embodiment, said iitializing a grouping of the
sources and parts comprises the following steps for each
group. A tlow 1s estimated across each inter-part connection
of the group; the estimated supply of each part of the group
1s set according to the sum of the flow of the corresponding
inter-part connections entering the part.

However, this result may be achieved by running a
simulation 1n any way of the corresponding portion of any
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model of the network. Alternatively, the supply of the parts
of the group may be estimated with a heuristic technique.
For example, the total capacity of the group i1s used to satisty
in succession first 1ts internal parts (1.e., whose adjacent parts
all belong to the same group) and then its boundary parts
(1.e., having one or more adjacent parts that do not belong to
the same group). More specifically, the total capacity of the
group 1s used to satisiy the internal parts in proportion to
their total demand (at most up to 1t). Once the total demand
of the internal parts has been satisfied completely, any
remains of the total capacity of the group 1s used to satisiy
the boundary parts again 1n proportion to their total demand.
This favors the internal parts that are more diflicult to be
supplied from outside the group.

In an embodiment, said selecting an enlarging group
comprises skipping each group that has a highest supply
energy (among a supply energy of 1ts sources) lower than a
corresponding minimum supply energy required by all the
under-supplied parts adjacent to the group.

However, the supply energy may be defined by the head,
the elevation or a combination thereof; mn any case, the
possibility of always selecting the most over-supplied group
1s not excluded.

In an embodiment, said selecting an adding part com-
prises the following operations. The total demand of the
expanding group 1s distributed throughout the sources
thereof. A residual capacity of each source of the enlarging
group 1s calculated according to the diflerence between the
capacity ol the source and the total demand distributed
thereto. A matching pair 1s selected among one or more
candidate pairs formed by each source of the expanding
group and each under-supplied part adjacent to the expand-
ing group; the matching pair 1s selected according to a
comparison between the residual capacity of the source and
the residual demand of the under-supplied part of the can-
didate pairs.

However, the total demand of the expanding group may
be distributed throughout its sources 1n any way (see below);
moreover, the matching pair may be selected according to
any capacity factor (for example, based on a normalized
difference or ratio). More generally, the adding part may be
selected 1n different ways (for example, simply comparing
the residual demand of the adjacent parts with the residual
capacity of the enlarging group).

In an embodiment, said distributing the demands of the
users comprises estimating an outtlow of each source of the
expanding group, and distributing the total demand of the
expanding group to each source thereol according to the
corresponding outtlow.

However, the total demand of the expanding group may
be distributed throughout its sources again by running a
simulation 1n any way of the corresponding portion of any
model of the network (for example, by running the simula-
tion of all the groups before selecting the expanding group)
or by heuristic techniques.

In an embodiment, said distributing the total demand of
the expanding group comprises the following steps. A stress
1s estimated of each inter-part connection of the expanding
group. For each most stressed connection of the inter-part
connections of the enlarging group (whose stress 1s higher
than a stress threshold) at least one relieving connection 1s
selected among the inter-part connections between the parts
of the most stressed connection for reducing the stress
thereof. Fach relieving connection 1s set to the open condi-
tion.

However, the same procedure may be applied by discard-
ing the partition when the most stressed connections may not
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be relieved, or even without any attempt to relieve them:;
more generally, the demands of the users may be distributed
to the sources 1n different ways (for example, simply uni-
formly).

In an embodiment, said selecting an adding part com-
prises selecting the adding part further in decreasing order of
a matching of the corresponding minimum supply energy
required by the under-supplied parts with the supply energy
of the sources of the expanding group.

However, the supply energy may be used to select the
adding part 1n any way (see below); 1n any case, different,
additional or alternative attributes (for example, the dis-
tance) may be taken into account for selecting the adding
part (down to the sole supply balance).

In an embodiment, said selecting an adding part com-
prises selecting the matching pair further according to a
comparison between the supply energy of the source and the
mimmum supply energy required by the under-supplied part
of the candidate pairs.

However, the matching pair may be selected according to
any energy lactor (for example, based on a normalized
difference or ratio of the heads only, the elevations only or
both of them), which may combined with the capacity factor
in any way (for example, their arithmetic or geometric
mean).

In an embodiment, said merging the group of the adding
part into the enlarging group comprises the following steps.
A lowest resistance path 1s determined from the source of the
matching pair to the adding part; the inter-part connection
between the expanding group and the adding part in the
lowest resistance path 1s set to the open condition.

However, the resistance of each connection may be
defined 1n any way (for example, simply by their length). In
any case, the inter-part connections to be opened may be 1n
any number (from one to all) and selected in different ways
(for example, randomly).

In an embodiment, said updating the supply balance of the
merged enlarging group and the residual demand of the parts
thereol comprises estimating a flow across each inter-part
connection of the merged expanding group, and setting the
estimated supply of each part thereol according to the
difference between the sum of the flow of the corresponding
inter-part connections entering the part and the total demand
of the part.

However, the supply balance and the residual demands
may be updated again by running a simulation 1n any way of
the corresponding portion of any model of the network or by
heuristic techniques (for example, according to a transierred
flow that 1s calculated as the lower value between the
residual capacity of the transierring source and the residual
demand of the adding part).

In an embodiment, the method further comprises the
following steps. A further stress 1s estimated of each inter-
part connection of the network. For each further most
stressed connection of the inter-part connections of the
network whose further stress 1s higher than a further stress
threshold, at least one further relieving connection 1s
selected among the inter-part connections between the parts
of the further most stressed connection for reducing the
turther stress thereof. Each further relieving connection is
set to the open condition. In addition or in alternative, a
lowest supply pressure 1s estimated of the users of each part
of the network. For each most deficient part of the parts of
the network whose lowest supply pressure 1s lower that a
corresponding minimum supply pressure required by the
part, at least one improving connection 1s selected among the
connections between the most deficient part and each part
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adjacent to the most deficient part for increasing the lowest
supply pressure thereof. Each improving connection 1s set to
the open condition.

However, the partition may always be accepted after a
predetermined number of attempts to relieve the further
most stressed connections and/or to improve the most defi-
cient parts, or even without any attempt to relieve/improve
them. More generally, the configuration of the network may
involve additional, different or alternative operations (for
example, to reduce the leakages).

In an embodiment, the network 1s a water distribution
network.

However, the network may be used to distribute any type
of water (for example, fresh water) to any kind of nodes (for
example, industrial or commercial establishments, fire
hydrants). In any case, the same method may also be applied
to different networks (for example, gas distribution net-
works).

Generally, similar considerations apply 1f the same solu-
tion 1s 1mplemented with an equivalent method (by using
similar steps with the same functions of more steps or
portions thereol, removing some steps being non-essential,
or adding further optional steps); moreover, the steps may be
performed 1n a different order, concurrently or 1n an inter-
leaved way (at least in part).

A further embodiment provides a computer program,
which 1s configured for causing a computing system to
perform the steps of the above-described method. A further
embodiment provides a computer program product compris-
ing a non-transitory computer readable medium embodying
a computer program, which computer program 1s loadable
into a working memory of a computing system thereby
configuring the computing system to perform the same
method.

However, the computer program may be implemented as
a stand-alone module, as a plug-in for a pre-existing sofit-
ware program (for example, a partitioner that 1s already
available), or even directly 1n the latter. As will be appre-
ciated by one skilled in the art, aspects of the present
invention may be embodied as a system, method or com-
puter program product. Accordingly, aspects of the present
invention may take the form of an enftirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combimng software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in
one or more computer readable medium(s) having computer
readable program code embodied thereon. Any combination
of one or more computer readable medium(s) may be
utilized. The computer readable medium may be a computer
readable signal medium or a computer readable storage
medium. A computer readable storage medium may be, for
example, but not limited to, an electronic, magnetic, optical,
clectromagnetic, infrared, or semiconductor system, appa-
ratus, or device, or any suitable combination of the forego-
ing. More specific examples (a non-exhaustive list) of the
computer readable storage medium would include the fol-
lowing: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
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medium may be any tangible medium that can contain, or
store a program for use by or 1n connection with an instruc-
tion execution system, apparatus, or device. A computer
readable signal medium may include a propagated data
signal with computer readable program code embodied
therein, for example, in base-band or as part of a carrier
wave. Such a propagated signal may take any of a variety of
forms, including, but not limited to, electro-magnetic, opti-
cal, or any suitable combination thereof. A computer read-
able signal medium may be any computer readable medium
that 1s not a computer readable storage medium and that can
communicate, propagate, or transport a program for use by
or 1 connection with an struction execution system,
apparatus, or device. Program code embodied on a computer
readable medium may be transmitted using any appropriate
medium, including but not limited to wireless, wireline,
optical fiber cable, RF, etc., or any suitable combination of
the foregoing. Computer program code for carrying out
operations for aspects ol the present mmvention may be
written 1n any combination of one or more programming,
languages, including an object oriented programming lan-
guage such as Java, Smalltalk, C++ or the like and conven-
tional procedural programming languages, such as the “C”
programming language or similar programming languages.
The program code may execute entirely on the relevant
computer, as a stand-alone software package, partly on this
computer and partly on a remote computer or entirely on the
remote computer. In the latter scenario, the remote computer
may be comnected to the computer through any type of
network, including a local area network (LAN) or a wide
arca network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). Aspects of the present inven-
tion have been described with reference to flowchart illus-
trations and/or block diagrams of methods, apparatus (sys-
tems) and computer program products according to
embodiments of the invention. It will be understood that
cach block of the tlowchart illustrations and/or block dia-
grams, and combinations of blocks 1n the flowchart 1llustra-
tions and/or block diagrams, can be implemented by com-
puter program 1instructions. These computer program
instructions may be provided to a processor of a general
purpose computer, special purpose computer, or other pro-
grammable data processing apparatus to produce a machine,
such that the instructions, which execute via the processor of
the computer or other programmable data processing appa-
ratus, create means for implementing the functions/acts
specified 1n the flowchart and/or block diagram block or
blocks. These computer program instructions may also be
stored 1n a computer readable medium that can direct a
computer, other programmable data processing apparatus, or
other devices to function 1n a particular manner, such that the
istructions stored in the computer readable medium pro-
duce an article of manufacture including instructions which
implement the function/act specified 1n the flowchart and/or
block diagram block or blocks. The computer program
instructions may also be loaded onto a computer, other
programmable data processing apparatus, or other devices to
cause a series of operational steps to be performed on the
computer, other programmable apparatus or other devices to
produce a computer implemented process such that the
instructions which execute on the computer or other pro-
grammable apparatus provide processes for implementing
the functions/acts specified in the flowchart and/or block
diagram block or blocks.
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A further embodiment provides a system comprising
means configured for performing the steps of the same
method.

However, the method may also be carried out on a system
based on a different architecture (for example, a local, wide
area, global, cellular or satellite network), and exploiting
any type of (wired and/or wireless) connections. It would be
readily apparent that 1t 1s also possible to deploy the same
solution as a service that 1s accessed through a network (such
as 1n the Internet). Fach computing machine may have
another structure or may comprise similar elements; more-
over, 1t 1s possible to replace the computing machine with
any code execution entity, either based on a physical
machine or a virtual machine (such as a tablet, a mobile
phone, and the like), or with a combination of multiple
entities (such as a multi-tier architecture, a grid computing
infrastructure, and the like).

Generally, similar considerations apply 1f the system has
a different structure or comprises equivalent components, or
it has other operative characteristics. In any case, every
component thereol may be separated into more elements, or
two or more components may be combined together 1nto a
single element; moreover, each component may be repli-
cated to support the execution of the corresponding opera-
tions 1n parallel. Moreover, unless specified otherwise, any
interaction between different components generally does not
need to be continuous, and 1t may be either direct or indirect
through one or more intermediaries.

The mnvention claimed 1s:

1. A method for configuring a network of mterconnected
sources and users ol a commodity, the method comprising:

providing a partition of the users into a plurality of

disjoints parts each one comprising one or more nter-

connected users, each inter-part connection between

different parts being set to a closed condition;

imitializing a grouping at least partial of the sources and
parts mto a plurality of disjoint groups each one com-
prising one or more mnterconnected sources and parts;
repeating:

selecting an enlarging group among the groups being
over-supplied by having a residual capacity indica-
tive of an excess of a supply balance thereof based on
the difference between a total capacity of the corre-
sponding sources and a total demand of the corre-
sponding users, the enlarging group being selected in
decreasing order of the residual capacity of the
over-supplied groups,

selecting an adding part among the parts adjacent to the
enlarging group being under-supplied by having a
non-zero residual demand based on the difference
between a total demand of the corresponding users
and an estimated supply of the part by the sources,
the adding part being selected in decreasing order of
a matching of the residual demand of the under-
supplied parts with the residual capacity of the
enlarging group,

merging the adding part into the enlarging group by
setting at least one 1nter-part connection between the
adding part and the enlarging group to an open
condition,

updating the supply balance of the merged enlarging

group and the residual demand of the parts thereof
according to the merging,
until all the parts belong to a single group; and
configuring the network by determining an arrangement
of one or more intercepting elements according to the
conditions of the inter-part connections.
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2. The method according to claim 1, wherein said 1nitial-
1zing a grouping of the sources and parts comprises:

creating a group for each source, the group comprising the

source and each part directly connected thereto; and
merging the groups sharing a same source and/or a same
part.

3. The method according to claim 1, wherein said 1nitial-
1zing a grouping of the sources and parts comprises, for each
group:

estimating a flow across each inter-part connection of the

group; and

setting the estimated supply of each part of the group

according to the sum of the flow of the corresponding
inter-part connections entering the part.

4. The method according to claim 1, wherein said select-
ing an enlarging group comprises:

skipping each group having a highest supply energy

among a supply energy of the sources of the group
lower than a corresponding minimum supply energy
required by all the under-supplied parts adjacent to the
group.

5. The method according to claim 1, wherein said select-
ing an adding part comprises:

distributing the total demand of the enlarging group

throughout the sources thereof;

calculating a residual capacity of each source of the

enlarging group according to the diflerence between the
capacity of the source and the total demand distributed
thereto; and

selecting a matching pair among one or more candidate

pairs formed by each source of the enlarging group and
cach under-supplied part adjacent to the enlarging
group, the matching pair being selected according to a
comparison between the residual capacity of the source
and the residual demand of the under-supplied part of
the candidate pairs.

6. The method according to claim 5, wherein said dis-
tributing the total demand of the enlarging group comprises:

estimating an outtlow of each source of the enlarging

group; and

distributing the total demand of the enlarging group to

cach source thereol according to the corresponding
outflow.
7. The method according to claim 6, wherein said dis-
tributing the total demand of the enlarging group comprises:
estimating a stress of each inter-part connection of the
enlarging group,
selecting, for each most stressed connection of the inter-part
connections of the enlarging group whose stress 1s higher
than a stress threshold, at least one relieving connection
among the inter-part connections between the parts of the
most stressed connection for reducing the stress thereof; and
setting each relieving connection to the open condition.
8. The method according to claim 5, wherein said select-
ing an adding part comprises:
selecting the adding part further in decreasing order of a
matching of the corresponding minimum supply energy
required by the under-supplied parts with the supply
energy of the sources of the enlarging group.
9. The method according to claim 8, wherein said select-
ing an adding part comprises:
selecting the matching pair further according to a com-
parison between the supply energy of the source and the
minimum supply energy required by the under-supplied
part of the candidate pairs.
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10. The method according to claim 5, wherein said
merging the group of the adding part into the enlarging
group Comprises:

determiming a lowest resistance path from the source of

the matching pair to the adding part; and

setting the inter-part connection between the enlarging

group and the adding part 1in the lowest resistance path
to the open condition.

11. The method according to claam 1, wherein said
updating the supply balance of the merged enlarging group
and the residual demand of the parts thereof comprises:

estimating a tlow across each inter-part connection of the

merged enlarging group and setting the residual
demand of each part thereof according to the difference
between the sum of the flow of the corresponding
inter-part connections entering the part and the total
demand of the part.

12. The method according to claim 1, further comprising;:

estimating a further stress of each inter-part connection of

the network;

selecting, for each further most stressed connection of the

inter-part connections of the network whose further
stress 15 higher than a further stress threshold, at least
one further relieving connection among the inter-part
connections between the parts of the further most
stressed connection for reducing the further stress
thereof;

setting each further relieving connection to the open

condition;

estimating a lowest supply pressure of the users of each

part of the network;

selecting for each most deficient part of the parts of the

network whose lowest supply pressure 1s lower that a
corresponding minimum supply pressure required by
the part, at least one 1improving connection among the
inter-part connections between the most deficient part
and each part adjacent to the most deficient part for
increasing the lowest supply pressure thereotf; and
setting each improving connection to the open condition.

13. The method according to claim 1, wherein the network
1s a water distribution network.

14. A computer program product comprising a non-
transitory computer readable medium embodying a com-
puter program configured to cause a computing system to
perform, when the computer program 1s executed on the
computing system, steps of:

providing a partition of the users into a plurality of

disjoints parts each one comprising one or more nter-
connected users, each inter-part connection between
different parts being set to a closed condition;
imitializing a grouping at least partial of the sources and
parts mto a plurality of disjoint groups each one com-
prising one or more mnterconnected sources and parts;
repeating;:
selecting an enlarging group among the groups being
over-supplied by having a residual capacity indica-
tive of an excess of a supply balance thereof based on
the difference between a total capacity of the corre-
sponding sources and a total demand of the corre-
sponding users, the enlarging group being selected in
decreasing order of the residual capacity of the
over-supplied groups,
selecting an adding part among the parts adjacent to the
enlarging group being under-supplied by having a
non-zero residual demand based on the difference
between a total demand of the corresponding users
and an estimated supply of the part by the sources,
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the adding part being selected in decreasing order of
a matching of the residual demand of the under-
supplied parts with the residual capacity of the
enlarging group,

merging the adding part into the enlarging group by °
setting at least one inter-part connection between the

adding part and the enlarging group to an open
condition,

updating the supply balance of the merged enlarging
group and the residual demand of the parts thereof
according to the merging,

until all the parts belong to a single group; and

configuring the network by determining an arrangement
ol one or more 1ntercepting elements according to the
conditions of the inter-part connections.

15. A computing system comprising:

a processor and memory combined with the processor,
wherein the memory has computing instructions stored
thereimn that are configured to cause the computing
system to perform, when the computing instructions are
executed by the processor, steps of:

providing a partition of the users into a plurality of
disjoints parts each one comprising one or more inter-
connected users, each inter-part connection between
different parts being set to a closed condition;

initializing a grouping at least partial of the sources and
parts 1nto a plurality of disjoint groups each one com-
prising one or more nterconnected sources and parts;

repeating:
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selecting an enlarging group among the groups being
over-supplied by having a residual capacity indica-
tive of an excess of a supply balance thereof based on
the difference between a total capacity of the corre-
sponding sources and a total demand of the corre-
sponding users, the enlarging group being selected in
decreasing order of the residual capacity of the
over-supplied groups,

selecting an adding part among the parts adjacent to the
enlarging group being under-supplied by having a
non-zero residual demand based on the difference
between a total demand of the corresponding users
and an estimated supply of the part by the sources,
the adding part being selected in decreasing order of
a matching of the residual demand of the under-
supplied parts with the residual capacity of the
enlarging group,

merging the adding part into the enlarging group by
setting at least one inter-part connection between the
adding part and the enlarging group to an open
condition,

updating the supply balance of the merged enlarging
group and the residual demand of the parts thereof
according to the merging,

until all the parts belong to a single group; and
configuring the network by determining an arrangement
ol one or more ntercepting elements according to the
conditions of the inter-part connections.
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