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1

ATHLETIC ATTRIBUTE DETERMINATIONS
FROM IMAGE DATA

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application Ser. No. 61/783,328, entitled “Athletic Attribute
Determinations from Image Data,” filed Mar. 14, 2013, and
U.S. Provisional Application Ser. No. 61/908,585, entitled
“Athletic Attribute Determinations from Image Data,” filed
Nov. 25, 2013, each of which are incorporated by reference
in their entirety in this application.

BACKGROUND

Athletes, both amateur and professional, often desire to
improve their performance for a particular sport or athletic
activity. In addition to improving physical prowess, athletes
may see large sport-specific improvements with drills
directed towards vision, reaction time, or other abilities.
Improper use of equipment or devices may actually lower
athletic performance. Similarly, incorrectly administering
drills or routines can also prevent the athlete to be properly
trained and/or lead to a false conclusion that an athlete 1s not
performing to threshold level.

Many athletes and trainers, therefore, are often unable to
accurately determine athletic attributes and performance
levels of the athlete. This causes difficulty in training the
athlete as well as accurately comparing the athlete’s pertor-
mance to others. Existing options include requiring the
athlete to travel to a specific location (often hundreds of
miles away) to a specific facility on a specific date to
conduct a series of drills that will permit a more accurate
determination of theiwr abilities and performance level.
Unfortunately, the athlete may not be able to aflord the trip
and/or be available on the specific date. Additionally, the
athlete may have a sub-par performance on one day and thus
be considered well-below their actual performance level.
This often leads to athletes not attending these events, and
as such, continue to misjudge their performance of specific
activities and drills. Therefore, despite heavy training, the
athlete may not be mmproving in the proper areas in an
eilicient manner.

Therefore, 1n view of the foregoing, improved systems
and methods are desirable. Aspects of this disclosure are
directed towards novel systems and methods that address
one or more of these deficiencies. Further aspects relate to
mimmizing other shortcomings in the art.

BRIEF SUMMARY

The following presents a simplified summary 1n order to
provide a basic understanding of some aspects of the dis-
closure. The summary 1s not an extensive overview of the
disclosure. It 1s neither intended to identity key or critical
clements of the disclosure nor to delineate the scope of the
disclosure. The following summary merely presents some
concepts of the disclosure 1n a simplified form as a prelude
to the description below.

Aspects of this disclosure relate to processing of data
taken while a user performs an athletic activity to determine
athletic attributes. Image data, such as video, of an athlete
performing physical activity may be utilized to determine
one or more attributes. In certain embodiments, a triggering
event may be used to instruct or prompt the athlete to
perform a predefined physical activity. Whether to imple-
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2

ment a triggering event and/or what trigger(s) may be
utilized as part of the triggering event may depend on the
physical activity, location of the trigger and/or user, a user
input, predefined computer-executable instructions located
on a non-transitory computer-readable medium, or combi-
nations thereof. A trigger flag associated with the timing of
the triggering event may be correlated with corresponding
image data.

Further aspects of this disclosure relate to processing
image data of the athlete performing the physical activity.
Image data may be processed to determine whether one or
more movements of objects represented by 1mage data meet
a threshold criterion. Exemplary criterion may include a
movement criterion and a movement quality criterion. In
one embodiment, a first criterion may serve as a filter that
identifies certain images that may be of interest and the
second criterion may further identifies what data within this
group fits a more stringent criteria. In yet another embodi-
ment, the first and second criteria may be independent. A
first threshold may detect whether a first body portion
moved. The selection and/or utilization of the one or more
portions of the athlete’s body represented within the image
data may be based on the predetermined physical activity,
user mput, historical data, and combinations thereof among
others.

One or more 1image capturing devices may capture images
at different or variable frame rates. For example, an image
capturing device may capture images at a variable rate
between 30-240 frames per second (Ips). Therefore, deter-
minations of movement (and/or movement quality) may
utilize rate of capture information to accurately determine
time 1ntervals between frames of data that may be separated
by uneven periods of time.

In certain 1mplementations, landmarks/distance calibra-
tions may be utilized from time-stamped 1mage data to allow
for precise measuring of performance. For example, objects
represented by 1mage data may be utilized to determine
whether movement thresholds are met. For example, mark-
ings on a field (such as yard lines) may be used to calibrate
distance measurements. In certain embodiments, objects
may be i1dentified and upon identification, used 1n calibration
processes. Such calibration techniques are not limited to
stationary objects. In certain embodiments, the predeter-
mined physical activity may be used (either in whole or 1n
part) to select which body portion(s) are utilized and/or
whether the movement of the portion(s)—as represented
within the captured image data—meet a threshold. In certain
embodiments, systems and methods may be implemented
that utilize a diflerent body portion based upon characteris-
tics of the image data.

The mmage data utilized for i1dentitying thresholds and
determinations relating to whether thresholds are met may
be adjusted. For example, different angles or perspectives
may allow different metrics to be used. Similarly quality of
different 1mages may warrant different approaches to be
taken. In one embodiment, at least a portion of the image
data may be processed to 1dentily an 1nitiation image, which
may be the image 1n which the athlete first moves and/or the
image 1n which a game or activity 1s imitiated, regardless of
whether the user moves.

A performance attribute of the athlete may be determined
from the threshold information as well as other 1mage-
derived data. As one example, an 1nitiation 1image (alone or
in combination with another 1mage) may be used to deter-
mine at least one performance attribute of the athlete.
Example attributes may include, but are not limited to:
speed, reaction, endurance, and combinations thereof.
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A physical activity duration based upon the initiation
image and a completion 1mage may be calculated. Such

information may be used to determine velocity, acceleration,
tempo, pace, or a combination thereof. Determinations of an
attribute may utilize data obtained from one or more other
sensors that are not used to capture the image data. Further,
alterations of the image data responsive to external stimuli
may be considered.

Further aspects may be utilized to calculate an athletic
rating of the user. In certain embodiments, a rating may be
a sport-specific athletic rating. For example, a single athlete
may have a diflerent rating for football and running rating
score.

These and other aspects of the embodiments are discussed
in greater detail throughout this disclosure, including the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure 1s 1illustrated by way of example
and not limited 1n the accompanying figures 1n which like
reference numerals imndicate similar elements and 1 which:

FIG. 1 1illustrates an example of a system that may be
configured to provide personal training and/or obtain data
from the physical movements of a user 1n accordance with
example embodiments;

FIG. 2 1llustrates an example computer device that may be
part of or in communication with the system of FIG. 1.

FIG. 3 shows an 1llustrative sensor assembly that may be
worn by a user 1n accordance with example embodiments;

FIG. 4 shows another example sensor assembly that may
be worn by a user in accordance with example embodi-
ments;

FIG. 5 shows illustrative locations for sensory input
which may iclude physical sensors associated with a user’s
clothing and/or be based upon 1dentification of relationships
between two moving body parts of the user;

FIG. 6 1s a flowchart of an example method that may be
utilized to determine athletic attributes from 1mage data in
accordance with one exemplary embodiment;

FIGS. 7A and 7B show an example activity space com-
prising illustrative test elements;

FIG. 8 1s a flowchart of an example method that may be
implemented to generate an athleticism rating or score in
accordance with certain embodiments:

FIG. 9 1s a flowchart of an example method that may be
implemented to generate an athleticism rating using 1maging
data 1n accordance with certain embodiments

FIGS. 10A-101 show example user interfaces (UI) that
may be used in association with example embodiments.
Specifically, FIG. 10A shows an example Ul An example Ul
configured to permit a user to capture image data at one or
more frame rates; FIG. 10B shows a Ul with a user-
selectable element configured to permait the selection of a
different frame rate; FIG. 10C shows a Ul element being
altered based upon an interaction with another element of
the Ul or a function of the Ul being enabled; FIG. 10D
shows an example implementation of ceasing the capturing
of 1image data from an example Ul 1n accordance with one
embodiment; FIG. 10E shows an example Ul in which
captured 1mages captured at two or more frame rates may be
associated with a timeline; FIG. 10F 1s an example Ul that
comprises one or more markers for marking boundaries of
sequential images; FIG. 10G shows example timer markers
that may be provided on a Ul upon activation of a timer
element 1n accordance with one embodiment; FIG. 10H
shows example slider elements that may be adjusted to
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indicate positions of images data in relation to the timing
function; and FIG. 101 shows an example output of image

data comprising 1mage data obtained at two or more frame
rates and further includes an indication of time overlaid on
the 1mage data.

DETAILED DESCRIPTION

Aspects of this disclosure relate to determining athletic
attributes of an athlete from 1mage data. One or more
determinations may be based alterations of image data
between diflerent images (or frames), such as alterations in
pixels representing objects or portions of objects. Image data
may be utilized to determine whether certain thresholds are
met. Various threshold levels may be applied to one or more
objects represented 1n the 1image data. In certain implemen-
tations, an athlete’s performance of a physical activity, such
as lfor example, a sprint or agility dnll, or battery of
ficld-based tests, may be analyzed according to image data.
In certain implementations, landmarks/distance calibrations
may be utilized from time-stamped 1image data to allow for
precise measuring ol performance (including, but not lim-
ited to: sprint or agility times, tlight time for vertical jump,
distance for throws). Data retrieved or derived from the
image data may be used 1n scoring and/or ranking athletes.
Such data may be used to provide training advice or regimes
to the athletes or other individuals, such as coaches or
trainers.

In the following description of the various embodiments,
reference 1s made to the accompanying drawings, which
form a part hereof, and in which 1s shown by way of
illustration various embodiments in which the disclosure
may be practiced. It 1s to be understood that other embodi-
ments may be utilized and structural and functional modi-
fications may be made without departing {rom the scope and
spirit of the present disclosure. Further, headings within this
disclosure should not be considered as limiting aspects of
the disclosure. Those skilled 1n the art with the benefit of this
disclosure will appreciate that the example embodiments are
not limited to the example headings.

Aspects of this disclosure nvolve obtaining, storing,
and/or processing athletic data relating to the physical
movements of an athlete. The athletic data may be actively
or passively sensed and/or stored in one or more non-
transitory storage mediums. Still further aspects relate to
using athletic data to generate an output, such as {for
example, calculated athletic attributes, feedback signals to
provide guidance, and/or other information. These and other
aspects will be discussed 1n the context of the following
illustrative examples of a personal training system.

I. Example Personal Training System

A. Illustrative Networks

Aspects of this disclosure relate to systems and methods
that may be utilized across a plurality of networks. In this
regard, certain embodiments may be configured to adapt to
dynamic network environments. Further embodiments may
be operable 1n differing discrete network environments. FIG.
1 illustrates an example of a personal training system 100 1n
accordance with example embodiments. Example system
100 may include one or more interconnected networks, such
as the 1llustrative body area network (BAN) 102, local area
network (LAN) 104, and wide area network (WAN) 106. As
shown 1n FIG. 1 (and described throughout this disclosure),
on or more networks (e.g., BAN 102, LAN 104, and/or
WAN 106), may overlap or otherwise be inclusive of each
other. Those skilled in the art will appreciate that the
illustrative networks 102-106 are logical networks that may
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cach comprise one or more different communication proto-
cols and/or network architectures and yet may be configured
to have gateways to each other or other networks. For
example, each of BAN 102, LAN 104 and/or WAN 106 may
be operatively connected to the same physical network
architecture, such as cellular network architecture 108 and/
or WAN architecture 110. For example, portable electronic
device 112, which may be considered a component of both
BAN 102 and LAN 104, may comprise a network adapter or
network interface card (NIC) configured to translate data
and control signals into and from network messages accord-
ing to one or more communication protocols, such as the
Transmission Control Protocol (TCP), the Internet Protocol
(IP), and the User Datagram Protocol (UDP) through one or
more of architectures 108 and/or 110. These protocols are
well known 1n the art, and thus will not be discussed here 1n
more detail.

Network architectures 108 and 110 may include one or
more mformation distribution network(s), of any type(s) or
topology(s), alone or in combination(s), such as {for
example, cable, fiber, satellite, telephone, cellular, wireless,
etc. and as such, may be variously configured such as having
one or more wired or wireless communication channels
(including but not limited to: WiFi®, Bluetooth®, Near-
Field Communication (NFC) and/or ANT technologies).
Thus, any device within a network of FIG. 1, (such as
portable electronic device 112 or any other device described
herein) may be considered inclusive to one or more of the
different logical networks 102-106. With the foregoing in
mind, example components of an illustrative BAN and LAN
(which may be coupled to WAN 106) will be described.

I. Example Local Area Network

LAN 104 may include one or more electronic devices,
such as for example, computer device 114. Computer device
114, or any other component of system 100, may comprise
a mobile terminal, such as a telephone, music player, tablet,
netbook or any portable device. In other embodiments,
computer device 114 may comprise a media player or
recorder, desktop computer, server(s), a gaming console,
such as for example, a Microsoit® XBOX, Sony® Playsta-
tion, and/or a Nintendo® Wi1 gaming consoles. Those
skilled 1n the art will appreciate that these are merely
example devices for descriptive purposes and this disclosure
1s not limited to any console or computing device.

Those skilled 1n the art will appreciate that the design and
structure ol computer device 114 may vary depending on
several factors, such as its itended purpose. One example
implementation of computer device 114 1s provided in FIG.
2, which 1illustrates a block diagram of computing device
200. Those skilled 1n the art will appreciate that the disclo-
sure of FIG. 2 may be applicable to any device disclosed
heremn. Device 200 may include one or more processors,
such as processor 202-1 and 202-2 (generally referred to
herein as “processors 202 or “processor 202°). Processors
202 may communicate with each other or other components
via an interconnection network or bus 204. Processor 202
may 1nclude one or more processing cores, such as cores
206-1 and 206-2 (referred to herein as “cores 206 or more
generally as “core 206”"), which may be implemented on a
single itegrated circuit (IC) chip.

Cores 206 may comprise a shared cache 208 and/or a
private cache (e.g., caches 210-1 and 210-2, respectively).
One or more caches 208/210 may locally cache data stored
in a system memory, such as memory 212, for faster access
by components of the processor 202. Memory 212 may be
in communication with the processors 202 via a chipset 216.
Cache 208 may be part of system memory 212 in certain
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embodiments. Memory 212 may include, but 1s not limited
to, random access memory (RAM), read only memory
(ROM), and includes one or more of solid-state memory,
optical or magnetic storage, and/or any other medium that
can be used to store electronic mformation. Yet other
embodiments may omit system memory 212.

System 200 may include one or more I/O devices (e.g.,

I/O devices 214-1 through 214-3, each generally referred to
as 1/0 device 214). I/0 data from one or more I/O devices
214 may be stored at one or more caches 208, 210 and/or
system memory 212. Fach of I/O devices 214 may be
permanently or temporarily configured to be 1n operative
communication with a component of system 100 using any
physical or wireless communication protocol.

Returning to FIG. 1, four example I/0O devices (shown as
clements 116-122) are shown as being in communication
with computer device 114. Those skilled 1 the art will
appreciate that one or more of devices 116-122 may be
stand-alone devices or may be associated with another
device besides computer device 114. For example, one or
more I/0 devices may be associated with or interact with a
component of BAN 102 and/or WAN 106. I/O devices
116-122 may 1include, but are not limited to athletic data
acquisition units, such as for example, sensors. One or more
I/O devices may be configured to sense, detect, and/or
measure an athletic parameter from a user, such as user 124.
Examples include, but are not limited to: an accelerometer,
a gyroscope, a location-determining device (e.g., GPS), light
(1including non-visible light) sensor, temperature sensor (in-
cluding ambient temperature and/or body temperature),
sleep pattern sensors, heart rate monitor, image-capturing
sensor, moisture sensor, force sensor, compass, angular rate
sensor, and/or combinations thereol among others.

In further embodiments, I/O devices 116-122 may be used
to provide an output (e.g., audible, visual, or tactile cue)
and/or receitve an input, such as a user mput from athlete
124. Example uses for these illustrative I/O devices are
provided below, however, those skilled in the art will
appreciate that such discussions are merely descriptive of
some of the many options within the scope of this disclosure.
Further, reference to any data acquisition unit, I/O device, or
sensor 1s to be interpreted disclosing an embodiment that
may have one or more I/O device, data acquisition unit,
and/or sensor disclosed herein or known 1n the art (either
individually or in combination).

Information from one or more devices (across one or
more networks) may be used (or be utilized 1n the formation
ol) a variety of different parameters, metrics or physiological
characteristics including but not limited to: motion param-
cters, such as speed, acceleration, distance, steps taken,
direction, relative movement of certain body portions or
objects to others, or other motion parameters which may be
expressed as angular rates, rectilinear rates or combinations
thereof, physiological parameters, such as calories, heart
rate, sweat detection, effort, oxygen consumed, oxygen
kinetics, and other metrics which may fall within one or
more categories, such as: pressure, impact forces, imnforma-
tion regarding the athlete, such as height, weight, age,
demographic information and combinations thereof.

System 100 may be configured to transmit and/or receive
athletic data, including the parameters, metrics, or physi-
ological characteristics collected within system 100 or oth-
erwise provided to system 100. As one example, WAN 106
may comprise sever 111. Server 111 may have one or more
components of system 200 of FIG. 2. In one embodiment,
server 111 comprises at least a processor and a memory, such
as processor 206 and memory 212. Server 111 may be
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configured to store computer-executable instructions on a
non-transitory computer-readable medium. The instructions
may comprise athletic data, such as raw or processed data
collected within system 100. System 100 may be configured
to transmit data, such as energy expenditure points, to a
social networking website or host such a site. Server 111
may be utilized to permit one or more users to access and/or
compare athletic data. As such, server 111 may be config-
ured to transmit and/or receive notifications based upon
athletic data or other information.

Returming to LAN 104, computer device 114 1s shown in
operative communication with a display device 116, an
image-capturing device 118, sensor 120 and exercise device
122, which are discussed in turn below with reference to
example embodiments. In one embodiment, display device
116 may provide audio-visual cues to athlete 124 to perform
a specific athletic movement. The audio-visual cues may be
provided 1n response to computer-executable instruction
executed on computer device 114 or any other device,
including a device of BAN 102 and/or WAN. Display device
116 may be a touchscreen device or otherwise configured to
receive a user-input.

In one embodiment, data may be obtained from i1mage-
capturing device 118 and/or other sensors, such as sensor
120, which may be used to detect (and/or measure) athletic
parameters, either alone or in combination with other
devices, or stored information. Image-capturing device 118
and/or sensor 120 may comprise a transceiver device. In one
embodiment sensor 128 may comprise an inirared (IR),
clectromagnetic (EM) or acoustic transceiver. For example,
image-capturing device 118, and/or sensor 120 may transmit
wavelorms nto the environment, including towards the
direction of athlete 124 and receive a “retlection” or other-
wise detect alterations of those released wavetorms. Those
skilled 1n the art will readily appreciate that signals corre-
sponding to a multitude of diflerent data spectrums may be
utilized 1n accordance with various embodiments. In this
regard, devices 118 and/or 120 may detect wavelorms
emitted from external sources (e.g., not system 100). For
example, devices 118 and/or 120 may detect heat being
emitted from user 124 and/or the surrounding environment.
Thus, 1mage-capturing device 126 and/or sensor 128 may
comprise one or more thermal imaging devices. In one
embodiment, image-capturing device 126 and/or sensor 128
may comprise an IR device configured to perform range
phenomenology.

In one embodiment, exercise device 122 may be any
device configurable to permit or facilitate the athlete 124
performing a physical movement, such as for example a
treadmill, step machine, etc. There 1s no requirement that the
device be stationary. In this regard, wireless technologies
permit portable devices to be utilized, thus a bicycle or other
mobile exercising device may be utilized 1n accordance with
certain embodiments. Those skilled 1n the art will appreciate
that equipment 122 may be or comprise an interface for
receiving an electronic device containing athletic data per-
formed remotely from computer device 114. For example, a
user may use a sporting device (described below 1n relation
to BAN 102) and upon returning home or the location of
equipment 122, download athletic data into element 122 or
any other device of system 100. Any I/O device disclosed
herein may be configured to recerve activity data.

2. Body Area Network

BAN 102 may include two or more devices configured to
receive, transmit, or otherwise facilitate the collection of
athletic data (including passive devices). Exemplary devices
may include one or more data acquisition units, sensors, or
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devices known 1n the art or disclosed herein, including but
not limited to I/O devices 116-122. Two or more compo-
nents of BAN 102 may communicate directly, yet in other

embodiments, communication may be conducted via a third
device, which may be part of BAN 102, LAN 104, and/or

WAN 106. One or more components of LAN 104 or WAN
106 may form part of BAN 102. In certain implementations,
whether a device, such as portable device 112, 1s part of
BAN 102, LAN 104, and/or WAN 106, may depend on the
athlete’s proximity to an access points permit communica-
tion with mobile cellular network architecture 108 and/or
WAN architecture 110. User activity and/or preference may
also 1intfluence whether one or more components are utilized
as part of BAN 102. Example embodiments are provided
below.

User 124 may be associated with (e.g., possess, carry,
wear, and/or iteract with) any number of devices, such as
portable device 112, shoe-mounted device 126, wrist-worn
device 128 and/or a sensing location, such as sensing
location 130, which may comprise a physical device or a
location that 1s used to collect information. One or more
devices 112, 126, 128, and/or 130 may not be specially
designed for fitness or athletic purposes. Indeed, aspects of
this disclosure relate to utilizing data from a plurality of
C
C

evices, some of which are not fitness devices, to collect,
etect, and/or measure athletic data. In certain embodiments,
one or more devices of BAN 102 (or any other network) may
comprise a fitness or sporting device that 1s specifically
designed for a particular sporting use. As used herein, the
term ““sporting device” includes any physical object that may
be used or implicated during a specific sport or fitness
activity. Exemplary sporting devices may include, but are
not limited to: golf balls, basketballs, baseballs, soccer balls,
footballs, powerballs, hockey pucks, weights, bats, clubs,
sticks, paddles, mats, and combinations thereof. In further
embodiments, exemplary fitness devices may 1include
objects within a sporting environment where a specific sport
occurs, including the environment itself, such as a goal net,
hoop, backboard, portions of a field, such as a midline, outer
boundary marker, base, and combinations thereof.

In this regard, those skilled 1n the art will appreciate that
one or more sporting devices may also be part of (or form)
a structure and vice-versa, a structure may comprise one or
more sporting devices or be configured to interact with a
sporting device. For example, a first structure may comprise
a basketball hoop and a backboard, which may be removable
and replaced with a goal post. In this regard, one or more
sporting devices may comprise one or more sensors, such
one or more of the sensors discussed above 1n relation to
FIGS. 1-3, that may provide information utilized, either
independently or in conjunction with other sensors, such as
one or more sensors associated with one or more structures.
For example, a backboard may comprise a {first sensors
configured to measure a force and a direction of the force by
a basketball upon the backboard and the hoop may comprise
a second sensor to detect a force. Similarly, a golf club may
comprise a {irst sensor configured to detect grip attributes on
the shait and a second sensor configured to measure impact
with a golf ball.

Looking to the illustrative portable device 112, it may be
a multi-purpose electronic device, that for example, includes
a telephone or digital music player, including an IPOD®,
IPAD®, or 1Phone®, brand devices available from Apple,
Inc. of Cupertino, Calif. or Zune® or Microsolt® Windows
devices available from Microsoft of Redmond, Wash. As
known 1n the art, digital media players can serve as an output
device, mput device, and/or storage device for a computer.
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Device 112 may be configured as an mput device for
receiving raw or processed data collected from one or more
devices in BAN 102, LAN 104, or WAN 106. In one or more
embodiments, portable device 112 may comprise one or
more components ol computer device 114. For example,
portable device 112 may be include a display 116, image-
capturing device 118, and/or one or more data acquisition
devices, such as any of the I/O devices 116-122 discussed
above, with or without additional components, so as to
comprise a mobile terminal.

B. Illustrative Apparel/ Accessory Sensors

In certain embodiments, I/O devices may be formed
within or otherwise associated with user’s 124 clothing or
accessories, mcluding a watch, armband, wristband, neck-
lace, shirt, shoe, or the like. These devices may be config-
ured to momnitor athletic movements of a user. It 1s to be
understood that they may detect athletic movement during
user’s 124 interactions with computer device 102 and/or
operate independently of computer device 102 (or any other
device disclosed herein). For example, one or more devices
in BAN 102 may be configured to function as an-all day
activity monitor that measures activity regardless of the
user’s proximity or interactions with computer device 102.
It 1s to be further understood that the sensory system 302
shown 1n FIG. 3 and the device assembly 400 shown 1n FIG.
4, each of which are described 1n the following paragraphs,
are merely 1llustrative examples.

1. Shoe-Mounted Device

In certain embodiments, device 126 shown 1n FIG. 1 may
comprise footwear which may include one or more sensors,
including but not limited to those disclosed herein and/or
known 1n the art. FIG. 3 1llustrates one example embodiment
of a sensor system 302 providing one or more sensor
assemblies 304. Assembly 304 may comprise one or more
sensors, such as for example, an accelerometer, gyroscope,
location-determining components, force sensors and/or or
any other sensor disclosed herein or known 1n the art. In the
illustrated embodiment, assembly 304 incorporates a plural-
ity of sensors, which may include force-sensitive resistor
(FSR) sensors 306; however, other sensor(s) may be utilized.
Port 308 may be positioned within a sole structure 309 of a
shoe, and 1s generally configured for communication with
one or more electronic devices. Port 308 may optionally be
provided to be 1n communication with an electronic module
310, and the sole structure 309 may optionally include a
housing 311 or other structure to receive the module 310.
The sensor system 302 may also include a plurality of leads
312 connecting the FSR sensors 306 to the port 308, to
enable communication with the module 310 and/or another
clectronic device through the port 308. Module 310 may be
contained within a well or cavity 1n a sole structure of a shoe,
and the housing 311 may be positioned within the well or
cavity. In one embodiment, at least one gyroscope and at
least one accelerometer are provided within a single hous-
ing, such as module 310 and/or housing 311. In at least a
turther embodiment, one or more sensors are provided that,
when operational, are configured to provide directional
information and angular rate data. The port 308 and the
module 310 include complementary interfaces 314, 316 for
connection and communication.

In certain embodiments, at least one force-sensitive resis-
tor 306 shown in FIG. 3 may contain first and second
electrodes or electrical contacts 318, 320 and a {force-
sensitive resistive material 322 disposed between the elec-
trodes 318, 320 to electrically connect the electrodes 318,
320 together. When pressure 1s applied to the force-sensitive
material 322, the resistivity and/or conductivity of the force-
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sensitive material 322 changes, which changes the electrical
potential between the electrodes 318, 320. The change in
resistance can be detected by the sensor system 302 to detect
the force applied on the sensor 316. The force-sensitive
resistive material 322 may change 1ts resistance under
pressure 1 a variety of ways. For example, the force-
sensitive material 322 may have an internal resistance that
decreases when the material 1s compressed. Further embodi-
ments may utilize “volume-based resistance” may be mea-
sured, which may be implemented through “smart materi-
als.” As another example, the material 322 may change the
resistance by changing the degree of surface-to-surface
contact, such as between two pieces of the force sensitive
material 322 or between the force sensitive material 322 and
one or both electrodes 318, 320. In some circumstances, this
type of force-sensitive resistive behavior may be described
as “‘contact-based resistance.”

11. Wrist-Worn Device

As shown 1 FIG. 4, device 400 (which may resemble or
comprise sensory device 128 shown in FIG. 1, may be
configured to be worn by user 124, such as around a wrist,
arm, ankle, neck or the like. Device 400 may include an
input mechamsm, such as a depressible input button 402
configured to be used during operation of the device 400.
The input button 402 may be operably connected to a
controller 404 and/or any other electronic components, such
as one or more ol the elements discussed in relation to
computer device 114 shown in FIG. 1. Controller 404 may
be embedded or otherwise part of housing 406. Housing 406
may be formed of one or more matenals, including elasto-
meric components and comprise one or more displays, such
as display 408. The display may be considered an illumin-
able portion of the device 400. The display 408 may include
a series of mdividual lighting elements or light members
such as LED lights 410. The lights may be formed 1n an
array and operably connected to the controller 404. Device
400 may include an indicator system 412, which may also be
considered a portion or component of the overall display
408. Indicator system 412 can operate and illuminate 1n
conjunction with the display 408 (which may have pixel
member 414) or completely separate from the display 4084.
The indicator system 412 may also include a plurality of
additional lighting elements or light members, which may
also take the form of LED lights 1n an exemplary embodi-
ment. In certain embodiments, indicator system may provide
a visual indication of goals, such as by 1lluminating a portion
of lighting members of indicator system 412 to represent
accomplishment towards one or more goals. Device 400
may be configured to display data expressed in terms of
activity points or currency earned by the user based on the
activity of the user, either through display 408 and/or
indicator system 412.

A fastening mechanism 416 can be disengaged wherein
the device 400 can be positioned around a wrist or portion
of the user 124 and the fastening mechanism 416 can be
subsequently placed 1n an engaged position. In one embodi-
ment, fastening mechanism 416 may comprise an interface,
including but not limited to a USB port, for operative
interaction with computer device 114 and/or devices, such as
devices 120 and/or 112. In certain embodiments, fastening
member may comprise one or more magnets. In one embodi-
ment, fastening member may be devoid of moving parts and
rely entirely on magnetic forces.

In certain embodiments, device 400 may comprise a
sensor assembly (not shown 1n FIG. 4). The sensor assembly
may comprise a plurality of different sensors, including
those disclosed herein and/or known in the art. In an




US 10,121,065 B2

11

example embodiment, the sensor assembly may comprise or
permit operative connection to any sensor disclosed herein
or known 1n the art. Device 400 and or 1ts sensor assembly
may be configured to receive data obtained from one or more
external sensors.

111. Apparel and/or Body Location Sensing

Element 130 of FIG. 1 shows an example sensory location
which may be associated with a physical apparatus, such as
a sensor, data acquisition unit, or other device. Yet 1n other
embodiments, 1t may be a specific location of a body portion
or region that 1s monitored, such as via an 1image capturing
device (e.g., image capturing device 118). In certain embodi-
ments, element 130 may comprise a sensor, such that
clements 130a and 1305 may be sensors integrated into
apparel, such as athletic clothing. Such sensors may be
placed at any desired location of the body of user 124.
Sensors 130a/b may communicate (e.g., wirelessly) with
one or more devices (including other sensors) of BAN 102,
LAN 104, and/or WAN 106. In certain embodiments, pas-
s1ve sensing surfaces may reflect wavetforms, such as inira-
red light, emitted by image-capturing device 118 and/or
sensor 120. In one embodiment, passive sensors located on
user’s 124 apparel may comprise generally spherical struc-
tures made of glass or other transparent or translucent
surfaces which may reflect wavetorms. Diflerent classes of
apparel may be utilized 1n which a given class of apparel has
specific sensors configured to be located proximate to a
specific portion of the user’s 124 body when properly worn.
For example, golf apparel may include one or more sensors
positioned on the apparel 1 a first configuration and yet
soccer apparel may include one or more sensors positioned
on apparel 1n a second configuration.

FIG. 5 shows 1llustrative locations for sensory mput (see,
¢.g., sensory locations 130a-1300). In this regard, sensors
may be physical sensors located on/in a user’s clothing, yet
in other embodiments, sensor locations 130a-1300 may be
based upon 1dentification of relationships between two mov-
ing body parts. For example, sensor location 130a may be
determined by identifying motions of user 124 with an
image-capturing device, such as image-capturing device
118. Thus, 1n certain embodiments, a sensor may not physi-
cally be located at a specific location (such as one or more
of sensor locations 130a-13060), but 1s configured to sense
properties of that location, such as with 1mage-capturing
device 118 or other sensor data gathered from other loca-
tions. In this regard, the overall shape or portion of a user’s
body may permit identification of certamn body parts.
Regardless of whether an image-capturing device 1s utilized
and/or a physical sensor located on the user 124, and/or
using data from other devices, (such as sensory system 302),
device assembly 400 and/or any other device or sensor
disclosed herein or known 1n the art 1s utilized, the sensors
may sense a current location of a body part and/or track
movement of the body part. In one embodiment, sensory
data relating to location 130 may be utilized 1n a deter-
mination of the user’s center of gravity (a.k.a, center of
mass). For example, relationships between location 1304
and location(s) 1306//130/ with respect to one or more of
location(s) 1306:-13060 may be utilized to determine 11 a
user’s center of gravity has been elevated along the vertical
axis (such as during a jump) or i1f a user 1s attempting to
“fake” a jump by bending and flexing their knees. In one
embodiment, sensor location 1306% may be located at about
the sternum of user 124. Likewise, sensor location 1460 may
be located approximate to the naval of user 124. In certain
embodiments, data from sensor locations 130#-1300 may
be utilized (alone or in combination with other data) to
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determine the center of gravity for user 124. In further
embodiments, relationships between multiple several sensor
locations, such as sensors 130:-1300, may be utilized 1n
determining ornentation of the user 124 and/or rotational
forces, such as twisting of user’s 124 torso. Further, one or
more locations, such as location(s), may be utilized to as a
center of moment location. For example, 1n one embodi-
ment, one or more of location(s) 130m-1300 may serve as a
point for a center of moment location of user 124. In another
embodiment, one or more locations may serve as a center of
moment ol specific body parts or regions.

II. Systems and Methods for Determining Athletic Attributes
from Image Data

FIG. 6 shows flowchart 600 of exemplary methods that
may be implemented 1n accordance with certain embodi-
ments of this disclosure. One or more aspects of the meth-
odologies provided as part of FIG. 6 or any other portion of
this disclosure may be utilized to determine an athletic
attribute of an individual. Other aspects may be utilized to
calculate an athletic rating of the user. In certain embodi-
ments, a rating may be a sport-specific athletic rating. For
example, a single athlete may have a diflerent rating for
football and running. In further embodiments, the rating may
be specific to a position or type of activity within the sport.
For example, for a soccer rating, a first rating may be related
to a forward position and a second rating may be related to
a goalie position. For an American football rating, a first
rating may relate to a quarterback position and the second
rating may be for a running back position. Similarly, 1n the
running sports, a first rating may be a sprint rating while
another rating 1s related to longer distances. Further methods
and example embodiments that may utilize one or more
aspects

Triggering events may be utilized 1n one or more pro-
cesses for determiming ratings and/or athletic attributes.
Trniggering events, which are described below, including 1n
relation to block 604, may be utilized to elicit an action from
a user, such as to instruct an athlete to perform a physical
action. Triggering events may be utilized in triggering the
capture of 1mage data of an athlete performing the physical
action. Decision 602 may be mmplemented to determine
whether to mitiate a triggering event. The iputs to decision
602 or any other decision herein may be based on, 1nter alia,
a user mput, a sensor value, and combinations thereof. For
example, in one embodiment, a triggering event may be
configured to instruct or indicate to the athlete to mmitiate
performance of a physical activity (see, e.g., block 604).
Thus, whether to implement a triggering event and/or what
trigger(s) may be utilized as part of the triggering event may
depend on the physical activity, location of the trigger and/or
user, a user iput, predefined computer-executable nstruc-
tions located on a non-transitory computer-readable
medium, or combinations thereof. Although tlowchart 600 1s
shown as beginning with decision 602, those skilled 1n the
art will appreciate that flowchart 600 1s not required to be
initiated with decision 602 or any other decision. Further,
decision 602 or any other decision or block disclosed herein
may be implemented, either partially or in whole, before,
alter or during any other processes disclosed herein unless
prohibited by the laws of nature.

A tnigger (whether utilized 1n block 604 or any other
process or system disclosed herein) may be audio, video,
tactile, or combinations thereof. Indeed, those skilled i1n the
art will appreciate that any human-sensible trigger may be
utilized 1n accordance this disclosure. The trigger may
indicate or 1nstruct the user to perform a predefined physical
activity. For example, a user may be 1nstructed to initiate a
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200 meter dash upon seeing a flash from an electronic
device. In yet another embodiment, a user may be instructed
to perform a drill specific to a certain sport upon hearing an
audible cue. The trigger itself may provide instructions, yet
in other embodiments; the user may be imnformed of what
activity to conduct prior to receiving the trigger. In this
regard, a simple flashing light or an audible noise may
suffice 1n certain embodiments. In one embodiment, the
human-sensible trigger 1s transmitted from a device opera-
tively connected to a first camera that i1s configured to
capture at least one image of the user performing the
physical activity. Exemplary methods of capturing the ath-
lete’s activity will be discussed below (see, e.g., blocks 606).
In one embodiment, computer device 114 1image-capturing
device 118, and/or portable device 112 may be utilized as an
image capturing device and the trigger may be transmitted
from at least one of a speaker, display, or light emitting
device (e.g., display device 116 shown 1n FIG. 1, display 408
of device 400 1in FIG. 4, and/or any other display device),
which may be directly connected to the device itself (such as
being integral with the device or connected locally or via
various network architecture, such as cellular network archi-
tecture 108 and/or WAN architecture 110). Yet other
embodiments may comprise an electronic device, such as
portable device 112 or computer device 114, configured to
receive and/or decipher a trigger transmitted from a separate
and distinct device, object or thing (including human-gen-
erated mputs, e.g., a human voice), such as via one or more
sensing devices. In this regard, 1t 1s envisioned that the
trigger of block 604 (and other triggers disclosed herein)
may be machine-sensible with respect to at least one sensory
iput of one device in accordance with many different
embodiments.

Those skilled in the art will further realize that multiple
triggers may be utilized within a single process. At least one
of a plurality of triggers may be of a different type than
another trigger. For example, a first trigger may be an
audible trigger and a second trigger may be a tactile trigger.
As another example, a first trigger may be a first audible
trigger and the second trigger may be a different audible
trigger, such as by a different sound, pitch, volume, duration
and/or combinations thereof. Further, different triggers may
be implemented at different times and/or utilized to solicit
different actions from the athlete. For example, a first trigger
(such as implemented at block 602) may be configured to
prompt the athlete to initiate performance of a first prede-
termined physical activity. In yet another embodiment, a
second trigger may be implemented to instruct or cue the
athlete to perform a second physical activity. A process
similar or identical to block 604 may be implemented to
implement the second trigger, including being based upon a
decision (such as decision 602). In one example, to indicate
to the athlete to perform a predefined movement during
performance of the physical activity, a second trigger (which
may resemble or be identical to the first trigger being
implemented for a second instance) may be implemented to
cue or 1nstruct the athlete to perform a predefined movement
during performance of the physical activity. Similarly, a
trigger flag may be associated with a second image (or
plurality of images). In one embodiment, second trigger flag
may be with an 1mage within the plurality of images that
correlates to the timing of the second triggering event. One
or more tlags may be associated with the athlete’s perfor-
mance ol activities responsive to the trigger(s). Such tlags
may be associated with 1mages based upon percerved
motions or actions determined from the pixel data. Exem-
plary methods of processing images are described herein,
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including but not limited to blocks 610 and 612. Those
skilled 1n the art will appreciate other implementations are
within the scope of this disclosure.

One or more embodiments may encompass the reception
of a plurality of sequential 1mages comprising 1mage data.
The 1image data may have been captured from an image
capturing device, including any one or more of: a portable
entertainment device, a stereoscopic camera, an inirared
camera, a game console camera, and combinations thereof
or other device known 1n the art, including 1image capturing
device(s) 126 and/or 128 described in relation to FIG. 1. In
accordance with certain embodiments, block 606 may be
implemented to capture a plurality of images. In one
embodiment, block 606 captures a plurality images wherein
at least a first image comprises 1mage data of an athlete
before initiating performance of a predetermined physical
activity and a plurality of subsequent images comprise
image data of the athlete performing the predetermined
physical activity. The image data may comprise pixel data.

In certain embodiments, the capturing of 1image data (such
as part of block 606 or any other process) may be responsive
to a trigger (such as a trigger implemented as part of block
604). For example, the trigger may be received or otherwise
sensed by an electronic device. In one embodiment, an
image-capturing device configured to capture image data of
the athlete may detect, sense, and/or measure a trigger and,
in response automatically initiate capturing images. In cer-
tain embodiments, 1nitiating capturing image data may be
based, at least 1n part, on sensor data, such as from any one
or more of the sensors disclosed herein. Initiating capturing
images may be based upon a user mput. For example, 1n
certain implementations, such as those explained 1n relation
to FIGS. 10A-101 later 1n thus disclosure, a graphical user
interface (UI) may be provided on an electronic device. The
Ul may include a Ul element that, responsive to a user input,
initiates capturing the image data. As one example, the Ul
may be implemented on a mobile device that allows a coach,
trainer, iriend, or other individual to selectively capture
images ol the athlete.

In yet other embodiments, at least one 1mage 1s captured
before at least one triggering event. This may be useful, for
example, to determine if a user “yumped” the trigger, such as
in anticipation of a trigger. Regardless of whether image data
1s captured belfore or after the triggering event (e.g., block
604), a trigger flag may be associated with an 1image within
the plurality of images (e.g. block 608). For example, a
non-transitory computer-readable medium may comprise
computer-executable instructions, that when executed by a
processor, are configured to associate a trigger tlag corre-
lating with the timing of the triggering event with corre-
sponding 1image data. Those skilled 1n the art will appreciate
that there are many ways to tlag or otherwise mark elec-
tronically stored image data; therefore, they are not
explained 1n further detail here. As explained in more detail
below, one or more trigger tflags may be utilized in the
determination of one or more athletic attributes.

Further aspects of this disclosure relate to processing
image data, such as the image data captured as part of block
606. In accordance with certain embodiments, image data
may be processed to determine whether one or more move-
ments of objects represented by image data meet a threshold
criterion. Exemplary criterion may include a movement
criterion and a movement quality criterion. For example,
block 610 may be implemented to process 1mage data to
identily data meeting a movement threshold. In one embodi-
ment, at least a portion of a plurality of captured sequential
images may be utilized to identify a first range of 1images
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satisfying at least a first movement threshold. Image data
(which may comprise whole or portions of 1mages) may be
analyzed to 1dentily a first threshold level of movement of an
object represented within the image data. In certain embodi-
ments, pixel data may be analyzed to 1dentily a quantity of
pixels 1 a portion of the captured images satisfying a first
threshold level. In one embodiment, a first criterion, such as
a first movement threshold criterion, may serve as a {ilter
that 1dentifies certain 1mages that may be of interest and the
second criteria further identifies what data (which may be
within the same group) fits a more stringent criteria. The
second criterion may be a movement quality threshold (See,
¢.g., block 612). In yet another embodiment, the first and
second criteria may be conducted independently and m vyet
turther embodiments, only one of a plurality of criteria may
be utilized. In certain embodiments, criteria may include one
or more movement threshold criterion, one or more thresh-
old quality threshold criterion, and/or other criteria.

The threshold level may be configured to be indicative of
a movement of an object. As non-limiting examples, one or
more thresholds utilized as part of block 610 or any other
process described herein may be tied to horizontal move-
ment (e.g., running) or vertical movement (e.g., dunking a
ball), or both. This threshold level can be entirely diflerent
than one or more additional threshold levels disclosed
herein. For example, a first movement threshold may be
triggered by the athlete’s arm movement and a second
threshold may pick specific movements tied to another body
part or region, such as the other arm, a leg, etc. In one
embodiment, the first threshold may detect whether a first
body portion moved and/or whether a body portion moved
along a specific axis. As used herein, a “body portion” may
be any one or more sections, areas, systems, or portions of
the user’s body represented within 1image (e.g., pixel) data.
In one embodiment, the 1mage data may correlate to a single
appendage (e.g., a leg or arm), group of appendages (e.g., an
arm and leg or two arms), or portions thereof. In certain
embodiments, the body portion may correspond to a portion
of multiple appendages, such as the upper leg and/or 1nner
arm areas, yet in other embodiments, the portion 1s devoid
ol appendages. In other embodiments, a first region (e.g., an
upper region) may be distinguished from another region
(e.g., alower region). Those skilled in the art with the benefit
of this disclosure will appreciate that any portion of the body
represented by 1mage data (such as at least one pixel) may
serve as a “body portion” in accordance with certain
embodiments. Further discussions of threshold levels will be
discussed below, including with reference to movement
quality thresholds in relation to block 612. Those discus-
s1ons are mcorporated herein and throughout this disclosure.

In one embodiment, at least a portion of the image data,
such as a plurality of sequential images or portions thereof,
may be processed to identily an mnitiation 1mage (see, €.g.,
block 610a). In one embodiment, the 1nitiation 1mage may
be the frame or image 1n which the athlete first moves. In yet
another embodiment, the mitiation 1image may be the image
in which a game or activity 1s mitiated, regardless of whether
the user moves. For example, 1n one embodiment, move-
ment of another sprinter may signal the beginning of an
cvent. In another embodiment, seeing a waving flag indi-
cating an event has been initiated, or a gun emit smoke from
being fired as well as other actions capturable by an 1mage
may be used to indicate an 1nitiation 1mage 1n accordance
with various embodiments. In one embodiment, the first
criterion may be directed towards movements associated
with the specific athlete. In certain implementations, the
initiation 1mage 1s determined based upon a user input, such
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as a user selecting a Ul element indicating the initiation
image. For example, a user recording the athlete may want
to flag an initiation 1mage in real-time as the athlete 1s
performing a specific action. For example, an 1mage just
prior to a basketball player attempting to dunk the ball may
be 1dentified as an itiation 1mage. In certain embodiments,
identification of the mitiation 1mage may result in capturing
the image data at a different frame rate. Those skilled 1n the
art will appreciate that other non-movement events may also
be used in conjunction with certain embodiments. For
example, one or more sounds, tactile mputs, or other infor-
mation (including but not limited to those described above
in relation to block 604) may be utilized in conjunction with
one or more embodiments. A second movement threshold
may be implemented to detect whether the movement met a
threshold criterion.

In certain 1mplementations, landmarks/distance calibra-
tions may be utilized from time-stamped 1mage data to allow
for precise measuring of performance. For example, objects
represented by 1mage data may be utilized to determine
whether movement thresholds are met (e.g., block 6105).
For example, markings on a field (such as yard lines) may
be used to calibrate distance measurements. In certain
embodiments, objects may be 1dentified and upon 1dentifi-
cation, used in calibration processes. For example, many
sporting fields, tracks, courts, and the like have fixed dimen-
sions. Likewise, basketball hoops, goalposts, goal nets, and
other objects are often sized to specific known dimensions.
These dimensions may be used to 1dentify thresholds and/or
determine whether certain thresholds have been met, includ-
ing but not limited to: flight time for vertical jump, distance
for throws, kick distance and power, among others, sprint
times between two distances. Such calibration techniques
are not limited to stationary objects. For example, balls,
pucks, and other sporting devices may be used to calibrate
distances. In this regard, a basketball has a known shape and
s1ize. Such dimensions may be used to calibrate measure-
ments. Although these calibration techmiques have been
described in relation to block 610, those skilled 1n the art will
appreciate that such techniques are not limited thereto, but
instead may apply to any system and method described
herein. Further aspects of thresholds are described immedi-
ately below.

Block 612 of flowchart 600 may be implemented to
determine whether 1mage data (e.g., pixel data) satisfies
another threshold, which may be unrelated to the movement
threshold(s) of block 610. Thus, block 612 may be executed
independently of block 610. In certain embodiments, block
612 may be implemented in a parallel or serial fashion with
respect to block 610. In one implementation, block 612 may
identify a first body portion of the athlete that satisfies a first
movement quality threshold. Further, 1t will be appreciated
by those of skilled in the art that portions of various blocks,
such as 610 and 612 may be implemented independently of
other components. For example, sub-block 610a¢ may be
performed entirely separate from block 610. Further, 1t 1s to
be understood that 1n alternative embodiments, one or more
portions of blocks 610 and 612 (or any other block of FIG.
6) may be combined. For example, sub-block 610a may be
utilized as part of block 612 and one or more of sub-blocks
612a-c may be utilized within block 610.

The selection and/or utilization of the one or more por-
tions of the athlete’s body represented within the image data
may be based on the predetermined physical activity, user
input, historical data, and combinations thereof among oth-
ers. In one embodiment, block 612 may comprise one or
more sub-parts that may be conducted independently of each
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other, vet 1n other embodiments may be at least partially
dependent on another subpart of block 612 or another
mechanism. For example, the predetermined physical activ-
ity may be used (either in whole or 1n part) to select which
body portion(s) are utilized and/or whether the movement of
the portion(s)—as represented within the captured image

data—meet a quality threshold (see, e.g., blocks 612a and
6126). As one example of identifying a body portion 1in
block 612a, a first embodiment may utilize the 1image data
associated with the athlete’s legs, such as if the predeter-
mined physical activity comprises or consists of a 200-meter
sprinting event. Yet another embodiment may utilize 1mage
data associated with at least a portion of the athlete’s legs as
well as their arms. In yet further embodiments, a user input
may be optionally provided to select which image data 1s
utilized. A user mput may be configured to select an option
from a plurality of options, yet 1n other implementations a
user may select any portion or part of the represented 1image
data.

In certain embodiments, systems and methods may be
implemented that utilize a different body portion based upon
characteristics of the image data. For example, pixel data for
an athlete located at a first distance may be more accurate
and/or precise than pixel data for an athlete located at a
second distance that 1s further than the first distance with
respect to a camera that captured the image data. Further,
zooming, lighting conditions or other parameters may alter
the quality of the captured image data. Therefore, selecting
a portion (e.g., 612a) and/or a quality threshold (e.g., 6125)
may be based on several factors, some of which may be
weighted more than others.

As another example, the athlete may travel throughout a
4-dimensional space during performance of the activity.
Theretfore, the camera(s) perspective of the athlete may be
altered during the capture of the image data. In other
embodiments, multiple cameras (which may have diflering
capabilities) may provide image data. These and other
variables may result in different portions to be utilized or
quality thresholds to be determined. For example, in one
embodiment, 1mage data comprising a sprinter running at a
first distance may utilize, at the very least, image data
comprising pixels representing the athlete’s legs (or a por-
tion thereof). However, as the user travels further away from
the 1image capturing device, the number of pixels represent-
ing the athlete’s legs (or portion thereol) may decline,
therefore, 1n one embodiment, another body portion may be
utilized to compensate for this reduction of pixel data. As
one example, decision 614 may be implemented to deter-
mine whether to alter, update, switch or otherwise adjust the
portion(s) of the athlete represented by pixel data utilized
(e.g., block 612a) and/or how they are utilized (e.g., block
612b). In certain embodiments, block 614 may be imple-
mented to determine whether to adjust parameters associated
with a movement threshold of block 612 and/or block 610.

As a non-limiting example of adjusting one or more
parameters of block 612, pixel data from an athlete’s legs
may be i1mtially utilized to identify image data for a first
movement quality threshold; however, pixel data from the
athlete’s arms may supplement or replace the utilization of
the pixel data representing the legs. Further, the threshold
levels for one or more of these body “portions” may be
altered based upon the quality of the image data for different
images. In certain embodiments, a movement quality thresh-
old may compare movement of multiple portions of the
athlete’s body and determine whether two or more portions
move 1n relation to each other. For example, arm swing data
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may be compared with leg movement data to determine
which most accurately retlects the predetermined physical
activity.

Using the identified parameters, image data (e.g. pixel
data) 1s utilized to determine that a first body portion
movement quality threshold 1s met (see, e.g., block 612¢). In
one embodiment, 1mage data representing the human form
may be uftilized to identily pixels or other image data
representing the athlete. If multiple athletes are present
within the frames, the specific athlete of interest may be
isolated. In one embodiment, the athlete may be 1solated
based upon known parameters of the athlete (e.g., height,
weight, color of clothing). In another embodiment, a user
input may 1ndicate which pixel data represents the athlete. In
yet further embodiments, the athlete may wear a detectable
marker configured to be detectable by at least one electronic
device. Those skilled 1n the art will readily understand that
these are merely examples.

In accordance with one embodiment, 1image data repre-
senting the relevant body portions (such as from block 612a)
may be 1identified. Image data representing the relevant body
portions may be 1solated. In certain embodiments, surround-
ing pixel data may be utilized. Yet in other implementations,
entire frames of 1mage data may be utilized to determine 1f
one or more threshold limits have been met. In certain
implementations, an optical flow algorithm may be utilized
to analyze the 1image data (e.g., pixel data) and determine
movements of the body portions. In this regard, one or more
image capturing devices may capture images at diflerent or
variable frame rates. For example, an 1mage capturing
device may capture 1images at a variable rate between 30 to
240 frames per second (Ips). Therefore, determinations of
movement may utilize rate of capture information to accu-
rately determine time intervals between frames of data that
may be separated by uneven periods of time. As another
example, a first image capturing device may capture images
at a rate of 100 1ps and a second 1mage capturing device may
capture 1image data at a rate of 70 1ps. Thus, data from these
two 1mage capturing devices may be calibrated to account
for variations i1n time between pixel movements. In one
embodiment, at least a portion of the plurality of sequential
images each represent about soth of a second, yet 1n another
embodiment, at least a portion of the plurality of sequential
images each represent no more than Ysoth of a second. In
certain 1mplementations, accurate time between an i1mage
having the first frame rate an 1image having the second time
frame may be determined. This accurate time may be
utilized 1n one or more processes. In certain embodiments,
data from two 1mages may be processed to determine
movement between two frames of data. In one embodiment,
pixel movement may be interpolated from two subsequent
images. In certain embodiments, multiple cameras may be
utilized. As one example, two cameras having the same
frame rate may be configured to have a synchronized ofiset.
Using a synchronized ofiset may allow a higher effective
frame rate to be obtained. For example, 1f a first camera 1s
set to 50 Ips and captures 1mages starting 1ooth of a second
before a second camera also set to S0 1ps, then collectively,
these 1mages from these two cameras may be utilized to
obtain an eflective frame rate of 100 Ips. Using multiple
cameras may also be utilized to correct any incorrect data 1n
accordance with certain embodiments. For example, a first
camera configured to capture 50 Ips may only capture 48 or
49 1ps and thus data from a second camera may be used to
provide accurate 1image data during the relevant time period.

In one embodiment, large-scale motion may first be
identified and more detailled motions may then be identified.
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As an example, a first process may determine that an athlete
1s running and, 1n response, one or more processes may then
be used to specifically detect hand motion and characterize
that. Other motions that may be identified or derived
include: 1mitiation of the activity, acceleration, velocity,
reaction, tempo, distance travelled by an object, or comple-
tion of the activity. Further embodiments may utilize one or
more processes to determine which of segmentation, scaling,
or other features may be implemented, or the extent they are
utilized. Certain implementations may weigh one or more
parameters resulting from the optical flow algorithm or other
processes utilized to determine 1image data movement, such
as movement of pixels. In certain embodiments, data from
pixel movements between a plurality of 1images may be
utilized to identify types of motion. As one example, data
provided or derived from an optical tlow process may be
used. Example data may include the pixel-distance change
of an 1dentified object from one frame or 1mage to another
frame or image (sometimes referred to 1n the art as the “tlow
field”). These may be utilized 1n parameters that identily
specific types of motion. In certain embodiments, these
outputs may be used for segmentation and motion identifi-
cation.

These or other processes may be used to provide an output
concluding that a particular motion was occurring at the
respective frame(s). In this regard, aspects of this disclosure
relate to 1dentifying image data (such as but not limited to
specific 1images) that correlate to a specific physical move-
ment or activity of the athlete (e.g., block 616). As non-
limiting examples, 1mage data may be used to 1dentily one
or more actions, including: mitiation of the activity, thresh-
old levels of acceleration, velocity, reaction, and/or tempo,
distance travelled by an object, completion of the activity,
among others. As discussed above 1n relation to block 6105,
objects (either stationary or in motion) may be utilized to
calibrate measurements, including those relating to move-
ment quality thresholds.

Thus, block 616 may be implemented to identily 1mage
data (1including specific frames or images) such as including,
but not limited to: an mitiation 1image, a termination 1image,
or any other image comprising motion data that can be
identified based upon the systems or methods disclosed
herein. For example, block 612 may be utilized to determine
whether pixel data 1s altered between two subsequent images
such that the alteration satisfies a specific first body portion
(e.g., upper arm) movement quality threshold. As described
above, 1image data between two successive 1mages may be
interpolated or otherwise dertved from existing image data.
Thus, based upon the first body portion quality threshold
being met, the respective image 1 which it first occurred
may be identified or tlagged as an initiation 1mage. In one
embodiment, subsequent images following what may be
deemed an 1nitiation 1mage may be utilized in the determi-
nation. For example, 11 analysis of a plurality of subsequent
frames further reveals that the athlete 1s engaged 1n a specific
activity, then one embodiment may analyze past frames (or
portions thereot) to identify where the specific action began.
Yet in other embodiments, systems and methods may 1den-
tify the mitiation image (or other image) based solely on that
image and/or images preceding that image. Similarly, a
termination 1image may be identified based upon a certain
threshold not being met. In other embodiments, a termina-
tion 1mage may be identified based on a second threshold
being met, such as for example a different body portion
movement quality threshold. In accordance with one
embodiment, movement of an athlete’s torso may be used as
identification of an mitiation image (e.g., block 610a) of a
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baseball player pitching a ball, while a movement quality
threshold relating to the quality of movement of the athlete’s
throwing arm may be used to determine that the athlete 1s
pitching the ball and/or released the ball (e.g., block 612). In
certain embodiments, image data indicating that the ball
struck a catcher’s mitt or a bat may signmify the termination
image ol the pitch. Other thresholds, however, such as, but
not limited to, one described 1n blocks 610 and/or 612 may
also be utilized, either alone or in combination, with other
thresholds.

Block 618 may be implemented to identify a performance
attribute of the athlete. As one example, an 1nitiation 1mage
(alone or 1n combination with another 1mage) may be used
to determine at least one performance attribute of the athlete.
Example attributes may include, but are not limited to:
speed, reaction, endurance, and combinations thereof. In
another embodiment, a completion 1image comprising image
data of the athlete completing the predetermined physical
activity (which may be identified at block 616 from data
obtained at block 610 and/or 612) may be utilized. In one
implementation, a physical activity duration based upon the
initiation 1mage and the completion 1image may be calcu-
lated. Such information may be used to determine velocity,
acceleration, tempo, pace, or a combination thereof. As will
be explained below, such information may also be used in
one or more calculations relating to a performance rating.

Determinations of an attribute, such as at block 618, may
utilize data obtained from one or more other sensors that are
not used to capture the image data. In accordance with
certain embodiments, alterations of the 1image data respon-
sive to external stimuli may be considered. In one embodi-
ment, flagged 1mages associated with triggering events may
be utilized. As one example, a reaction value for the athlete
may be determined based upon the duration of time between
the 1image associated with a trigger flag and the nitiation
image. For example, an external stimulus, such as an audible
or visual cue, may indicate the start of a race and accord-
ingly, the associated image(s) may be flagged as being
correlated to a first triggering event (e.g., block 608). Based
upon one or more thresholds being met, such as described
herein (e.g., blocks 610 and 612), it may be determined that
a user has initiated a predetermined activity. In certain
embodiments, the activity may be a sport-specific activity.
Thus, the user’s reaction time may be determined from the
flagged 1mage of the triggering event and the initiation
image.

As discussed above 1n relation to block 604, one or more
triggering events may occur before, during or aiter the
athlete’s performance of the physical activity. In one
embodiment, a second triggering event may be utilized to
indicate to the athlete to perform a predefined movement
during performance of the physical activity. A second trigger
flag may be associated with an 1image that correlates to the
timing of the second triggering event (such as block 608 or
another process). Another tflag may be associated with an
image correlated to the athlete performing the predefined
movement. In one such embodiment, a second reaction
value for the athlete based upon the duration between an
image associated with the second trigger flag and an 1image
correlated with the athlete performing the movement may be
calculated.

In further embodiments, sensor data (inclusive of non-
image sensor data) may be utilized 1n any determinations,
derivations or calculations described herein. Sensor data
may be captured from sensors including, but not limited to:
a wrist-worn sensor, a lootwear-worn sensor, a portable
entertainment electronic device, and combinations thereof.




US 10,121,065 B2

21

In accordance with one embodiment, sensor data may be
utilized to conduct image stabilization upon at least a portion
of the plurality of 1mages. In one implementation, sensor
data may be received from a sensor operatively attached to
the athlete and used for 1mage stabilization, 1dentification of
the athlete from an plurality of objects within the captured
image data, determinations of when to capture images,
determinations of what image data to process, and/or other
utilizations.

In addition to the drawings, FIGS. 10A-10I provide
illustrative examples of a graphical user interface (UI) that
may be implemented in accordance with various aspects of
the innovation disclosed herein. For example, FIG. 10A-10]
provides example Uls that, at least in one embodiment, may
permit a user to capture images of an athlete performing
athletic activity. The Ul may also provide a summary of the
user’s statistics, such as their speed, force, acceleration,
agility, reaction and/or other statistics. In this regard, the
statistics may be determined, at least in part, from 1mage
data collected from the UL

In certain embodiments, upon selecting a Ul element to
create a new event, the user interface may present a record
option to the user configured to capture images at a first
frame rate. During the 1mage capture, a Ul element may
permit the user to select a timing mechanism that 1s 1nde-
pendent of the total duration of the captured video. For
example, 1mages may have been captured for several sec-
onds prior to receiving a user input initiating a timing
mechanism through the Ul element. In certain embodiments,
selection or activation of the timing mechanism element or
another element may cause the 1mages to be captured at a
second frame rate that 1s different that the frame rate utilized.
The timing mechanism or function may be deactivated, for
example, either by a user selection and/or a default value.

Looking to FIG. 10A-101, an example Ul which may be
configured to enable a user to capture 1mage data, such as
images of an athlete performing an athletic activity. The Ul
may further permait the playback (“preview”) of the captured
images. During playback, a user may choose to edit and/or
discard the 1images or a portion thereof. The images may be
assoclated with markers, such as those discussed in refer-
ence to the example Ul embodiments disclosed herein.

FIG. 10A shows an example Ul that 1s configured to
permit a user to capture image data. One or more features,
concepts and/or elements described in relation to FIGS.
10A-10I may be considered, 1n certain embodiments, as an
extension of one or more features described in relation to
one or more Uls described herein. In yet other embodiments,
one or more features, elements, or concepts disclosed 1n
relation to FIG. 10 may be implemented in combination,
including simultaneously or 1n a sequence, with one or more
teatures described herein, including any other embodiments
disclosed herein and/or known 1n the art. Example Uls may
include a Ul element configured to permit a user to capture
image data at a first frame rate (“normal speed™). For
example, FIG. 10A shows a Ul 1000 configured to permit a
user iput from a user, such as selecting a Ul input element,
(shown as soit button 1002, which located on the right
middle side of UI 1000). The UI 1000 may provide image
data, such as live action 1mage data. This may occur even
prior to the user using UI 1000 to capture image data (e.g.,
activating soft button 1002). In certain embodiments, analy-
s1s may be performed on the image data shown within U,
such as to perform or assist with autofocus, measure dis-
tances, adjust lighting, and/or other actions. In one embodi-
ment, a user input via an mput element (e.g., soft button
1002) and a distinct and separate triggering event must be
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detected or confirmed, before 1mage capturing at the first
rate may commence. In another embodiment, a user input,
such as via a user mput element, 1s not required, but rather
the commencement of 1mage capture at the first rate may be
based on a triggering event that 1s other than a user input

directly instructing the initiation of the frame rate at the first
rate.

A Ul, such as Ul 1000, may provide indicia (visible,
audible, and/or tactile) that image capturing (such as respon-
s1ve to the user activating the Ul input element—soit button
1002) has commenced. In one embodiment, the same user-
selectable Ul mput element, ¢.g., soft button 1002, may be
configured to provide indicia. For example, soit button 1002
may be configured to flash, blink or otherwise alter its visual
appearance to the user based on the capturing of data at the
first frame rate being activated.

Another Ul element may permit the user to select a
different frame rate to capture at least a portion of 1images.
For example, at shown at FIG. 10B, Ul 1000 may have a
“slow motion” element that may be activated or otherwise
selected during capture of the images at the first time rate
(e.g., normal speed or frame rate). As one example, user-
selectable Ul input element 1004, may be a soit button,
which may be activated by a user touching the correspond-
ing location on a touch screen. Flement 1004 may be
configured to only appear when element 1002 1s active
and/or when the 1mages are currently being captured at a
specific frame rate (such as the first frame rate). The input
mechanism to select or activate a second frame rate may be
the same mput mechanism to select the first frame rate, or
alternatively, a diflerent separate user input mechanism. For
clarity with this disclosure, however, the mechanism to
select the second frame rate will be referred to as the second
UI mput element. In some 1nstances, the second UI input
clement may be referred to as a slow motion element;
however, those skilled 1n the art reading this disclosure will
understand that this 1s not a requirement but rather an
example embodiment.

Activating the second Ul input element, which may be a
“slow motion” element (which may be implemented via
clement 1004 in certain embodiments), may be configured to
capture 1mages at a second frame rate that 1s higher frame
rate. For example at one embodiment, the first {frame rate
may be 30 Ips and the second frame rate may be 60 ips. The
images may be collected such that a single file contains
images captured at multiple frame rates, such as at the first
and the second frame rates. As will be explained later, the
files of 1mage data may be configured such that subsequent
playback, such as playback via Ul 1000 or any other
interface, 1s configured to provide an appearance that the
images captured at the second frame rate to be at a slower
motion than the images captured at the first frame rate. For
example, 1 one embodiment playback may occur at a
constant frame rate, which may or may not be the first frame
rate. Thus, 11 a first series of 1mages were captured at 30
frames per second and a second series of i1mages were
captured at 90 frames per second, playing the images back
at 30 1ps second would take 1 second to show the 30 frames
of the images captured at the first frame rate, however, the
every second of capturing the images at 90 fps would take
3 seconds of playback at 30 1ps, thus providing the appear-
ance of slow motion.

In one embodiment, a slow motion element (e.g., element
1004) may be associated with a timing mechanism or
function configured to cause a timer to be displayed on Ul
1000, either during the capture and/or after during editing or
playback. The timer may be independent of the total dura-
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tion of the captured video. For example, images may have
been captured for several seconds prior to receiving a user
input nitiating a timing mechanism through the respective
UI element. The “slow motion™ capture may be deactivated,
for example, either by a user selection and/or a default value.
In one embodiment, the feature 1s automatically deactivated
once a user no longer presses or otherwise selects the
clement 1004. For example, as shown in FIG. 10B, a user
selection of a “slow motion” element 1004 (1llustrated as a
soit button on UI 1000) causes the capturing of images at the
“slow motion” frame rate, however, once the user no longer
presses the soft button, then the capture of images may occur
at a different rate. In one embodiment, the frame rate may
return to the first frame rate (e.g., the default “normal speed”
frame rate). The Ul 1000 may permit the user to stop the
capture of 1mages by a user mput. Further, as shown in FIG.
10C, an element may be altered based on the interaction with
a second element and/or the function enabled. For example,
the alteration of the first Ul element 1002 (such as size,
color, etc.) may be altered during the capture of the images
at the second frame rate (e.g., when the user presses and/or
holds the second element 1004).

In one embodiment, selection of one or more input
mechanism may cause the cessation of capturing any
images, at any frame rate. For example, as seen 1n FIG. 10D,
subsequent selection of the Ul element 1002 (or another
clement) may cease capturing of images within the file
comprising the image data captured at both the first and the
second Irame rate. After capturing images, the entire col-
lection of captured i1mages, which may be captured at
multiple frame rates, may be observed within a Ul, such as
UI 1000.

In one embodiment, the captured 1mages may be associ-
ated with a time line. (see, e.g., FIG. 10E). The portion of the
timeline representing 1images captured at one of the frame
rates (e.g. the “slow motion” frame rate) may be highlighted
or otherwise displayed 1n a manner that distinguishes them
from the images captured at another frame rate (e.g., the
“normal speed” frame rate). One example of this 1s shown
by timeline portion 1006. In certain embodiments, the Ul
may permit editing of the captured images. UI Element 1007
may permit the playback of at least a portion of the images.

The Ul may further permit the user to view each of the
images, ncluding in a sequential manner. The user may
scroll through subsequent images, either in a forward or
backwards direction, through interactions with the Ul (e.g.,
Ul 1000 or another interface or device). For example,
looking to the example shown i1n FIG. 10F, a user may be
able to swipe 1 a {first direction (e.g., to the right) on a
touchscreen to view prior sequential images (shown to the
left) and swipe 1n a second direction (e.g., to the left) to see
subsequent 1mages (which may appear to the right of the
main 1image currently being displayed). The Ul may permit
the user to use markers to indicate the boundaries of a
cropping function. See, e.g., marker 1008 shown 1n FIG. 10F

The Ul may further include a selectable timer display
clement, e.g., timer element 1009. A Ul may provide mark-
ers, such as along a timeline, configured to designate the
location of the images associated with the activation and/or
termination of the timing function or mechanism. Other
images may also be designated by one or more markers. For
example, a user may select the first and last frames for a
cropping function to remove unwanted 1mages. In certain
embodiments, activating the timer display element may
cause the presentation of timer markers (“sliders™) on the Ul
1000. See, e.g., marker 1010A/1010B shown by FIG. 10G.

The user may adjust the location of the sliders to mark the
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beginning and end of the timing function. (See e.g., FIG.
10H). For example, a user may want to show the respective
time of a portion of the cropped 1mages.

The UI may allow the user to 1dentily the athlete and/or
specily an activity being performed in the images. The UI
may permit the user to save the cropped footage. The footage
may be saved with the timer configured to be displayed
during the selected portions or without the time (see, e.g.,
FIG. 101, showing time being displayed as element 1012). In
certain embodiments, the user may be able to upload a
specific portion of the images, such as a portion indicated by
markers, or a cropped portion of images, to a website or
social network. In another implementation, an exported
video may be saved locally. Regardless of the video being
stored locally or remotely, 1t may be saved with the timer
configured to be displayed during the selected portions. A
cover image may be selected to represent the exported image
data. In one embodiment, the cover image may be an 1image
within the exported video. In one embodiment, the final
frame of the video may be utilized. Yet 1n other embodi-
ments, sensor data may be used to determine the cover
image.

In one embodiment, the output of systems and methods
described herein includes a single electronic file containing
image data (which may be or include pixel data) represent-
ing a first series of sequential images captured at a first rate
and a second series of sequential 1mages captured at a
second frame rate. The single file may be stored and/or
configured to be played such that images captured at a
second frame rate are displayed such that they appear to
represent slow motion. It can be appreciated that one aspect
of this disclosure 1s directed towards a single Ul that allows
a user to capture a first group of sequential images. The Ul
may be configured to capture the image data such that at
least a portion of the first group of 1mages includes a {first
series of sequential images captured at a first rate and a
second series of sequential 1images captured at a second
frame rate, wherein the capturing is user selectable. The user
selection may occur as the images are captured, such by
activating a Ul mput element to acquire images at a second
frame rate. In other embodiments, 1mages may be captured
at a first rate that 1s faster than a second rate. Then after
capture, the user may provide a user mput to adjust the frame
rate of 1mages captured at the faster rate, such that they are
flagged or even permanently changed to be displayed at a
slower frame rate during playback. For example, images
may be captured at a first frame rate of 120 frames per
second, and a user may provide a user input (or an automated
process may conduct actions to achieve the same results) to
flag certain images as being 30 fps. For example, every 4”
image ol the images captured at 120 ips may be utilized.
Thus, during payback the flagged or altered 1mages may be
played such as to create an appearance of normal speed,
while the unmaltered images (captured at 120 ips) at a
constant 30 fps rate, thus creating an appearance of slow
motion.

In various testing scenarios, which may be independent
of, or alternatively incorporate at least a portion of the
teachings herein, an athlete’s athletic performance may tend
to have a direct relationship with the athlete’s athleticism.
Moreover, an athlete’s potential for athletic performance 1n
a specific sport may tend to have relationship with the
athlete’s athleticism 1n respect of such sport. In turn, ath-
leticism could be determined by various performance char-
acteristics, including, as examples, speed, agility, reaction
time, quickness, and power. Accordingly, to 1dentily athleti-
cism and potential for athletic performance, coaches and
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recruiters tend to seek those athletes that demonstrate supe-
rior performance attributes as to one or more of these
performance characteristics and, 1n particular, as to sport-
specific set(s) of these performance characteristics. More-
over, athletes seek to demonstrate such superior perfor-
mance attributes for such coaches and recruiters.

One method for evaluating and comparing athleticism
among athletes for a particular sport involves the athletes
performing a defined set of sport-specific exercises and/or
drills. Athletes who perform the defined set with superior
performance attributes (e.g., less time and/or greater preci-
s1on) may be anticipated to have greater potential 1n that
sport. For example, “cone dnlls” are routinely used in
training and evaluating athletes who play basketball. In a
typical “cone drill” the athlete must follow a predetermined
course between several marker cones and, in the process,
execute a number of rapid direction changes, and/or switch
from among forward, backward, lateral or other directional
movements. The athlete 1s challenged to complete the dnll
quickly and properly. Athletes demonstrating shorter times
and higher precision 1n a “cone drill” may be prized over
those with either/both slower times or lower accuracy.

Such methods for evaluating and comparing athleticism
tends to be employed in a variety of istitutions (e.g., high
schools, colleges, training camps, conditioning or perfor-
mance gyms, and amateur and professional teams). So
employed, the method tends to be implemented in reliance
on the subjective evaluation of the coach or the coach’s
agent, or on timing and other measuring devices which are
manually operated by a human operator, or both. Given this
human element, such methods so implemented may be
subject to varlance and error, any of which variance and
error may tend to undermine the method’s results and, thus,
legitimacy, thereby confounding reliable interpretation of
results. Among other things, subject to any such variance or
error, the method may result 1n, variously, some athletes
being linked to a lower athleticism than merited, some
athletes being linked to a higher athleticism than merited,
some athletes being incorrectly linked to athleticism well
suited to one sport (1.e., theiwr athleticism 1s actually well
suited to another sport), efc.

Moreover, even though such methods may be employed
in a variety of mstitutions, the availability of the methods
may tend to be relatively constrained. For example, at
institutions where certain equipment and stafl time are
deemed precious resources, coaches may determine which
athletes are given access to these methods of performance
evaluation. In other cases, the methods may be perceived by
coaches and institutional operators as too technical or as
imposing a suilicient operational burden as to be eschewed
altogether 1 favor of a more qualitative and subjective
assessment. As such, an individual athlete will tend not to
have mdependent access to the method, mncluding so as to
self-evaluate via use of the method and/or to provide the
method’s results—i.e., as an objective measure of athleti-
cism and athletic potential—in seeking the attention of a
prospective coach or recruiter.

In accordance with various systems and methods provided
herein relate to assessing an athlete’s athleticism, while
addressing measurement issues associated with the human
clement and also while relieving an operational burden of
standardized assessment, thereby {fostering the athlete’s
independence to employ the systems and methods. In
example embodiments, the systems and methods are
directed toward enabling an athleticism rating and/or scoring
method for normalizing as well as reliably and precisely
comparing overall athletic performance among athletes
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(herein, such scoring and/or rating method(s) are sometimes
collectively referred to by either one of these two terms
alone). In example embodiments, athleticism rating systems
and methods may be employed independently by the athlete.
That 1s, the athlete may be enabled to so employ the systems
and methods without oversight by, or participation of, and
otherwise separate from, any institution, coach, trainer, or
recruiter, or an agent of any of these. As well, the athlete may
be enabled not only to employ the systems and methods
independently, but also to do so properly, 1.e., so as to obtain
reliable, independently verifiable results, rating(s) and/or
score(s).

Via example systems and methods, the athlete 1s enabled
to obtain their respective rating(s) responsive to their per-
sonal interests, desires or motivations. As an example, the
athlete may elect to obtain self-selected athleticism ratings,
wherein each such individual rating i1s associated with a
respective sport selected by the athlete. As well, the athlete
may elect to obtain one or more athleticism rating(s) for any
or no reason, including, e.g., 1n order to: (1) satisiy the
athlete’s curiosity (e.g., whether the athlete 1s a “weekend
warrior’, a litness enthusiast, or any other person who
pursues a sport or any other activity, that athlete may seek
insight ito their capabilities, including strengths and weak-
nesses among performance characteristics, relative to peers);
(11) 1dentily and focus on the sport or sports in which the
so-obtained rating(s) indicate potential for greatest or supe-
rior performance; (111) identily and emphasize improvement
as to any one or more performance characteristic(s) that may
lag other characteristics of athletic development, that may
separate (positively or negatively) the athlete from other
athletes, particularly athletes of similar age, competitive
level or other selection criteria, or that otherwise may bear
improvement; (1v) 1dentily and de-emphasize improvement
as to any one or more performance characteristic(s); and/or
(1v) obtain objective support for the athlete’s ambitions, e.g.,
for submission of the ratings to a particular coach, qualified
talent evaluator, team, 1nstitution or competition with whom
or which the athlete seeks to align.

In such athleticism rating and scoring systems and meth-
ods, an athlete performs one or more physical activities,
exercises, drills or other performance tests (herein, such
exercises, drills and other performance tests are sometimes
referred to by the term “performance tests”). In example
embodiments, a performance test may contemplate test
component(s) and an activity space. An activity space (aka
testing ‘Tfootprint”) manifests physical context elements and/
or parametric elements (such physical context and paramet-
ric elements sometimes referred to herein by the term “test
clements™). An activity space may be variously i1mple-
mented, including, e.g., one or more context elements (such
as, boundaries, area(s), equipment, and the like) and/or one
or more parametric elements (such as, ambient conditions,
rules, procedures, drill protocols, and the like). A test
component may contemplate any of, e.g., an athlete’s body
position, an athlete’s body orientation, movement, or action,
or an absence or substantial absence of any of same; or a
change as to any of same; or a change of state of a test
clement (e.g., equipment changing state, such as being
released and/or landing) as relates to the athlete’s perfor-
mance of a test. A test component contemplating an athlete’s
body position or orientation may comprise, as to the ath-
lete’s body or body parts, relative positioning or orientation
among two or more body parts, or positioning or orientation
of the body or body part(s) relative to one or more test
elements, or combinations of same.
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FIGS. 7A and 7B show an example activity space com-
prising illustrative test elements. With reference to FIG. 7A,
activity space 700 1llustrates example test elements. Activity
space 700 1s associated with an Arrowhead Agility perfor-
mance test, which test may be various configured with
respect to test elements. As to test elements, activity space
700 may include area 702, equipment 706 A-F, and a start-
finish line 708 (referred to sometimes herein by the term
“start-stop line””). The area 702 may have a boundary 704,
which boundary may or may not be defined, demarcated or
otherwise observable/known by the athlete. Withun area 702,
the equipment 706 A-F may be positioned at prescribed
locations, which equipment may thereby indicate to the
athlete various locations for changes 1n direction or activities
in performing the test. The equipment 706 A-F may indicate
to the athlete the start-stop line 708. In an example, the
equipment 706A-F includes markers, such as cones,
arranged 1n a predetermined formation: (1) four cones 706 A,
B, C, E are positioned to form a square with ten-meter sides;
(1) a cone 706F 1s centered on the line between cones 706C
and 706E; and (111) cone 706D 1s positioned on a line
perpendicular to the line formed by cones 706C, 706F and
706E, at a distance, e.g., five meters, from 706F, distally
from cones 706A, B. The area 702 may be established 1n,
e.g., a portion of a yard, a field, a park, a sporting field, a
parking lot, or any other area that adequately supports the
athlete’s proper performance of the performance test. In this
example, area 702 1s anticipated to be a level, firm, non-
slippery surface, etc. or at least substantially so (e.g., absent
ridges, raised obstacles, holes, bog, mud, slick areas, etc.). In
example embodiments, activity space 700 may exclude any
one or more of the foregoing, including all of the foregoing,
or may include any one or more of the foregoing 1n com-
bination with one or more alternative or additional test
clements.

With further reference to FI1G. 1D, the activity space 700
may include various test elements other than those described
above. In example embodiments, test elements may 1nclude
one or more of the following, e.g.: (1) the athlete starts on or
behind the start-stop line 708 (e.g., all pomts of the stance
are on or behind, but not over, the start-stop line 708); (11) no
cone may be touched or otherwise disturbed at any time; (111)
on the respective run from the start-stop line 708, cones
706F, 706E, and 706D are to be rounded, 1n that order, in the
directions shown 1 FIG. 1D, with each cone not being
stepped over; (1v) on the respective run from the start-stop
line 708, cones 706F, 706D, and 706D are to be rounded, 1n
that order, in the directions shown, with each cone not being,
stepped over; (v) on the respective runs from cone 706D
toward the start-finish line 708, the run 1s between either
cones 706F and 706E, or cones 706F and 706C, as shown 1n
FIG. 1D; (v1) a predetermined number of repetitions are
performed (e.g., four repetitions, with 2 in each direction);
and/or (vi1) between each repetfition, a predetermined
latency (‘recovery interval’) 1s employed (e.g., a max of 5
minutes between each repetition, with or without a mini-
mum recovery period). In example embodiments, test ele-
ments may exclude any one or more of the foregoing,
including all of the foregoing, or may include any one or
more of the foregoing in combination with one or more
alternative or additional test elements.

In various implementations, tests, such as an Arrowhead
Agility performance test, may contemplate various test
components performed in activity space 700. In example
embodiments, test components may include one or more of
the following, e.g.: (1) the athlete assumes a prescribed,
initial position (e.g., four-point sprinter’s stance, three-point
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football stance, two-point runner’s stance); (11) the athlete, 1n
stance, remains motionlessness or substantially motionless-
ness (e.g., no rocking, forward lean or counter-movement)
for a prescribed time prior to test start (e.g., 1 or more
seconds, or such other time, and 1n any case so as to support
the purposes of standardized test conditions 1n athleticism
rating and, 1n some examples described herein, in 1mage
processing); (111) the athlete’s first movement or substantial
movement defines test start (e.g., movement of a particular
body part, or movement of plural body parts, or relative
movement among plural body parts, or aggregate body
movement); (1v) the athlete’s time from the start-stop line
708 to mitiation of rounding of cone 706F; (v) while
rounding cone 706F, relative positioning or orientation
among two or more body parts, or positioning or orientation
of the body or body part(s) relative to cone 706F and/or the
ground, or combinations of same (e.g., seeking maxima or
minima, or other statistical indicia respecting the compo-
nent); (v1) athlete’s time from cone 706F to cone 706E (e.g.,
the time from completing the rounding of cone 706F to
initiation of rounding of cone 706E); (vi1) while rounding
cone 706K, relative positioning or orientation among two or
more body parts, or positioning or orientation of the body or
body part(s) relative to cone 706E and/or the ground, or
combinations of same (e.g., seeking maxima or minima, or
other statistical indicia respecting the component); (vii)
athlete’s time from cone 706F to cone 706D (e.g., the time
from completing the rounding of cone 706E to initiation of
rounding of cone 706D); (1x) while rounding cone 706D,
relative positioning or orientation among two or more body
parts, or positioning or orientation ol the body or body
part(s) relative to cone 706D and/or the ground, or combi-
nations of same (e.g., prescribing maxima or minima, or
other statistical indicia respecting the component); (x) ath-
lete’s time from cone 706D to start-stop line 708 (e.g., the
time from completing the rounding of cone 706D to reach-
ing start-stop line 708); and/or (x1) test completion being
when the athlete has crossed the start-stop line 708 (e.g.,
such crossing may be when any body part, specific body
part(s) or the entire body has intersected such line, or has
wholly passed bevond such line 1n the direction distal from
cone 706D). (As per the above list of test components, or
any other list of test components of a performance test, a test
component between test start and test completion are some-
times referred to herein as “test milestone”.) In example
embodiments, test components may exclude any one or
more of the foregoing, including all of the foregoing, or may
include any one or more of the foregoing i combination
with one or more alternative or additional test components.

As to the example Arrowhead Agility performance test,
test results (as described below) may be assessed from the
total elapsed time from test start (see above re: first move-
ment associated with the athlete’s initiation of the perfor-
mance test) to test completion (see above re: crossing the
start-stop line 708). Other test results may or may not be
assessed from one or more of the other listed, or of alter-
native or additional, test components, alone or in any
combination.

Further referencing FIGS. 7A and 7B, activity space 710
illustrates example test elements. Activity space 710 1s
associated with a kneeling power ball chest launch perfor-
mance test, which test may be variously configured with
respect to test elements. As to test elements, activity space
710 may include an area 712, equipment 716A-E, and a
launch line 718. The equipment 7168 may be a power ball
(e.g., a fitness ball, such as a medicine ball, of prescribed
weight). The equipment 716 A may 1ndicate to the athlete the
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launch line 718. Moreover, 1n example embodiments, the
equipment 716 A may include a pad, rug, or other surface,
which may be planar or flex to the surface beneath, on which
the athlete may kneel (e.g., comfortably) to perform the test,
1.€. to launch the power ball 716B. The areca 712 may have
a boundary 714, which boundary i1s shown in the example
embodiment of FIG. 7A as generally demarcated, but which
boundary 1n other example embodiments may or may not be
defined, demarcated or otherwise observable/known by the
athlete. As shown, within the area 712, the boundary is
generally demarcated by equipment 716A and 716C-E posi-
tioned at prescribed locations, whereby the equipment 1ndi-
cates the boundary 714 wherein the ball may be thrown 1n
performing the test. The equipment 716C-E may include
cones placed at prescribed distance(s) from the equipment
716A and/or launch line 718 (e.g., the distances may be one
or more radial distances so that the equipment 716 A, 716C
and 716E describe an angle, which angle may be bisected by
the line formed between equipment 716A and equipment
716D). The area 712 may be established 1n, e¢.g., a portion of
a yard, a field, park, a sporting field, a parking lot, or any
other area that adequately supports the athlete’s proper
performance of the performance test. In example embodi-
ments, activity space 710 may exclude any one or more of
the foregoing, including all of the foregoing, or may include
any one or more of the foregoing in combination with one
or more alternative or additional test elements.

With turther reference to FIG. 7A, the activity space 710
may include various test elements other than those described
above. In example embodiments, test elements may 1nclude
one or more of the following, e.g.: (1) 1n an 1itial, kneeling
position, the athlete’s knees may be on, or behind, but not
over the launch line 718; (11) so kneeling, the athlete’s knees
are to be parallel, and the athlete’s feet are to be plantar
flexed, 1.e., pointed away from the launch direction, with the
toes flush to ground, pointed or substantially pointed (e.g.,
the toes may not be curled so as to provide additional
bracing force to the ground); (i111) the ball 1s to be grasped
with both hands, the hands being aligned with a diameter of
the ball and being positioned on opposite sides of the ball;
(1v) the knees are to remain 1n contact with the ground or
kneepad until at least the release of the ball (e.g., the
complete release of the ball, such that no portion of the ball
remains in contact with any part of the athlete’s body); (v)
the ball 716B 1s to land within boundary 714; and (v11) the
athlete’s body or portions of the body may not cross the
launch line until the ball 1s fully released. In example
embodiments, test elements may exclude any one or more of
the foregoing, including all of the foregoing, or may include
any one or more of the foregoing in combination with one
or more alternative or additional test elements.

With reference to FIGS. 7A and 7B, a kneeling power ball
chest launch performance test may contemplate various test
components performed in activity space 710. In example
embodiments, test components may include one or more of
the following, e.g.: (1) the athlete assumes a prescribed,
initial position (e.g., kneeling, with the back erect and facing
toward equipment 716C-E), while holding the arms (includ-
ing the ball 716B) out and above the head); (1) the athlete,
in the initial, kneeling position, remains motionless or
substantially motionless (e.g., no rocking or similar move-
ment) for a prescribed time prior to test start (e.g., 1 or more
seconds, or such other time, and 1n any case so as to support
the purposes of motionlessness 1n athleticism rating and, in
some examples described herein, in 1image processing); (111)
the athlete’s first movement or substantial movement (e.g.,
the ball being brought down to the chest as the hips are

10

15

20

25

30

35

40

45

50

55

60

65

30

brought back to the heels); (1v) the athlete’s movement of a
particular body part, or movement of plural body parts, or
relative movement among plural body parts, or aggregate
body movement, relating to the translating the ball forward
and up toward the release point; (v) the athlete launches the
ball via both hands, without favoring one arm, without a
throwing rotation of either arm and without rotation about
the spine; (v1) test start, 1.e., the athlete’s release of the ball;
and, (vi) test completion, 1.e., the ball landing, e.g., at a
landing point 720 at a distance from the launch line 718, 1n
a direction toward equipment 716C-E. In example embodi-
ments, test components may exclude any one or more of the
foregoing, including all of the foregoing, or may include any
one or more of the foregoing in combination with one or
more alternative or additional test components.

As to the kneeling power ball chest launch performance
test, test results (as described below) may be assessed as the
distance between the launch line 718 (e.g., the edge 1n the
direction of the equipment 716C-E) and the landing point
720 (e.g., the central point of the where the ball first lands).
Such test results may be obtained from the elapsed time
between the release of the ball and the ball landing. Addi-
tionally or alternatively, such test results may be obtained by
a computation following from the flight time from release to
landing. Other test results may or may not be assessed from
one or more of other listed, or alternative or additional, test
components, alone or in any combination.

Some test elements associated with activity spaces 700
and/or 710 are shown in FIG. 7A, while others are not.
Additional test elements may include ambient conditions,
such as, e.g., wind speed and direction, ground condition,
rain or other precipitation, temperature, humidity, and the
like. Violations of one or more of these conditions may or
may not void the test. In example embodiments, the condi-
tions may be employed to annotate the test results. As
another example, the conditions may be factored into the
performance test, including, e.g., to adjust the test results for
comparison or to modily the scoring or rating employing
non-adjusted test results.

In such athleticism rating and scoring systems and meth-
ods, the athlete’s performance of performance test(s) is
measured and/or otherwise converted into representative
data (herein, such measurement and/or conversion 1s some-
times referred to by the term “measurement”, as well as its
derivatives thereof; and, such representative data sometimes
1s referred to by the term “test results”). In example embodi-
ments, measurements may include dimensional metrics,
such as, e.g., time (e.g., elapsed time, of a run, jump or
agility test, or of a thrown ball’s flight), distance (e.g.,
distance of a thrown object’s tlight), angle (e.g., angle of
change 1n direction), and/or position (e.g., one body part
relative to another or relative to a reference, such as the
ground or an obstacle). In example embodiments, measure-
ments may include non-dimensional metrics, such as, e.g.,
counts. Such non-dimensional metrics may be applied to,
e.g.. (1) repetitions, e.g., a count of executions of test
component(s) in a performance test (for example, total
number of push-ups executed 1n a fixed time, whether the
execution 1s proper or not); and/or (11) fouls, e.g., a count of
errors 1n a performance test (for example, total number of
push-ups 1n which the athlete bounced their chest off the
ground).

Fouls and any associated foul metrics may be imple-
mented variously within a performance test. Implemented
“fouls” may be associated, e.g., with the athlete’s improper
execution of one or more test components of a performance
test and/or with the athlete’s improper departure from an
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activity space. An athlete’s improper execution of a test
component may include, as examples: crossing of legs/feet
during a shuflle movement (e.g., wherein a proper shuflle
contemplates movement via legs/feet repeatedly being sepa-
rated and then brought together, without crossing); failing to
reach or exceed a threshold angle among body parts (e.g., a
knee bend 1n a lunge or a squat); and/or tumbling or other
oross loss ol body control. An athlete’s improper departure
from an activity space may include, as examples: moving or
being outside any area or boundary inside which a perfor-
mance test 1s to be performed (e.g., 1n the kneeling launch
test, throwing the ball outside the boundary 714); disturbing,
a test element (e.g., upending a cone 1n an agility course);
failling to interact properly with a test element (e.g., failing
to touch a cone when such touch 1s a test element; or
touching a cone when not touching 1s a test element; or
failing to round a cone or to stay to the iside or outside of
a cone; etc.); failling to abide a test element (e.g., failing to
maintain prescribed time conditions, such as motionlessness
for a set time, or executing a repetition after a latency period
and/or recovery interval has expired); and/or improperly
exploiting a test element (e.g., pushing or pulling on a course
marker as impetus for a test’s change-oi-direction, or bounc-
ing one’s chest off the ground as impetus for the upward
movement 1n a push-up).

In example embodiments, foul(s) and any associated
metric(s) may be consequential. Consequences may be vari-
ously implemented, including, e.g.: (a) disqualification (aka
rejection) of a test result (such as responsive to, e.g., any of:
a lalse start, a running start, an improper ball grasp during
or rocking movement 1n a kneeling power ball chest launch
test, assuming a position that delivers an unfair advantage in
a test; a foul exceeding a predetermined threshold; any/or an
aggregate foul count exceeding a predetermined threshold);
(b) adding a predetermined time quantum to a test result
measured via of time metric, e.g., such time quantum being,
responsive to the time benefit accrued due to the improper
movement, possibly together with a penalty (e.g., 0.02
seconds for each upended cone, wherein the benefit to the
athlete’s time 1s predetermined to be 0.01 seconds for each
such upended cone and wherein 0.01 seconds 1s assessed as
a penalty); or (c) subtracting a predetermined distance
quantum to a test result measured via of distance metric, e.g.,
such distance quantum being responsive to the benefit
accrued due to the improper movement, possibly together
with a penalty. In example embodiments, the resultant test
results are the test results from measurement, as subjected to
any adjustment (e.g., via disqualification, addition, subtrac-
tion or otherwise).

In example embodiments, only consequential fouls are
detected, measured and acted on, such as being reported as
to, treated or otherwise included in or with, test results. In
example embodiments, consequential fouls may be acted on
by negating test results. In example embodiments, non-
consequential fouls may be detected (alone or together with
consequential fouls), which detection may be acted on, e.g.,
for coaching or other direction, such as to instruct the athlete
toward addressing such {fouls and, thereby, enabling
improvement of test results.

In example embodiments, a performance test may be
directed to an athletic skill. In example embodiments, each
performance test may be directed to a respective athletic
skill. In example embodiments, at least one performance test
may be directed to more than one athletic skill. In example
embodiments, at least one performance test may be directed
to more than one athletic skill and that test shares at least one
such athletic skill with another performance test. In example
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embodiments, not only are the performance test(s) linked to
athletic skill(s), e.g., in any of the various combinations set
forth above, but also at least one athletic skill has particular
relevance to a sport motivating the undertaking of perfor-
mance testing. Generally, whether or not a performance test
1s directed to an athletic skill, a performance test implicates
performance characteristics, including, as examples, speed,
agility, reaction time, quickness, and power.

In an 1illustrative example applicable to basketball, a
battery of performance tests may be formulated so as to
evaluate athletic skills particular to that sport. For example,
the battery of performance tests may include one or more of,
¢.g.. a no-step vertical jump, a kneeling power ball chest
launch, a 3%4-court sprint, and a lane agility drll. The
kneeling power ball chest launch conforms to the test
previously described herein. The 34-court sprint 1s a sprint
conducted on a basketball court. The no-step vertical jump
contemplates a standing, two-footed jump, typically con-
ducted 1n bare or stocking feet, starting from a prescribed
squat or standing position, and from such position, the
athlete explodes to project themselves upwardly using both
arms and legs (e.g., from the standing position, the athlete
coils via, e.g., bending of the knees, before uncoiling to
explode upwardly), whereby test results may be assessed,
¢.g., as to the time 1n the air, or otherwise. The lane agility
drill contemplates a timed navigation around a basketball
lane demarcated by cones, including forward/backward run-
ning movements, side-to-side shuiiling, coupled with one or
more location-specific, court-floor touches and other form
requirements, whereby test results may be assessed, e.g., as
to the time to completely navigate the lane, subject to fouls,
¢.g., for falling down, for upending a cone, for failure as to
form requirements and/or for failing to shuflle at all or
properly.

Each such performance test may be included in such
battery because the test relates to at least one athletic skall
relevant to basketball. For example, the vertical jump test
reflects explosive power which may manifest rebounding
ability and/or shot-blocking skills. In turn, the power-ball
chest launch retlects upper-body power which may manifest
post-up skills, rebounding skills, and/or defensive skills. The
court sprint may manifest skills for oflense (e.g., fast break-
ing ahead of defenders), defense (e.g., getting back to cover)
and/or the floor game (e.g., running down a loose ball). The
lane agility drill may manifest defensive skills (e.g., shut-
down, one-on-one defending). As well, each such perfor-
mance test implicates performance characteristics (e.g., ver-
tical jump and chest launch implicate, respectively, lower
and upper body power; the sprint implicates speed, the lane
agility drill implicates speed, agility and quickness).

Via the systems and methods set forth herein, an athlete’s
conduct of performance test(s) leads to test results, rating(s)
and/or score(s) that may be predictive, indicative or other-
wise representative of the athlete’s potential 1 a specific
sport, 1n various sports, 1n any sport, in one non-specified
sport, or in one or more other activities (herein, such
“predictive, indicative or representative” 1s sometimes
referred to by the term “representative” or its derivatives).
The athlete’s potential may be represented by the raw test
results from any one or more performance test(s). The
athlete’s potential may be represented by a combination of
two or more test results. The athlete’s potential may be
represented by applying test results 1n an analytical frame-
work, whether the test results as applied individually and/or
in various combinations. In example embodiments, test
results may be applied 1n an analytical framework toward
obtaining an athletic rating or score. In example embodi-
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ments, test results may be applied in an analytical frame-
work that employs statistical analysis techniques toward
obtaining an athletic rating or score, including, e.g., an
athletic rating or score that 1s related to data associated with
a umverse of athletes. In example embodiments, an analyti-
cal framework may provide: (1) test results from each
performance test for a given athlete are normalized by
comparing the test results to a database providing the
distribution of test results among a universe of athletes; (11)
based on that test results’ percentile rank among the distri-
bution of test results, each of the test results 1s assigned a raw
score; and (111) so-assigned raw scores derived from the at
least two different performance tests for an athlete are used
to produce an athleticism rating or score. In example
embodiments, an analytical framework may {follow the
framework set forth above, while employing a universe of
athletes similar to the given athlete, wherein, e.g., such
similarity may be based on factors such as age, gender, sport,
competition type (e.g., college, club, high school, etc.),
playing level (e.g., varsity, regional-select, practice-squad,
recreational, etc.) or other factors, including combinations of
any of these and/or other factors. In example embodiments,
an analytical framework may follow the framework set forth
above, while also applying (with or without the employ of
the universe of similar athletes described above) a scaling
tactor to the athleticism rating or score, whereby the ratings
or scores of the given athlete and among a group of tested
athletes fall within a desired range. Exemplary systems and
methods for providing an athletic rating or score are
described 1n U.S. Pat. No. 8,292,788, which 1s incorporated
herein by reference 1n 1ts entirety for any and all non-
limiting purposes.

With reference to FIG. 8, an example method 800 for
generating an athleticism rating or score 1s illustrated. An
athleticism rating or score may be generated for a particular
athlete 1n association with a defined sport, such as basket-
ball. Such an athleticism rating or score may then be used,
for example, to recognize athleticism of an individual and/or
to compare athletes.

Initially, at step 802, athletic performance data related to
a particular sport 1s collected for a group of athletes. Athletic
performance data might include, by way of example and not
limitation, test results from a battery of basketball-directed
performance tests described above, or any of these, alone or
together with one or more other performance tests. Athletic
performance data may be recorded for a statistically relevant
sample size of athletes, e.g., hundreds or thousands. Such
athletic performance data may be stored on a computer
readable medium, such as 1n a data store (e.g., a database).

At step 804, the collected athletic performance data, such
as test results from performance tests as described herein,
may be normalized. In example embodiments, test results
(e.g., raw test results) for each performance test conducted
in association with a defined sport may be normalized. In
example embodiments, raw test results for each athlete may
be standardized in accordance with a common scale. Nor-
malization enables a comparison of data corresponding with
different performance tests. In one embodiment, a normal-
ized athletic performance datum 1s a percentile of the
empirical cumulative distribution function (ECDF). As one
skilled 1n the art will appreciate, any method may be utilized
to obtain normalized performance data (1.e., athletic perfor-
mance data that has been normalized).

At step 806, the normalized athletic performance data
may be used to generate a set of ranks. The set of ranks
includes an assigned rank for each athletic performance test
result included within a scoring table. A scoring table (e.g.,
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a lookup table) includes a set of athletic performance test
results, or possibilities thereof. Each athletic performance
test result within a scoring table corresponds with an
assigned rank and/or a fractional event point number. In one
embodiment, the athletic performance data 1s sorted and a
percentile of the empirical cumulative distribution function
(ECDF) 1s calculated for each value. As such, the percentile
of the empirical cumulative distribution function represents
a rank for a specific athletic performance test result included
in the scoring table. In this regard, each athletic performance
test result 1s assigned a rank based on that test result’s
percentile among the normal distribution of test results. The
rank (e.g., percentile) depends on the raw test measurements
and 1s a function of both the size of the normative data set
and the component test values. A scoring table might include
observed athletic performance test results and unobserved
athletic performance test results. A rank that corresponds
with an unobserved athletic performance test result may be
assigned (imputed) using interpolation of the observed ath-
letic performance test data.

At step 808, a fractional event point number (i.e. raw
score) may be determined for each athletic performance test
result. A fractional event point number for a particular
athletic performance test result 1s determined or calculated
based on the corresponding assigned rank. That 1s, the set of
assigned ranks, or percentiles, 1s transtformed 1nto an appro-
priate point scale. In one embodiment, a statistical function,
such as an mverse-Weibull transformation, provides such a
transformation of the ECDF.

At step 810, one or more scoring tables may be generated.
As previously mentioned, a scoring table (e.g., a lookup
table) includes a set of athletic performance test results, or
possibilities thereof. Each athletic performance test result
within a scoring table corresponds with an assigned rank
and/or a fractional event point number. In some cases, a
single scoring table that includes data associated with mul-
tiple tests and/or sports may be generated. Alternatively,
multiple scoring tables may be generated. For instance, a
scoring table might be generated for each sport or for each
athletic performance test. One or more scoring tables, or a
portion thereof (e.g., athletic test results, assigned ranks,
fractional event point numbers, etc.) may be stored 1n a data
store, such as database.

As 1ndicated at step 812, athletic performance data 1n
association with a particular athlete 1s referenced (e.g.,
received, obtained, retrieved, 1dentified, or the like). That 1s,
as described herein, test results for a battery of performance
tests may be referenced. As also described herein, the battery
of performance tests may be predefined in accordance with
a particular sport or other physical activity. As also described
herein, using the systems and methods described herein,
performance test(s) may be tracked and assessed by the
particular athlete rendering the athlete independent 1n this
regard from institutions, coaches, recruiters or the like. In
example embodiments, the athlete may be enabled to do so,
¢.g., via use ol one or more portable electronic device(s)
which device(s) support capabilities further described
herein, which capabilities include, but are not limited to,
image acquisition, particularly acquisition of a sequence of
images (e.g., such sequence of images including video
frames and/or still images) with acquisition parameters so as
to enable suflicient image data for image processing to yield
outputs that, in turn, enable provision of test results. In
example embodiments, such portable electronic device(s)
may include a general purpose device, such as a smart phone
(e.g., the HTC One X+) or may be a special purpose device
(e.g., integrating capabilities specifically to provide a system
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and/or method 1n accordance with the descriptions herein).
In example embodiments, as described further herein, such
portable electronic device(s) are arranged by the athlete in
association with the applicable activity space 700, 710 1n
order to enable i1mage acquisition as to the respective
performance test.

At step 814812, a fractional event point number that
corresponds with each test result of the athlete may be
identified. Using a scoring table, a fractional event point
number may be looked up or recognized based on the
athletic performance test result for the athlete. In certain
embodiments, the best or other most suitable result from
cach test 1s translated 1nto a fractional event point number by
referencing the test result 1n the lookup table for each test.
Although method 800 generally describes generating a scor-
ing table having a rank and a fractional event point number
that corresponds with each test result to use to lookup a
fractional event point number for a specific athletic perfor-
mance test result, alternative methods may be utilized to
identily or determine a fractional event point number for a
test result. For instance, 1n some cases, upon receiving an
athlete’s test results, a rank and/or a fractional event point
number could be determined. In this regard, an algorithm
may be performed 1n real time to calculate a fractional event
point number for a specific athletic performance test result.
By way of example only, an athletic performance test result
for a particular athlete may be compared to a distribution of
test results of athletic data for athletes similar to the athlete,
and a percentile ranking for the test result may be deter-
mined. Thereafter, the percentile ranking for the test result
may be transformed to a fractional event point number.

At step 816, the fractional event point number for each
relevant test result for the athlete 1s combined or aggregated
to arrive at a total point score. That 1s, the fractional event
point number for each test result for the athlete 1s summed
to calculate the athlete’s total point score. At step 818, the
total point score may be multiplied by an event scaling factor
to produce an overall athleticism rating. An event scaling
factor may be determined using the number of rated events
and/or desired rating range. Athletic data associated with a
particular athlete, such as athletic test results, ranks, frac-
tional event point numbers, total point values, overall ath-
leticism rating, or the like, may be stored on a non-transitory
computer-readable medium, for example 1n a data store,
such as a database.

Referring again to FIG. 7A and as described herein, in
example embodiments, athleticism rating systems and meth-
ods may be employed by the athlete independently and yet
to obtain credible test results, rating(s) or score(s). In
example embodiments, the athlete may be enabled to do so,
¢.g., via use ol one or more portable electronic device(s)
724A, 7248, which device(s) include image acquisition
capabilities. In example embodiments, each such device’s
image acquisition capabilities are used to acquire images of
a performance test. As shown i FIG. 7A, a portable
clectronic device 724A/B may be arranged by or for the
athlete 1n association with the performance test’s respective
activity space 700, 710. So arranged, the portable electronic
device 724A/B may be enabled to acquire images of the
athlete’s conduct as to a performance test.

A device 724 may be arranged to enable such image
acquisition 1n various manners, mcluding, e.g., by a mount
or by being hand held. As shown 1n FIG. 7A, the athlete may
arrange a portable electronic device 724B so that 1t 1s held
by a second person (e.g., a Iriend, teammate or another
athlete also self-directing their own performance tests, etc.).
As also shown 1n FI1G. 1D, the athlete may arrange a portable
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device 724 A via a mount on a tripod 726, whereby the mount
enables the device’s field of view 734 A for image acquisi-
tion to be directed so as to cover the respective performance
test. Alternatively, and provided such image acquisition 1s
cnabled, the athlete may otherwise arrange a device 724 via
other mounts or other fixed devices (herein referred to
collectively by the term “mount™ and its derivatives), includ-
ing via, e.g.: (1) placement directly on turf or ground (e.g.,
if the activity space 1s an outdoor field, such as a playing
field); (1) placement directly on a court (e.g., if the activity
space 1s a basketball, volleyball or other indoor court); (111)
isertion i a bag pocket; or (iv) mounting on an item
located 1n association with the activity space (e.g., a tree, a
basketball post, a football post, a lamp post, a wall, etc.).
Alternatively, another individual 728, which may be a
trainer, coach, iriend, colleague or other person, may hold
and/or operate the portable device 724.

Among these arrangements, a device 724 may be pro-
vided with lesser or greater stability. When arranged via a
tripod 726, a device 724 typically 1s provided with substan-
tial stability. When arranged via a mount other than a tripod
726, a device 724 typically 1s yet provided with a level of
enhanced stability, at least as compared to a hand-held
arrangement. By contrast, when 1n a hand-held arrangement,
a device 724 may be provided with less stability, or incon-
sistent stability, as compared to a mounted arrangement.

When stably arranged, e.g., via a tripod 726, a device 724
tends not to move, or not to move substantially, during
image acquisition of a performance test. That stable arrange-
ment typically enables image acquisition without, or with
insubstantial, impact as to the acquired 1mages and associ-
ated 1mage data. A less stable arrangement—or an arrange-
ment providing stability below a minmimum threshold (e.g.,
under ambient conditions)—tends to subject acquired
images and associated 1mage data to a non-insubstantial
impact. Such impact may include, e.g., aberrant motion of
objects 1n the imaging. As an example, the device’s physical
movement may cause an object to appear to have motion
among the 1mages, notwithstanding that the object’s corre-
sponding physical item may have been stationary during the
images’ acquisition. As another example, 1f an object’s
corresponding physical item were to have actually been
moving during the images’ acquisition, the object may
appear to have motion that 1s greater or lesser than the
corresponding 1tem’s actual, physical movement. With aber-
rant motion of objects caused by the device’s physical
movement (€.g., physical movement of the device’s imaging
acquisitions capabilities, particularly the imaging chip), all
objects of the images are impacted. Accordingly, 1n example
embodiments, systems and methods contemplate employ of
image processing technologies for detecting, estimating and
otherwise addressing such aberrant motion, which technolo-
gies may be selected not only for capabilities re such
addressing role, but also for compatibility with the 1mage-
based measurements as to performance tests as contem-
plated herein and, thus, to support provision of credible test
results.

As previously described with reference to FIG. 7A, a
portable electronic device 724 A, 724B may be arranged so
that the device may be enabled to acquire 1mages as to a
performance test. In example embodiments, in acquiring
images, a portable electronic device 1s not only arranged to
enable 1mage acquisition generally, but also positioned to
provide proper image acquisition (1.e., 1mage acquisition
enabling 1mage processing technologies to yield outputs
enabling 1mage-based measurements as to performance
tests). Such positioning may respond to various factors,
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including, e.g., (1) the applicable test’s activity space (e.g.,
physical dimensions) and (11) the focal length, aperture and
quality of the device’s imaging lens, as well as the format/
resolution applicable to the imaging. Generally, the lens’
focal length 1s mndicative of (i.e., mnversely proportional to)
the device’s field of view 734A, B, while the focal length/
aperture are indicative of the depth of field. The imaging’s
format/resolution 1s indicative of the amount of 1mage data.

As an example with reference to FIG. 7A, a portable
clectronic device 724A may be positioned so that the
device’s field of view 734 A enables image acquisition of the
athlete as the athlete conducts the arrowhead agility perfor-
mance test. In such positioning, the field of view 734A
covers the entirety of the activity space 700, so as to enable
imaging of all of the athlete’s activities throughout the test.
However, 1n order to cover that entirety within the field of
view 734 A, the device 724 may be positioned at a distance
from the activity space 700 which distance has the activity
space 700 toward, or even eflectively in, the imaging’s
background 730. As well, the device 724 may be positioned
at a distance which has the activity space 700 partly 1n the
imaging’s background 730 and partly in the imaging’s
toreground 732. In either case, one or more objects (such as,
the object that corresponds to the athlete) may be mnsutli-
ciently imaged, such that insuflicient image data 1s available
for image processing technologies to yield outputs enabling
image-based measurements as to performance tests and,
thus, to support provision of credible test results. In example
embodiments, systems and methods contemplate employ of
image processing technologies for detecting improper posi-
tioming, including, e.g., to notity the athlete to re-position.

As shown 1 FIG. 7A, a portable electronic device 724 A,
7248 may be properly positioned whether or not the field of
view 734A, 734B covers the entirety of the performance
test. As an example, as shown 1n FIG. 7A, the device 724A
may be properly positioned and have 1ts field of view 734 A
covering the entirety of the activity space 700 as to the
arrowhead agility performance test. However, the device
724 A, so positioned, has its field of view 734A not covering
the enfirety of the activity space 710 shown in FIG. 1D,
which space 710 1s associated with the kneeling power ball
chest launch performance test. As to at least the portion of
the activity space 710 that 1s not covered by the field of view
734 A, a second portable electronic device 724B, via 1ts field
of view 734B, may be employed 1n order to provide entire
coverage ol the kneeling power ball chest launch perfor-
mance test. Accordingly, 1n example embodiments, systems
and methods may contemplate employment of communica-
tion/control technologies and/or 1mage processing technolo-
gies, so as to variously coordinate plural portable electronic
devices 724 (e.g., calibration, shutter synchronization and/or
oflsets) and process among such devices” plural sequences
of acquired 1images (e.g., mosaic processing).

As described herein, 1n example embodiments, via use of
one or more portable electronic device(s) 724 A, 7248, an
athlete may be enabled to employ athleticism rating systems
and methods independently to obtain credible test results,
rating(s) and/or score(s). In example embodiments, a por-
table electronic device 724 A, 724B that so enables an athlete
includes 1mage acquisition capabilities. In example embodi-
ments, a portable electronic device 724 A, 724B includes not
only 1mage acquisition capabilities, but also other capabili-
ties, mncluding, e.g., one or more of: (1) processing capabili-
ties; (11) communication capabilities (e.g., supporting wire-
less communications for communications/control among
portable electronic devices 724, as well as with other sensor,
clectronic or computer devices); (111) networking capabilities
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(e.g., for communications 1n any one or more networks, such
as body area networks (BAN), personal area networks
(PAN), local area networks (LAN) and wide area networks
(WAN)); (1v) data acquisition capabilities (e.g., via one or
more sensors 1nternal or external to the device 724, such as
one or more accelerometer(s), gyroscope(s), compass(es),
other magnetometers, barometer(s), other pressure
sensor(s), thermometer(s), other temperature sensor(s),
microphone(s), other sonic sensor(s) (e.g., ultra-sonic
sensor(s)), mifrared (1R) sensor(s), and/or other electromag-
netic radiation sensor(s)); (v) iput/control capabilities (e.g.,
including via physical buttons, logical buttons enabled via a
touch screen, voice iput controls, and/or other input con-
trols); (vi1) output/notification capabilities (e.g., via LED
light(s), a display, a touch-sensitive display, speaker(s),
other audio transducer); and/or (vi1) location detection capa-
bilities (e.g., for i1dentifying location(s) relative to other
devices 724, or relative to sensors, equipment, or devices, or
relative to test elements or the activity space, such as by
GPS, AGPS signal analysis, signal strength measurements,
or other technologies, including via data acquired from
sensors, transceivers or other electronic devices embedded
in equipment, apparel, footwear and/or accessories, and/or
in other device(s) 724, including in combination(s), and/or
in combination(s) with other devices 724).

In example embodiments that include processing capa-
bilities, such processing capabilities may be implemented so
as to execute, or cause to be executed, one or more sets of
soltware 1nstructions, including, e.g., mobile software appli-
cation(s) and/or embedded applications, and/or operating
system(s). Such processing capabilities, executing one or
more such software struction set(s) may be implemented
to control such image acquisition capabilities, 1n whole or 1n
part (such software struction set(s) herein sometimes
referred to by the term “1mage acquisition soitware™). Such
processing capabilities and i1mage acquisition soltware,
cither alone or together, may enable, one or more of, as
examples: acquisition of one or more sequences ol 1mages
(e.g., sequences of still images and/or video frames, which
sequences of 1images and/or frames are herein sometimes
referred to by the term “images” or “imaging’); control of
the start and stop of each such sequence (including, e.g.,
coordinating among plural devices’ i1maging acquisition
capabilities); control of any latency applicable to any
sequence (e.g., delay between sequences and/or time oflset
for starting acquisition, such as against a reference or among
plural devices” image acquisition capabilities); control of the
acquisition frequency (e.g., frames or 1mages acquired per
unit time); control of the resolution and/or formatting appli-
cable to the imaging (e.g., total pixels per image or frame,
and/or the number of lines per 1mage or frame and the
number of pixels per line); control of any pre-processing of
acquired 1mage data (e.g., imager noise reduction, contrast
control, etc.); and/or, control or selection of other 1maging
parameters.

In embodiments that include processing capabilities, such
processing capabilities may be implemented so as to
execute, or cause to be executed, one or more sets of
computer-executable mstructions on one or more non-tran-
sitory computer-readable mediums implementing one or
more 1mage processing technologies (such example mnstruc-
tion set(s) herein sometimes referred to by the term “1mage
processing soltware”). In example embodiments, such
image processing software includes 1image processing tech-
nologies directed to processing, analyzing, and otherwise
extracting information from the one or more sequences of
images acquired with respect to one or more performance
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tests, such information yielding outputs enabling provision
of test results and, ultimately, to enable assessment of
athletic rating(s) or score(s), as described herein. In example
embodiments, such 1mage processing software may imple-
ment one or more technologies, including, e.g., any of
various technologies of or relating to computer vision. In
example embodiments, such 1image processing software may
implement one or more 1mage processing technologies
sometimes referenced, sometimes among other terms, as:
sequential frame analysis; sequential image analysis; 1mage
sequence analysis; video sequence analysis; stixel motion
analysis, optical flow analysis; motion vector analysis;
frame motion analysis; motion estimation; feature-based
motion estimation; motion detection; change detection;
frame differencing; sequential image differencing; segmen-
tation; feature (based) segmentation; object segmentation;
color segmentation; intensity segmentation; motion (based)
segmentation; change detection segmentation; feature
extraction; object recognition; pattern recognition; pattern
matching; position estimation; background subtraction;
image {iltering; and global motion detection/removal (e.g.,
toward negating ego-motion). It 1s understood that the
foregoing technologies list 1s not exhaustive. It 1s understood
that the foregoing technologies list may include one or more
generic among respective species, and/or components of
either. It 1s understood that the foregoing technologies list
may include one or more terms for the same, or substantially
the same, or overlapping, technologies. It 1s understood that,
in any employed 1mage processing soltware, output(s) of
any {irst of such listed technologies may be input(s) for such
first or one or more second listed technology and, in turn,
output(s) from such second listed technology or technolo-
gies may be mput(s) for such second listed technologies or
such first listed technology, in one or more iterations/
recursions/updates. It 1s also understood that such software,
supporting such technologies, may be configured to employ
a prior1 knowledge of the performance test (e.g., test ele-
ments, test components, athlete height and other character-
1stics, anticipated test duration(s), etc.) so as to enhance both
acquisition of 1maging sequences (e.g., via suiliciently early
start, and sufliciently late termination, of acquisition relative
to the conduct of the performance test) and analysis of
imaging as described herein (e.g., to advance segmentation/
detection/motion estimation among objects, including 1n
phases among objects and sub-objects, such as, 1n a first
phase, analysis as to general movement, such as of the
athlete’s body and, 1n a second phase, analysis of specific or
relative movement of/among the athlete’s body, head, torso,
arms, legs, etc.). It 1s also understood that any image
processing technologies generally provides for processing of
(1) still images (1individually or as some set or sequence), (11)
video or videos (e.g., plural video clips, such clips having a
known relationship there among in re a performance test);
and/or (111) any combination of still image(s), video, and/or
videos. (Any such processing, such as via any such image
processing technologies, may sometimes be referred to
herein by the term “image processing”.)

In example embodiments, such processing capabilities
executing 1mage processing software may be implemented
so as to process, or cause to be processed (e.g., via the
device’s one or more operating system(s) or embedded
soltware 1nstruction sets), one or more sequences of 1mages
acquired with respect to one or more performance tests
toward yielding outputs for enabling provision of test results
for one or more such performance tests. In various example
embodiments, processing capabilities executing 1image pro-
cessing software may be implemented so as to process, or
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cause to be processed (e.g., via the device’s one or more
operating system(s) or embedded software mstruction sets),
one or more sequences of 1mages acquired with respect to
one or more performance tests, wherein such processing
may be directed to one or more of the following operations,
¢.g.: (1) identilying 1mages associated with the athlete’s test
start and test completion, as same are described herein (e.g.,
for test start, an 1mage corresponding to the athlete’s first
movement or substantial movement, or to a test element
changing state (e.g., a ball 1s released); and, for test comple-
tion, an 1mage corresponding to the athlete’s interaction with
a test element (e.g., crossing a line) or a specific test element
exhibiting a predetermined state change (e.g., a thrown ball
landing)); (1) detecting, confirming and/or monitoring test
clements, via 1maging (e.g., confirming arrangement of
cones at proper locations and separations; confirming proper
area properties, such as levelness and absence of obstacles,
ambient conditions, etc.); (111) identifying, detecting, con-
firming and/or monitoring test components, via imaging
(e.g., confirming the athlete assumes a prescribed, initial
position and, 1n the initial position, the athlete remains
motionlessness or substantially motionlessness for a pre-
scribed time prior to test start; confirming athlete form, such
as via relative positioning or orientation among two or more
body parts betore, at test start, or during conduct of, a test;
confirming relative positioning or orientation of the athlete’s
body or specified body part(s) relative to a test element
before, at test start, or during conduct of, a test); (1v)
detecting, measuring and acting on fouls (e.g., detecting
consequential and/or non-consequential fouls), as described
herein; (v) detecting, estimating and otherwise addressing
aberrant motion of 1maging objects (e.g., aberrant motion
caused by physical movement of the portable electronic
device’s image acquisition capabilities); and/or (v) detecting
improper positioning of the portable electronic device 724 A,
7248 1n the employ of 1ts 1image acquisition capabilities
respecting a performance test. It 1s understood that, 1n some
example embodiments, processing capabilities executing
image processing soltware may be implemented so as to
exclude any one or more of the foregoing operations,
including all of the foregoing operations, or may include any
one or more of the foregoing operations in combination with
one or more alternative or additional operations.

In embodiments that include processing capabilities, such
processing capabilities may be mmplemented so as to
execute, or cause to be executed, one or more sets of
computer-executable mstructions on one or more non-tran-
sitory computer-readable mediums implementing one or
more athleticism processing technologies (such instruction
set(s) herein sometimes referred to by the term “athleticism
processing soltware”). Such processing capabilities, execut-
ing such athleticism processing software, may be 1mple-
mented to provide, from the outputs of the image processing
software, either/both test results for one or more such
performance tests and athleticism rating(s), as described
herein. In example embodiments, based on the 1mage pro-
cessing soltware detecting 1mages associated, respectively
with test start and test completion in the conduct of a
performance test, the athleticism processing soitware may
be implemented to 1dentity the number of images from the
test start to the test completion and, based on the acquisition
frequency, calculate test results for such conduct as an
clapsed time. In example embodiments, based on the image
processing software detecting images associated, respec-
tively with test milestones arising in the conduct of a
performance test, the athleticism processing soitware may
be implemented to 1dentity the number of images from the
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test start to one or more selected test milestones, from any
selected test milestone to any other selected test milestones,
and/or from any one or more selected test milestones to the
test completion; and, based on the acquisition frequency,
calculate test results for such conduct as an elapsed time. In
example embodiments, based on the image processing soit-
ware detecting 1mages associated, respectively with test
milestones arising 1n the conduct of a performance test, the
athleticism processing soitware may be implemented to
images associated with any test milestone, or among
selected test milestones, or among any selected test mile-
stone and test start and/or test completion, such 1mage
processing being directed, e.g., to 1dentily 1ssues of form, or
to 1dentily opportunities to improve performance as to test
component(s), or to otherwise enhance performance, such as
for coaching, whether for self-coaching or for assistance
from a coach, trainer or otherwise. Such 1mage processing
and analysis as to form, e.g., may be directed to 1dentitying,
confirming, assessing or otherwise analyzing, as to the
athlete’s body or body parts, relative positioning or orien-
tation among two or more body parts, or positioning or
orientation of the body or body part(s) relative to one or
more test elements, e€.g., in or among test milestones, test
start and/or test completion.

In example embodiments, whether test results are applied
individually and/or 1n various combinations, the athleticism
processing software may implement, invoke, or otherwise
enable an analytical framework toward obtaining an athlet-
cism rating or score. In example embodiments, the athleti-
cism processing software may implement, invoke, or other-
wise enable an analytical framework that employs statistical
analysis techniques as described herein, toward obtaining an
athletic rating or score, including, ¢.g., an athletic rating or
score that 1s related to data associated with a universe of
athletes.

It 1s understood that, in one or more of the example
embodiments described herein that employ a portable elec-
tronic device 724, such example embodiments may be
implemented to employ, additionally or alternatively,
device(s) other than a portable electronic device 724. It 1s
also understood that, as to one or more of the example
embodiments described herein, a portable device 724 may
be implemented via general purpose architecture (1.e., hard-
ware, soltware, etc. toward supporting operations different
from, 1 additional to, or potentially in the absence of the
imaging-directed operations described herein), or via an
application specific architecture (i.e., hardware, software,
ctc. toward supporting only the operations described herein),
or via another approach so that the device enables the
operations described herein by means of some combination
with one or more other devices. It 1s also understood that, as
to one or more ol the example embodiments describing
processing herein, such processing may be variously
executed, including, as examples: (1) via a portable elec-
tronic device 724 (e.g., via such device’s internal processing,
capabilities); (1) among portable electronic devices 724
(e.g., via communications and/or networking capabilities);
(111) among one or more portable electronic devices 724 1n
combination with one or more processing capabilities exter-
nal to any such device 724; (1v) via processing capabilities
external to any such device 724 (e.g., processing capabilities
provided 1n association with one or more sensors, or by
means of an athlete’s device other than device 724, or
through one or more remote processing center(s), or via
cloud services), any one or more of which may be accessed
via, a.0., an athlete’s BAN, PAN, LAN or WAN; or (1v) at
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combination of these (e.g., as arbitrated respecting and
otherwise responsive to, a.o., processing volume, time con-
straints, competing processing constraints/priorities, power/
energy demands/capacities, processing power, etc.).

Referring to FIG. 9, an exemplary method 900 1s 1llus-
trated for generating an athleticism rating(s) or score(s), via
imaging. As described herein, an athleticism rating or score
may be generated for a particular athlete 1 association with
a defined sport (e.g., basketball), and any such athleticism
rating or score may then be used, for example, to recognize
athleticism of an individual and/or to compare athletes.

At step 902, labeled “Start”, the method may be 1nitiated.
As an example, the method may be initiated by, e.g., an
athlete electing to conduct a performance test. As another
example, the method may be 1nitiated iteratively, including,
as examples: (1) 1if the athlete elects to conduct, 1n series, a
battery of performance tests; (11) as to any performance test,
plural iterations of the test are prescribed; (111) from 1mages
acquired during conduct of any performance test, image
processing detects a foul, or other circumstances that negates
the test and motivates starting anew; and/or (1v) an improper
condition 1s detected (e.g., a tall wind when a sprinting
performance test 1s anticipated), so as to motivate starting,
anew. In example embodiments, the athlete may so elect
with or without employing any device 724 or otherwise.
That 1s, the athlete may so elect by committing to conduct
performance tests.

At step 904, a performance test may be identified. In
example embodiments, the athlete may identily a perfor-
mance test without aid of any device. In other example
embodiments, the athlete may employ a portable electronic
device 724 (e.g., having a display and executing computer-
executable 1nstructions on a non-transitory computer-read-
able medium (e.g. mobile software application(s)) directed
to an athleticism rating(s) method), whereby the 1dentifica-
tion may be via a graphic user interface. Such graphic user
interface may employ any of various user interface facilities
(e.g., menus) to support identification, including, as
examples, displaying supported tests so as to enable the
athlete to select there among, displaying tests by sport),
displaying tests as batteries (by sport), displaying the current
test 1n a series of tests so as to guide the athlete (e.g., through
a battery of tests), displaying the tests that the athlete has
previously conducted or indicated interest in conducting,
and the like. In example embodiments, 1n this step 904, the
athlete may reject, select or confirm a performance test.

At step 906, the activity space may be set. In example
embodiments, the athlete (alone or with assistance) may
physically establish, deploy, obtain or otherwise set up the
activity space, including as to any one or more of the test’s
area, boundary, equipment or other prescribed test elements.
In example embodiments, the athlete may be enabled to do
so via use of plural device(s) 724, or via use of the device(s)
724 1n combination with, or via employ of, associated
mechanisms, which mechanisms may or may not be elec-
tronic 1n nature. Electronic mechanisms may include or
support ranging and orientation capabilities, including via
compass, signal strength, laser ranging, or other facilities.
Non-electronic mechanisms may include or support ranging
and orientation capabilities via having defined size or mark-
ings. As to use ol electronic mechanisms and/or plural
devices 724, the devices 724 and electronic mechanisms
may coordinate to determine distances via signal strength
metering or other ranging there between, and orientation via,
¢.g., compassing. As to use of the non-electronic mecha-
nisms, the devices 724 may determine distances and orien-
tations by 1maging, 1.e., the ratio of 1imaged to actual size of
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the non-electronic mechanism(s) at candidate location(s),
such locations oriented via, e.g., the device’s compass.

At step 908, portable electronic device(s) 724 are
arranged/positioned for image acquisition. As described
herein, such device(s) may be arranged via various mounts
or by being hand-held (e.g., by a person selected by the
athlete). In this step, such device(s) may be positioned 1n
association with the area/boundary of the activity space.
Such positioning may be preliminary, in that the positioning
may be adjusted to improve imaging acquisition (e.g.,
toward positioning the activity space 1in the imaging fore-
ground 732, as described herein, including with respect to
step 912 below).

At step 910, as to example embodiments employing a
portable electronic device 724 that executes, or causes to be
executed, one or more sets of software instructions, one or
more of such instruction set(s) may be launched. In example
embodiments, such instructions set(s) are directed to sup-
porting athletic rating(s), as described herein. In example
embodiments, at step 910, launch may be directed to one or
more of 1mage acquisition software, image processing soit-
ware, and/or athleticism processing software, alone or in
combination, including, in combination with one or more of,
¢.g., other mobile software application(s), and/or embedded
applications, and/or operating system(s). In example
embodiments, such 1mage acquisition soitware, image pro-
cessing solftware, and/or athleticism processing software
may be integrated (e.g., as an athleticism rating “app™).

At step 910, as to example embodiments employing a
portable electronic device 724, such launch may be vari-
ously provided. In an example embodiment wherein the
device 724 1s implemented via general purpose architecture
(e.g., as a smart phone), launch may be provided, e.g., via an
athlete (or assistant) touching an icon on a touch screen
display, which 1con represents the applicable software. In an
example embodiment wherein the device 724 1s imple-
mented via an application specific architecture, launch may
be provided, e.g., when an athlete (or assistant) powers on
the device. In etther case, launch via step 910 may be
omitted 1f, at step 904, the athlete 1dentified the test via the
device 724, as described therein.

At step 912, the field of view 1s set for 1mage acquisition
as to the activity space. In example embodiments wherein
image acquisition capabilities are provided wvia portable
clectronic device(s) 724, the athlete may arrange/position
portable device(s) 724 whereby the field of view 734 1s
directed to cover some or all of the activity space associated
with a respective performance test, as described herein.

In so arranging/positioning device(s) 724 as to field of
view, however, device 724 may be arranged/positioned at a
distance from the activity space 700 which distance 1is
suiliciently large as to risk one or more imaged objects (e.g.,
the 1maging sequence’s object that corresponds to the ath-
lete) being 1nsufliciently imaged for proper image process-
ing. Other positioning, arrangement or other physical stag-
ing 1ssues may also arise, including, as examples: (1)
positioning that introduces lighting 1ssues (e.g., sun or other
bright light, or shadows or other low light, or other lighting
that may impede proper 1mage acquisition); (1) positioning,
suiliciently proximate to or 1n the activity space so as to risk
one or more 1maged objects not being acquired at all or not
tully acquired (e.g., although detection of the athlete’s
kneeling 1s sought, proximate positioning may cause imag-
ing to omit objects corresponding to the athlete’s knees);
(111) arrangement(s) 1n which camera movement 1s substan-
tial, or excessively high (e.g., as to a hand-held imaging
device, image motions sourced from device movement may
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be substantially or overly diflicult to remove or otherwise
address); and/or (1v) circumstances implicating excessive or
overly confusing motion present in the sequence of 1images
(e.g., besides the athlete, other active persons are 1n the field
of view, particularly in the foreground of the activity space,
in suilicient number and/or at sutlicient activity level(s) as to
impede 1mage processing or confidence therein).

Responsive to 1ssues arising from positioning, arrange-
ment or otherwise relating to physically staging the device
with respect to 1image acquisition, example embodiments, at
step 912, may implement pre-test 1image processing, 1.€.,
toward one or more of: detecting any i1maging issues;
characterizing the 1ssues; notitying the athlete of the i1ssues;
suggesting potential solutions or other means to address the
1ssues; suspending or terminating next steps in operations,
including until some or all 1ssue(s) are resolved or suil-
ciently resolved; iterating any one or more of these; and/or
shutting down. As described herein, 1n example embodi-
ments, the device 724 may suggest re-positioning of the
device, both as to distance

In example embodiments, at step 912 or other pre-test
step, ambient conditions may be detected, analyzed (e.g.,
against test elements) and acted upon, as described herein.
Such ambient conditions may be detected via device(s) 724,
including via, e.g., (1) sensors, whether such sensors are
internal to device(s) 724 or are external thereto, such as
integrated into the athletes apparel, footwear or accessories
or provided in other devices within the athlete’s instant
BAN, PAN, or LAN; (11) data sources, which data sources
may be accessible to the device(s) 724 based on LAN or
WAN (e.g., where device(s) 724 comprise a smart phone,
weather service entities may provide current local conditions
via cellular or Wi-F1 connectivity, or the athletic rating
soltware may include feature(s)/function(s) enabling such
data to be obtamned. In example embodiments, ambient
conditions may be analyzed and acted upon by, a.o. possi-
bilities, precluding or voiding a test, or informing a change
in the setup of the activity space (e.g., re-positioning the test
clements so that a sprint 1s run with wind directed perpen-
dicular to the running lane).

At decision 914, example embodiments may implement
an “acquisition ready” event test. In such step 914, 11 an
acquisition ready event 1s or has been detected, image
acquisition will proceed. If such ready event 1s not or has not
been detected, image acquisition will not proceed. In the
latter case, example embodiments may provide for the test
to be repeated until a ready event 1s detected. Other example
embodiments may provide for the test to repeated until one
or more configured threshold(s) are met or exceeded, e.g.,
number of repetitions, a timer expires (e.g., starting from
launch or other reference), or otherwise. Such other example
embodiments may provide for (1) repetition(s) of any of the
foregoing steps, or components of the foregoing steps (e.g.,
identification of a performance test, or confirmation of a
previously 1dentified performance test, or pre-test image
processing, or ambient conditions detection), or (11) ending
operations, or (1) having repetitions subject to a first
threshold (11 at decision 916) and re-starting or ending
operations subject to a second such threshold (T2 at decision
918). A re-start may include, as examples, notification to the
athlete via a device’s output/notification capabilities (e.g., a
visible warning signal, such as via a LED light; a warning
screen splashed on the display; an audible warning signal
sounded by speaker(s), or a combination of these). Alterna-
tively, the process may terminate i the threshold 1s larger
than T2 at decision 918 (e.g., see element 920).
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In example embodiments, an “acquisition ready” event
may be variously implemented. As examples, a ready event
may be implemented to be, as examples: (1) properly con-
cluding any of the steps 904-912, or components thereof; (11)
properly re-positioming so as to enable 1mage processing;
(11) engaging prescribed input/control capabilities of
device(s) 724 (e.g., pushing a prescribed physical or logical
button, or articulating a prescribed voice command as to
voice mput controls), including via a device 724 that may be
retained by the athlete (e.g., device 112 of FIG. 1); and/or
(1v) performing (by the athlete or for the athlete, such as by
an assistant) prescribed act(s), such act(s) being amenable
for detection via 1mage acquisition or data acquisition capa-
bilities (e.g., exhibiting a prescribed body gesture for recep-
tion via the image acquisition capabilities, or issuing a
prescribed gesture via sensors embedded 1n apparel, foot-
wear, and/or accessories).

Atstep 922, images may be acquired. As described herein,
such 1mages may be acquired variously. In example embodi-
ments, generally, image acquisition 1s subject to parameters
which may be configured so as to enable, enhance, optimize
or otherwise provide for 1mage processing for the purposes
described herein. In example embodiments as described
herein, 1mages may be acquired via one or plural devices
724. As an example of plural devices 724, two devices are
employed, wherein (1) such devices are calibrated for opera-
tion together (e.g., via known calibration approaches), so
that (11) one device 724 may acquire 1images associated with
test start, and (111) a second device 724 may acquire 1mages
associated with test completion. As another example
employing two devices 724, both devices 724 may capture
test start and/or test completion, whereby the images from
cach may be combined, in whole or in part, or otherwise,
towards obtaining enhanced 1image processing and, thereby,
enhanced assessments ol initiation image and/or completion
image (and/or, through shutter oflsets, enhanced timing
precision) and, 1n turn, enhanced test results and athleticism
rating(s).

At decision 924, example embodiments may implement
an “images retention” event test. At decision 924, if an
images retention event 1s or has been detected, image
acquisition operations continue, and operations flow, e.g., to
decision 926. If such event 1s not or has not been detected,
1mage acquisition operations continue, but example embodi-
ments may implement an 1mage discard process 928.

In example embodiments, an 1images retention event may
be implemented so as to enable acquisition of 1mages in
anticipation of upcoming test start for a performance test,
while also providing, e.g., 1f test start 1s subject to delay,
retention of a reasonable number of 1mages (e.g., so as to
preserve 1mage storage space for relevant images). As an
example, 11 1mage acquisition 1s proceeding, but the athlete
has not yet entered the activity space, images retention may
not be merited. As another example, 11 1image acquisition 1s
proceeding and the athlete has entered the activity space, but
not progressing toward initiation of performance test
images, then retention may not be mernted. As another
example, 1f 1images acquisition 1s proceeding and the athlete
has not only entered the activity space, but also 1s progress-
ing toward mnitiation of performance test conduct, images
retention may be merited.

An 1mages retention event may be variously imple-
mented. In example embodiments, an images retention event
may be implemented to be or to be associated with, as
examples: (1) the athlete engaging (or having engaged by an
assistant) prescribed input/control capabilities of device(s)
724 (e.g., pushing a prescribed physical or logical button, or
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articulating a prescribed voice command as to voice input
controls), including via a device 724 that may be retained by
the athlete (e.g., portable device 112 of FIG. 1); (1) the
athlete performing (or having performed by an assistant)
prescribed act(s), such act(s) being amenable for detection
via 1mage acquisition or data acquisition capabilities (e.g.,
exhibiting a prescribed body gesture for reception via the
image acquisition capabilities, or 1ssuing a prescribed ges-
ture via sensors embedded in apparel, footwear, and/or
accessories); and/or (111) the athlete preparing 1n the activity
space to conduct a performance test, which conduct prepa-
ration may be amenable to detection by image acquisition
capabilities.

As to conduct preparation as an 1mages retention event,
example embodiments may be implemented to detect any/
selected such events via image processing. In configuring
image processing for such detection, understood 1s that the
athlete 1s preparing in the activity space and, as such, that
acquired 1mages may be anfticipated to include object(s)
corresponding to the athlete, and that at least such object(s)
may exhibit motion(s) among 1mages, €.g., from i1mage to
image 1n the sequence. With such understandings, an images
retention event may be deemed to have occurred 1if, as an
example, motion 1s detected that satisfies (e.g., meets, or
exceeds) a selected images retention threshold. In this
example approach, such detection may assess motion across
a selected number of consecutive 1mages 1n a sequence, or
may be applied as to a selected number of non-consecutive
images 1n a sequence, or otherwise.

As to prescribed act(s), example embodiments may be
implemented in which such act(s) include one or more test
components. As examples, such act(s) may be an “initial
position” (as described hereinabove), or may be such “initial
position” combined with preceding or subsequent athlete
activity. To illustrate, an arrowhead agility performance test,
as described herein, may include, among other test compo-
nents serving as or to formulate prescribed act(s) both (1) a
prescribed stance as an 1nitial position and (11) a prescribed
period of motionlessness or substantial motionlessness in
such stance prior to test start. As another illustration, a
kneeling power ball chest launch performance test, as
described herein, may include, among other test components
serving as or to formulate prescribed act(s), both (1) a
prescribed, kneeling stance as an iitial position and (11) a
prescribed period of motionless or substantially motionless
in such stance prior to test start.

For an 1mages event retention test wherein selected test
component(s) serve to signal the event, example embodi-
ments are implemented toward detecting such test compo-
nents and, upon such detection, enabling operations to
proceed. In configuring image processing for such detection,
understood 1s that the athlete 1s preparing in the activity
space and, as such, that acquired images may be anticipated
to 1include object(s) corresponding to the athlete, and that at
least such object(s) may exhibit motions among images, €.g.,
from 1mage to 1image 1n the sequence. With such understand-
ings and employing image processing, an images retention
event may be deemed to have occurred if, as an example,
motion of the sequence i1s detected to approach or pass a
selected threshold (e.g., pass below a low threshold, as such
motion value may follow from or be associated with the
prescribed motionlessness associated with an “initial posi-
tion”). Further to the above, an 1images retention event may
be deemed to have occurred if, as an example, motion 1n the
sequence 1s detected not only to approach or pass a selected
threshold, but also to be sustained at or near, or otherwise
within some range thereabout (e.g., for a time period relating
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to the prescribed period of athlete motionlessness 1n the
“mnitial position™). In this example approach, such detection
may be immplemented 1 various ways, 1ncluding, as
examples, to assess motion across a selected number of
consecutive 1mages 1n a sequence, or may be applied as to
a selected number of non-consecutive images 1n a sequence,
or otherwise.

Example embodiments may be implemented to detect an
images retention event via a combination of foregoing
approaches. As an example, 1mage processing may be
employed 1n such embodiments to detect an 1mages reten-
tion event when the motion of the sequence approaches or
passes a selected threshold, including, e.g., with the quali-
fication that such motion value 1s preceded and/or followed
by a relatively higher or lower motion value.

In the foregoing example approaches, such detection may
or may not be limited to detection of motion as to object(s)
corresponding to the athlete (e.g., relevant motion may be
that among frames as a whole). As such, images retention
event detection may be implemented via image processing at
a relatively high level (e.g., via frame diflerencing).

Under the circumstance wherein an images retention
event 1s not detected, example embodiments may include an
image discard process, which process may be variously
implemented. As examples, an 1image discard process may
discard (e.g., from 1mage memory) images as follows: (1)
discard all images acquired as of a configured step (e.g., that
decision 926 or a prior step, such as, e.g., ready event, at step
914); (1) discard a configured quantity of images (e.g., via
a number of 1mages, or as to a percentage of the total number
of 1mages, with such number or percentage being deter-
mined via various understandings, estimates or other factors,
including, e.g., the acquisition frequency and typical time
periods that may be associated with activities prefatory to
performance test conduct); or (111) discard a calculated
number of 1images (e.g., based on 1mage memory size, image
acquisition time, 1mage acquisition frequency, 1mage reso-
lution, number of imagers, estimated 1maging durations,
safety margins, etc.). In example embodiments, an 1image
discard process discards images that precede images of
potential relevance to an 1images retention event. In example
embodiments, an image discard process protects images that
are potentially relevant to detection of an images retention
event, e.g., by not discarding at all, or by preserving in a
bufler, e.g., for a configured time).

From the images retention event, operations flow to a
“confirming” event test, at decision 926. If a confirming
event 1s or has been detected, image acquisition continues,
and operations flow, e.g., to decision 934. If such confirming
event 1s not or has not been detected, 1image acquisition
continues, and operations flow to a standby process, at
decisions 930, 932.

In example embodiments, a standby process may be
various 1mplemented. An example standby process 1s
depicted 1n FIG. 9, via decisions 930 and 932. At decision
930, 1f a confirming event 1s not or has not been detected, a
first time condition may be tested, which time condition may
be implemented by comparing a timer to a first time period
threshold (TP1). At decision 932, 1f a confirming event 1s not
or has not been detected, a second time condition may be
tested, which time condition may be implemented by com-
paring a timer to a second time period threshold (TP2). The
first and second time conditions may or may not share either
or both the same timer and/or the same time period thresh-
old. The first and/or second timer may be started (or re-
started), as examples: (1) upon detection of the images
retention event; (11) upon initiation of 1mage acquisition for
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the performance test; or (1) upon some other event or via
some other configuration (e.g., trigger, cue, etc.). The first
timer may be started concurrently with one of the foregoing,
while the second timer may be started with the same or
another. The time period thresholds TP1 and TP2 may be
variously configured, including responsive to one or more
of: the available 1mage memory, the image acquisition
frequency, the 1image resolution, the anticipated time dura-
tion for conducting the performance test, and/or other
parameters/conditions. In example embodiments, TP2 1s
greater than TP1.

In the example standby process depicted in FIG. 9, at
decision 930, 1 the first timer fails to satisty (e.g., meet or
exceed) the first time period threshold TP1, operations return
to the confirming event of decision 926 decision 926. At
decision 930, 11 the first timer satisfies TP1, operations tlow
to decision 932. At decision 932, 1f the second timer fails to
satisly (e.g., meet or exceed) the second time period thresh-
old TP2, operations tlow: to the image discard process, at
step 928 and, from the 1mage discard process, to the acquire
1mages process, at step 922, and then to the images retention
event test, at decision 924. As such, i1t the first timer satisfies
TP1 without the second timer satistying TP2, images may be
discarded. Moreover, the previously-detected existing
images retention event becomes ineflective (1.e., as 1f that
images retention event had not been detected), such that the
images retention event test 1s renewed. At decision 932, 1f
the second timer satisfies the second time period threshold
TP2, operations end.

In example embodiments, a confirming event may be
implemented so as to enable continued acquisition of images
in anticipation of 1imminent athlete mitiation of a perfor-
mance test, while also providing e.g., 1f such initiation 1s
subject to delay, retention of a reasonable number of 1mages
(e.g., s0 as to preserve 1mage storage space for relevant
images). In example embodiments, a confirming event fol-
lows an images retention event, which 1mages retention
event may be detected, as previously described, via image
processing directed to detecting, e.g., athlete activity prefa-
tory to performance test conduct. However, after detection
of an 1images retention event based, the athlete may or may
not initiate the performance test, whether at all or timely.
Accordingly, 1n example embodiments, a confirming event
may be implemented, such as to enforce a level of discipline
as to operations, including as to the athlete.

A confirming event may be variously implemented. In
example embodiments, a confirming event may be 1mple-
mented to be, or to be associated with, as examples: (1) the
athlete engaging (or having engaged by an assistant) pre-
scribed 1nput/control capabilities of device(s) 724 (e.g.,
pushing a prescribed physical or logical button, or articu-
lating a prescribed voice command as to voice iput con-
trols), including via a device 724 that may be retained by the
athlete (e.g., portable device 112 of FIG. 1); (11) the athlete
performing (or having performed by an assistant) prescribed
act(s), such act(s) being amenable for detection via 1image
acquisition or data acquisition capabilities (e.g., exhibiting a
prescribed body gesture for reception via the 1mage acqui-
sition capabilities, or 1ssuing a prescribed gesture via sensors
embedded 1n apparel, footwear, and/or accessories); (111) the
athlete preparing 1n the activity space to conduct a perfor-
mance test; (1v) the athlete mitiating conduct of a perfor-
mance test (e.g., a “test start”, as described herein) or
otherwise conducting a performance test; and/or (v) a com-
bination of one or more of these.

The descriptions herein respecting image processing to
detect an 1mages retention event inform 1mage processing
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for detecting a confirming event. In 1mage processing to
detect a confirming event, 1t 1s understood not only that the
athlete 1s present in, and at least at times moving 1n, the
activity space, but also that the athlete may imminently
initiate, or have imtiated, performance test conduct, e.g., test
start. As such, acquired images may be anticipated to include
object(s) corresponding to the athlete, which object(s)
exhibit motions among 1mages 1n 1maging sequence. With
such understandings, a confirming event may be deemed to
have occurred 1if, as an example, motion 1n the imaging
sequence 1s detected that satisfies (e.g., meets or exceeds) a
selected confirming event threshold. In example embodi-
ments, such confirming event threshold may be greater than
the 1images retention event threshold, which greater value 1s
congruent with detection that may include test start, rather
than 1nitial position/motionlessness (e.g., greater athlete
movement tends to correspond to greater object motion in
the 1maging of that movement).

As to the athlete performing prescribed act(s) as a con-
firming event, example embodiments may be implemented
in which the prescribed act(s) are or are formulated using
one or more test components. In example embodiments,
such act(s) may include, e.g.: “test start”; other test compo-
nent(s) implicating athlete movement; “initial position™ (as
previously described); or combinations of one or more of
these. So employing any such test components in formulat-
ing such act(s), example embodiments may be implemented
to detect a confirming event via image processing, including,
¢.g., 1mage processing miformed by the descriptions as to
detecting an 1mages retention event.

If a confirming event 1s 1dentified via 1image processing’s
detection of a test start, such detection may, in eflect,
identify a specific 1image of the imaging sequence that
corresponds to the athlete’s mitiation of the performance test
(such specific 1mage sometimes referred to heremn as an
“mmitiation 1mage”). Similarly, such confirming event detec-
tion may result from means other than 1mage processing
(e.g., via data acquisition, communication and/or processing
capabilities, of or among devices(s) 724 and/or sensors),
which detection may tag a specific 1image, such specific
image having been acquired at a time corresponding to such
detection. Moreover, such confirming event detection may
result from a combination of such means with the image
processing detection. Such specific image(s) may, in some
circumstances, be one of two 1mages that bracket the ini-
tiation i1mage (e.g., 1f the i1mage data indicates that the
athlete’s mitiation of the performance test occurred between
two consecutive 1images in the imaging sequence), such that
the imtiation 1mage may be resolved via interpolation of two
images. In example embodiments, such specific 1image(s)
may be treated as placeholder(s) for further image process-
ing toward concluding on an 1nmitiation image, e.g. further
image processing employing more powerful processing
methods 1n order to determine the initiation 1mage.

In some example embodiments, an 1mages retention event
test, as 1n decision 924, may be omitted 1n favor of, or may
otherwise be combined 1n, a confirming event test, as 1n
decision 926.

From the confirming event test, operations may tlow to a
termination event test, at decision 934. If a termination event
1s or has been detected, operations may flow to the terminate
acquired 1mages process, at step 936. In example embodi-
ments, 1f a termination event 1s not or has not been detected,
image acquisition continues and will continue until a termi-
nation event 1s detected. In other example embodiments, 11
a termination event 1s not or has not been detected, opera-
tions may be implemented to tlow to a standby process (not

10

15

20

25

30

35

40

45

50

55

60

65

50

shown). Any termination event standby process may be
structured the same as, or similar, to the confirming event
standby process shown at decisions 930 and 932. As an
example, a termination event standby process may be imple-
mented based on a max time period threshold (e.g., a time
during which the test should be completed, such time period
being configured from a prior1 knowledge of the perfor-
mance test and/or from a universe of historical data
assembled from athletes having (properly) conducted such
test). In such example, the termination event standby process
includes a timer that i1s compared to the max time period
threshold, such that, 1f no termination event i1s or has been
detected when the timer satisfies the threshold, operations
flow to the terminate acquired 1mages process, at step 936.

In example embodiments, a termination event may be
implemented so as to enable discontinuation of 1mage acqui-
sition so that unnecessary or irrelevant images are not
acquired. In example embodiments, 1mage acquisition may
be terminated following the athlete’s completion of the test.

A termination event may be variously implemented. In
example embodiments, a termination event may be imple-
mented to be, or to be associated with, as examples: (1) the
athlete engaging (or having engaged by an assistant) pre-
scribed 1nput/control capabilities of device(s) 724 (e.g.,
pushing a prescribed physical or logical button, or articu-
lating a prescribed voice command as to voice mput con-
trols), including via a device 724 that may be retained by the
athlete (e.g., portable device 112 of FIG. 1); (11) the athlete
performing (or having performed by an assistant) prescribed
act(s), such act(s) being amenable for detection via image
acquisition or data acquisition capabilities (e.g., exhibiting a
prescribed body gesture for reception via the image acqui-
sition capabilities, or 1ssuing a prescribed gesture via sensors
embedded 1n apparel, footwear, and/or accessories); (111) the
athlete or equipment, or both, reaching or passing prescribed
location(s) 1n or as to the activity space (e.g., relative to one
or more test elements), as determined via data acquired from
sensors embedded 1n the equipment, in the athlete’s apparel,
footwear, and/or accessories, or 1n a device 724 carried on
the athlete, including in combination(s) thereof, and/or in
combination(s) with other devices 724 and/or with other
sensors, transceivers or other electronic devices, within the
athlete’s instant BAN, PAN, or LAN, such location(s) being
determined via any of various means, including GPS, AGPS,
signaling, signal strength measures, or otherwise; (1v) the
athlete completing conduct, or otherwise causing comple-
tion, of a performance test via, e.g., the athlete’s completion
of a test component (e.g., completing a number of repetitions
of a dnill over a finite, prescribed time), the athlete’s inter-
action with a test element (e.g., crossing a finish line) or a
test element—acted on by the athlete—achieving a pre-
scribed state change (e.g., an athlete-thrown ball transition-
ing from tlight to landing), as described herein (e.g., such
completion sometimes referred to herein by the term “test
completion”, as previously described); (v) the athlete physi-
cally departing the activity space, or remaining in the
activity space, but with no physical activity relevant to the
performance test; and/or (v1) a combination of one or more
ol these.

The descriptions herein respecting image processing to
detect an 1mages retention event and/or a confirming event
inform i1mage processing for detecting a termination event.
In 1mage processing to detect a termination event, 1t 1s
understood not only (1) that the athlete has been present in,
and at least at times has been physically moving 1n, the
activity space, but also (11) that the athlete will complete
conduct of the performance test, or that the test will other-
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wise be completed (e.g., test completion) and, 1n turn, that
the athlete’s physical movement within the activity space
may decline or end (e.g., at least as to the test). As well, the
nature of the performance test 1s known, including any
equipment employed (including its size, shape, anticipated
location(s)), any relevant interactions between the athlete
and the equipment (and the relative timing within the test)
and anticipated state changes as to the equipment (e.g.,
including movements thereot, and changes in or termination
of such movement(s)). As such, acquired 1mages may be
anticipated to include object(s) corresponding to the athlete
and/or the equipment, at least some of which object(s) will
exhibit motion(s) among images, €.g., from 1mage to 1mage
in the sequence. With such understandings, a termination
event may be deemed to have occurred, as an example, 1
objects and objects’ motion(s) are detected which corre-
spond to athlete activity and/or equipment activity that 1s
consistent with completion of the performance test.
Examples include image processing may detect, e.g.: (1) a
test completion (e.g., the athlete having crossed the start-
stop line 708, such as, e.g., any body part crossing a vertical
plane associated with the cone(s) physically demarcating,
such line 708, whether such lens 1s positioned on such line
or remote therefrom and/or at an angle thereto; (11) an athlete
activity directed to departure from the activity space, or to
movement into and/or loitering in the periphery of the
activity space, including an absence or substantial absence
thereot (e.g., any of which alone or together may indicate
that the athlete has ceased or substantially ceased movement
and/or conduct of the test); (111) and/or, a (final) state change
for equipment (e.g., as anticipated for the test as to known
equipment).

If a termination event 1s 1dentified via 1mage processing’s
detection of a test completion, such detection may, in eflect,
identify a specific image of the imaging sequence that
corresponds to the end point of the performance test (such
specific image sometimes referred to herein as a “comple-
tion 1mage’). Similarly, such termination event detection
may result from means other than image processing (e.g., via
data acquisition, communication and/or processing capabili-
ties, of or among devices(s) 724 and/or sensors), which
detection may tag a specific 1mage, such specific 1image
having been acquired at a time corresponding to such
detection. Moreover, such termination event detection may
result from a combination of such means with the image
processing detection. Such specific image(s) may, 1n some
circumstances, be one ol two 1mages that bracket the
completion 1mage (e.g., 1f the image data indicates that the
athlete’s completion of the performance test occurred
between two consecutive images 1n the imaging sequence),
such that the completion 1mage may be resolved via inter-
polation of two mmages. In example embodiments, such
specific 1mage(s) may, as previously stated respecting an
initiation 1mage, be treated as placeholder(s) for further
image processing toward concluding on a completion 1mage,
¢.g. further 1mage processing employing more poweriul
processing methods 1n order to determine the completion
1mage.

Responsive to detection of a termination event at decision
934 (or to a termination event standby process), operations
flow to a terminate acquired 1images process, at step 936. In
the terminate acquired 1mages process, 1mage acquisition 1s
terminated. Such termination may be variously imple-
mented. In example embodiments, such termination may be
ellected upon the detection of the termination event. In other
example embodiments, such termination may be eflected
after a configured time period has passed from detection of
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the termination event (e.g., toward recording additional
images relevant or that may be relevant to 1mage process-
ing). Such configured time period may respond to various
understandings, estimates or other factors, including, e.g.:
time periods associated with the performance test; 1image
memory size; 1mage acquisition frequency; image resolu-
tion; number of 1magers; safety margins, etc.).

From termination of 1mage acquisition at step 936, opera-
tions flow to decision 940, 1n which a determination 1s made
whether to submit the acquired 1mages to 1mage processing.
If the determination at step 936 1s not to so submit, opera-
tions flow to step 944, at which step operations may be (1)
re-started so as to proceed with further performance testing
(e.g., to repeat the current performance test for the test’s
prescribed number of repetitions, or to advance to the next
performance test in the battery of tests in which the current
performance test resides, or to select a new battery of tests
or an individual test), or (1) ended. If the determination at
step 936 1s to submit for 1mage processing, operations flow
to 1mage processing at step 940, and from 1maging process-
ing to a test results/rating/scoring process at step 942.

At step 940, image processing may be performed. In
example embodiments, as described herein, 1mage process-
ing may be implemented to detect images associated with
one or more of test start, test milestone(s), and/or test
completion. As described herein, image processing may
yield: an 1nitiation 1mage corresponding to test start; a
completion 1mage corresponding to test completion; and/or
a milestone 1mage corresponding to each respective test
milestone. As described herein, image processing may yield
more than one 1image corresponding to any one or more of
test start, test completion and/or a test milestone. That 1s,
Image processing may, in some circumstances, yield two
images that bracket the physical event, e.g., 11 the image data
indicates that the physical event occurred between two
consecutive 1mages 1n the imaging sequence), in which case,
image processing may yield an interpolated image, 1.e., an
image that resolves the two 1mages.

In example embodiments, 1mage processing may be per-
formed iteratively. As an example, image processing may be
implemented so as to be performed 1n phases among all
objects and the object(s) corresponding to the athlete: (1) 1n
a 1irst phase, image processing may analyze as to motion(s)
corresponding to all or substantially all physical movement
captured 1n the imaging (e.g., overall motion present 1n the
image data among frames in an 1mage sequence); and (11) 1n
a second phase, 1mage processing may analyze as to
motion(s) corresponding to overall movement of the ath-
lete’s body. As another example, 1mage processing may be
implemented so as to be performed i1n phases among the
object corresponding to the athlete: (1) 1n a first phase, image
processing may analyze as to motion(s) corresponding to
overall movement of the athlete’s body and (11) 1n a second
phase, 1mage processing may analyze as to motion(s) cor-
responding to movement or relative movement of/among the
athlete’s head, torso, arms, legs, etc. In either of these
foregoing examples, the objects and motions corresponding
to the athlete’s body, body parts and body movements may
be implemented so that such objects and motions are ana-
lyzed 1n combination(s), such as aggregate motion or rela-
tive motion, including relative to an object corresponding to
test element(s) (e.g., a ball or a start/stop line). As to either
of these approaches, image processing may be implemented
to address aberrant motion, such as that associated with
physical movement of the device’s imaging acquisitions
capabilities, particularly the device’s imaging chip.
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In example embodiments, 1mage processing at step 940
(1.e., for purposes of yielding outputs for the test results/
rating/scoring process, at step 942) may be implemented so
as to be mitiated during 1image acquisition. In such embodi-
ments, such 1image processing may execute concurrently, or
in coordination, with other processes. In such embodiments,
for example, 1image processing may be employed in earlier
steps, such as for the confirming event test at decision 926,
toward detecting the initiation image thereat, and such as for
the termination event test at decision 934, toward detecting,
the completion 1mage thereat. As described herein, such
confirming event test at decision 926 and such termination
event test at decision 934 may identily placeholder images
as to an 1nitiation 1mage and/or a termination 1image, includ-
ing for turther image processing toward concluding on an
initiation or termination image for test results purposes. In
such case, such further image processing may be initiated
concurrently with or following such tests, with or without
any the termination of 1mage acquisition at step 936. More-
over, such further image processing may employ more
powerlul processing methods 1 order to determine the
initiation and/or completion image, including the phased
approach described above.

Image processing at step 940 may be implemented to
admit mput from the athlete. As an example, 1mage pro-
cessing may be implemented wvia portable -electronic
device(s) 724, including 1n connection with a mobile appli-
cation. Such device executing such mobile application may
provide a user interface experience by which the athlete (or
an assistant) engages the device’s input/control capabilities
(e.g., pushing a prescribed physical or logical button, or
articulating a prescribed voice command as to voice 1mput
controls), so as to provide such iput. As an example, via
such user interface experience, the athlete may be engaged
to review all or part of an 1mage sequence associated with
the athlete’s performance test conduct, so as to, e.g.: (1)
identily irrelevant portions of the imaging, e.g., prefatory
and/or post-completion activities, (11) associate one or more
candidate 1mages with one or more of test start, test comple-
tion, and/or test milestone(s) (e.g., the athlete selects a frame
which the athlete considers to display an 1image correspond-
ing to the athlete’s mitiation or completion of the pertor-
mance test or of any test milestone thereof, and/or (111)
identily object(s) in the image (e.g., via a touch-sensitive
display, the athlete may select or circumscribe a piece of
equipment and/or the athlete’s body or selected body parts,
any one or more of which identifications may enhance image
processing founded on such object(s)). Toward so engaging,
the athlete, the user interface experience may display que-
ries, requests, instructions, guidance or other feed forward so
as to direct proper/timely input from the athlete.

In example embodiments, 1mage processing at step 940
may yield outputs that are provided to the test results/rating/
scoring process, at step 942. Such outputs may include any
one or more of the mitiation, completion and milestone
images (e.g., for display to the athlete or others). Such
outputs may also include data that enables measurements,
including in format and content, appropriate to measure-
ments provided via the test results/rating/scoring process, at
step 942. As an example, such output data may include the
frame numbers, frame times, or other frame addressing, any
of which may be absolute or against a reference. Such output
data may also be provided together with the 1image acqui-
sition frequency, any time offsets (e.g., shutter oflset among
plural imagers), or the like. Such output data, via format and
content, enables, e.g., the measure of time differences, which
time differences may be test results or may enable calcula-
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tion of test results. As an example, for the arrowhead agility
performance test, the 1mage processing output may include
the mitiation 1mage, the completion 1image and the image
acquisition frequency 1n frames per second, with the 1nitia-
tion 1mage denoted as frame #F1, the completion image
denoted by frame #F2 and the image acquisition frequency

denoted as FPS, such that measurement of the elapsed time
for the test 1s the (#F2-#F1)/FPS. In such case, 1f #FP1=0,

#EFP2=3000, and FPS5=50 1ps, the measurement 1s (3000-

0)/50=60 seconds. As another example, for the power ball
chest launch performance test, similar outputs may be pro-
vided, with the measurement yielding an elapsed time cap-
turing the ball’s flight, which elapsed time, together with the
balls known weight and the athlete’s known profile (height,

etc.), may be applied to a predetermined ballistics formula
toward measuring distance of the ball’s tlight.

We claim:

1. A computer-implemented method for determining an
athletic attribute of an athlete comprising:

imitiating a first trigger, the first trigger configured to

indicate to an athlete to initiate performance of a
predefined physical activity;
responsive to mitiating the first trigger, mitiating captur-
ing a plurality of sequential images with a first camera;

determiming a first image, within the plurality of sequen-
tial 1images, that correlates to a timing of the mitiating
of the first trigger;

automatically associating a trigger flag with the first

1mage;

processing a plurality of sequential 1mages to identily an

initiation 1mage, the processing comprising:

identifying pixels in the plurality of sequential images
that correspond to a specific first body portion of an
athlete, wherein the first body portion 1s selected
based upon a predetermined physical activity the
athlete 1s to perform; and

determining, based upon the i1dentified pixels, whether
the pixels are altered between a plurality of 1images
within the plurality of sequential images such that
the alteration satisfies a first body portion movement
quality threshold;

determiming a reaction value for the athlete based upon a

duration between the first image and the initiation
image,
utilizing the mmitiation 1mage 1 a determination of at
least one performance attribute of the athlete; and
calculating a rating of the athlete based on the at least one
performance attribute.

2. The method of claim 1, further comprising:

processing at least a portion of the plurality of sequential

images to locate completion 1mage comprising image
data of the athlete completing the predetermined physi-
cal activity; and

calculating a physical activity duration based upon the

initiation 1mage and the completion 1image.

3. The method of claim 2, wherein the attribute 1s at least
one of: speed, endurance, and combinations thereof.

4. The method of claim 1, wherein the processing of the
plurality of sequential images comprises the utilization of an
optical flow process.

5. The method of claim 3, wherein an output of the optical
flow process 1s provided as an input to a process comprising:

providing flow field data comprising a pixel-distance

change of an 1dentified object from a first 1mage to a
second 1mage; and
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using the flow field data to i1dentily a specific type of
motion of the athlete represented 1n the plurality of
sequential images during performance of the predeter-
mined physical activity.

6. The method of claim 3, further comprising:

using the i1dentified specific type of motion to identify an

action comprising at least one of: imtiation of the
activity, acceleration, velocity, tempo, distance trav-
clled by an object, or completion of the activity.

7. The method of claim 4, wherein a first frame rate
between a first set two images within the plurality of
sequential 1mages 1s different than a second frame rate
between a second set of 1mages within the plurality of
sequential 1mages, the method further comprising:

quantifying an accurate time between the images having

the first frame rate and an accurate time between
images having the second time frame rate; and
utilizing the accurate time 1n the optical flow process.

8. The method of claim 1, further comprising;:

iitiating a second trigger to indicate to the athlete to

perform a predefined movement during performance of
the physical activity;

determining a second image, of the plurality of images,

that correlates to a timing of the second trigger;
associating a second trigger tlag with the second 1mage;
associating a third flag with a third 1mage correlating to
the athlete performing the predefined movement; and
determining a second reaction value for the athlete based
upon the duration between the second image and the
third 1mage.
9. The method of claim 1, further comprising;:
utilizing the reaction value and the performance attribute
in a sport-specific ranking algorithm to obtain a single
athletic score for the athlete.

10. The method of claim 1, wherein a first frame rate
between a first set of two 1mages between the first image and
the iitiation 1mage 1s different than a second frame rate
between a second set of two 1mages between the first image
and the mitiation 1mage, the method further comprising:

accounting for diflerent frame rates when determining the

time duration.

11. The method turther of claim 1, further comprising:

receiving sensor data from a sensor operatively attached

to the athlete during performance of the physical activ-
ity; and

utilizing the sensor data to conduct image stabilization

upon at least a portion of the plurality of sequential
images before identiying the movement quality thresh-
old.

12. The method of claim 1, further comprising;:

receiving sensor data from a sensor operatively attached

to the athlete during performance of the physical activ-
ity; and

utilizing the sensor data in conjunction with an optical

flow process to identily at least one of the initiation
image and an end 1mage.

13. An apparatus comprising:

ONe Or MOre processors;

memory storing computer executable instructions that,

when executed by the one or more processors, cause the

apparatus to:

iitiate a first trigger, the first tngger configured to
indicate to an athlete to mmitiate performance of a
predefined physical activity;

responsive to mitiating the first trigger, mitiate captur-
ing a plurality of sequential images with a first
camera;
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determine a first image, within the plurality of sequen-
tial 1images, that correlates to a timing of the 1mitiat-
ing of the first trigger;
automatically associate a trigger flag with the first
1mage;
process a plurality of sequential images to identify an
initiation 1mage by:
identifying pixels i the plurality of sequential
images that correspond to a specific first body
portion of an athlete, wherein the first body por-
tion 1s selected based upon a predetermined physi-
cal activity the athlete 1s to perform; and
determining, based upon the identified pixels,
whether the pixels are altered between a plurality
of images within the plurality of sequential images
such that the alteration satisfies a first body portion
movement quality threshold;
determine a reaction value for the athlete based upon a
duration between the first image and the 1nitiation
1mage;
utilize the mmitiation image in a determination of a
performance attribute of the athlete; and
calculate a rating of the athlete based on the perfor-
mance attribute.

14. The apparatus of claim 13, the memory storing
computer executable instructions that, when executed by the
one or more processors, cause the apparatus to:

process at least a portion of the plurality of sequential

images to locate a completion image comprising image
data of the athlete completing the predetermined physi-
cal activity; and

calculate a physical activity duration based upon the

initiation 1mage and the completion 1image.

15. The apparatus of claim 14, wheremn an output of the
optical tlow process 1s provided as an mput to a process
comprising;

providing flow field data comprising a pixel-distance

change of an 1dentified object from a first 1mage to a
second 1mage; and

using the flow field data to identily a specific type of

motion of the athlete represented in the image data
during performance of the predetermined physical
activity.

16. The apparatus of claim 15, the memory storing
computer executable instructions that, when executed by the
one or more processors, cause the apparatus to:

use the 1dentified specific type of motion to identily an

action comprising at least one of: mitiation of the
activity, acceleration, velocity, tempo, distance trav-
clled by an object, or completion of the activity.

17. The apparatus of claim 13, wherein the processing of
the plurality of images comprises the utilization of an optical
flow process.

18. A system comprising:

a first computing device configured to:

iitiate a first trigger, the first trigger configured to
indicate to an athlete to imitiate performance of a
predefined physical activity;

responsive to mitiating the first trigger, mitiate captur-
ing a plurality of sequential images with a first
camera;

determine a first image, within the plurality of sequen-
tial images, that correlates to a timing of the 1mitiat-
ing of the first trigger;

automatically associate a trigger flag with the first
1mage;
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process a plurality of sequential images to i1dentily an
initiation 1mage by:
identifying pixels in the plurality of sequential
images that correspond to a specific first body
portion of an athlete, wherein the first body por-
tion 1s selected based upon a predetermined physi-
cal activity the athlete 1s to perform; and
determining, based upon the identified pixels,
whether the pixels are altered between a plurality
of images within the plurality of sequential images
such that the alteration satisfies a first body portion
movement quality threshold;
determine a reaction value for the athlete based upon a
duration between the first image and the initiation
1mage;
utilize the 1mtiation image in a determination of a
performance attribute of the athlete; and
calculate a rating of the athlete based on the perfor-
mance attribute; and a second computing device
configured to recerve the first trigger.
19. The system of claim 18, the first computing device
turther configured to:
process at least a portion of the plurality of sequential
images to locate a completion 1image comprising image
data of the athlete completing the predetermined physi-
cal activity; and
calculate a physical activity duration based upon the
initiation 1mage and the completion 1image.
20. The system of claim 18, wherein the processing of the
plurality of 1mages comprises the utilization of an optical
flow process.
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It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Claims

Column 54, Claim 2, Line 53:
After “locate”, insert --a--

Column 54, Claim 5., Line 63:
Delete “claim 3,” and insert --claim 4,--

Column 55, Claim 7, Line 17:
Betore “frame”, delete “time”

Column 55, Claim 10, Line 41:
Before “duration.”, delete “time”

Column 55, Claim 11, Line 42:
After “method”, delete “further”

Column 57, Claim 18, Line 19;
After “and”, msert --Y--
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