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1

IMAGE PROCESSING DEVICE AND IMAGLE
PROCESSING METHOD

TECHNICAL FIELD

The present invention relates to an 1mage processing
device and an 1mage processing method for generating an
overhead image from a camera 1mage taken with an 1image
taking device.

BACKGROUND ART

A technique has been known which generates an overhead
image being a view looked down from a virtual viewpoint
above by projecting a camera image onto the ground. In the
overhead 1mage generated 1n this way, an object positioned
at the height of the ground 1s normally displayed. On the
other hand, an object having three-dimensional shape 1is
displayed 1n a greatly distorted form 1n which the object 1s
extended as 11 1t falls down onto the ground.

Regarding this problem, for example, in Patent Document
1, the following techmique 1s disclosed: in a camera 1mage
taken with a camera that shoots a direction i which an
obstacle 1s detected, the width of the image positioned 1n a
region farther than the obstacle viewed from a vehicle 1s
compressed toward the center of a vehicle surrounding
image (overhead image), thereby generating the vehicle
surrounding 1mage. This technique prevents the three-di-
mensional obstacle from being displayed distortedly in the
overhead 1image. In this techmque, the obstacle 1s detected
with a sensor like an ultrasonic sensor.

CITATION LIST
Patent Literature

Patent Document 1: Japanese Patent No. 5053043.

SUMMARY OF INVENTION

Technical Problem

According to the Patent Document 1, the whole of the
region farther than the obstacle 1s a target of the compression
processing. In other words, regardless of whether or not
another obstacle 1s detected still farther than the first
obstacle 1n the region, the whole of the region 1s compressed.
Thus, 1n the Patent Document 1, another obstacle still farther
than an obstacle 1s not taken into consideration, and the
suppression of the distortion 1s not applied to the plurality of
obstacles individually. As a result, the whole portion far
from an obstacle 1n which no obstacle exists, that 1s, the
entire portion that 1s unnecessary to be compressed 1is
subjected to the compression processing. When the portion
unnecessary to be compressed 1s compressed, distortion
occurs 1n the portion.

The present invention 1s implemented to solve the above
problems, and it 1s an object of the present mvention to
provide an 1mage processing device and an 1mage process-
ing method capable of suppressing the distortion for each of
the objects individually.

Solution to Problem

An 1mage processing device according to the present
invention includes: an 1mage acquiring unit acquiring an
image taken with at least one image taking device; an
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2

overhead 1mage generating unit calculating, on a basis of
image taking device information regarding the at least one
image taking device and space information regarding a
space whose 1mage 1s taken with the at least one 1mage
taking device, correspondence between pixel data constitut-
ing the image and the space, and generating overhead image
from the image based on the correspondence; an object
detecting umt detecting a position of an object on which
corresponding information does not exist in the space infor-
mation; a projection plane calculating unit calculating a
projection plane at the position of the object; an object image
generating unit generating an object 1image of the object
looked at from a viewpoint position of the overhead image
by setting the image onto the projection plane; a display
image generating unit generating an 1image by synthesizing
the object image with the overhead image; and an overhead
image for difference calculation generator generating over-
head 1mages for difference calculation from an 1mages for
difference calculation by calculating correspondence
between pixel data constituting the images for difference
calculation taken with a plurality of image taking devices
included 1n the at least one 1mage taking device and taking
a plurality of images respectively and the space on the basis
of the mmage taking device information and the space
information. The overhead image generator generates the
overhead 1images from the 1images taken with the plurality of
the 1image taking devices, respectively. The overhead image
for difference calculation generator generates the overhead
images for difference calculation from the images for dii-
ference calculation taken with the plurality of 1mage taking
devices. The object detector obtains an object region from a
difference between the overhead image and the overhead

image for difference calculation for each of the at least one
image taking device, and detects a superimposed portion of
the object regions as the position of the object.

ftects of Invention

L1

Advantageous .

According to the present invention, it 1s possible to
generate object 1mages whose respective distortions are
individually suppressed in an overhead image.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram showing a configuration of an
image processing device according to an embodiment 1 of
the present invention;

FIG. 2 1s a flowchart showing the processing of the image
processing device according to the embodiment 1 of the
present 1nvention;

FIG. 3 1s a diagram 1illustrating a calculation method of a
subject position;

FIG. 4 1s a diagram showing a newly defined projection
plane;

FIG. 5 1s a diagram 1illustrating a calculation method of a
subject position;

FIG. 6 1s a block diagram showing a configuration of an
image processing device according to an embodiment 2 of
the present invention; and

FIG. 7 1s a flowchart showing the processing of the image
processing device according to the embodiment 2 of the
present invention.



US 10,097,772 B2

3
DESCRIPTION OF EMBODIMENTS

In the following, some embodiments for carrying out the
invention will be described with reference to the accompa-
nying drawings to explain the present invention in more
detail.

Embodiment 1

FIG. 1 shows a configuration of an image processing
device 100 according to an embodiment 1 of the present
invention. FIG. 1 also shows image taking devices 1a to 1c
and a display 2.

The mmage processing device 100 includes an i1mage
acquiring unit 101, an image taking device information
storage unit 102, a facility information storage unit 103, a
viewpoint position storage umt 104, an overhead image
generating umit 105, an image for difference calculation
storage unit 106, a subject detecting unit 107, a projection
plane calculating unit 108, a subject image generating unit
109, and a display image generating unit 110.

The 1mage acquiring unit 101 acquires camera images
(camera taken picture) from the image taking devices 1a to
1c which have taken the images, respectively.

The 1mage taking device information storage unit 102
stores mformation regarding the image taking devices 1a to
1c as 1mage taking device information. The image taking
device information includes, for example, installation posi-
tions of the 1mage taking devices 1a to 1c¢, their directions,
focal lengths of their lenses and the like.

The facility information storage unit 103 stores informa-
tion about spaces on which 1images are taken with the image
taking devices 1a to 1¢ and which are targets to be moni-
tored, as facility information (space information). The facil-
ity information includes, for example, the sizes of the spaces
which are monitoring targets, positions and heights of walls,
sizes and positions of structures always installed on the
spaces, and the like.

The viewpoint position storage unit 104 stores a view-
point position used for generating overhead images.

On the basis of the image taking device information and
the facility information, the overhead image generating unit
105 generates overhead images from the camera images
acquired by the image acquiring unit 101.

The mmage for difference calculation storage unit 106
stores the camera images taken with the image taking
devices 1a to 1¢ 1 advance as 1mages for diflerence calcu-
lation. The images for difference calculation may be
acquired and updated at a regular interval.

The subject detecting unit 107 detects subject positions
(positions of objects) on the basis of the overhead 1mages
generated by the overhead image generating unit 1035 and the
images for difference calculation. A subject 1n the present
invention refers to an object other than objects stored 1n the
facility information, and an object other than objects
included in the images for difference calculation. Namely,
the subject refers to an object about which the image
processing device 100 1s unable to know 1n advance that the
object 1s present 1n the spaces monitored by the image taking
devices 1a to 1c. For example, a person or the like tempo-
rarily passing through the spaces monitored by the image
taking devices 1a to 1c¢ 1s a subject.

The projection plane calculating unit 108 calculates a
projection plane to be newly defined at the subject position
detected by the subject detecting unit 107.
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4

The subject image generating unit 109 generates a subject
image (object 1mage) by setting a camera image on the
projection plane defined by the projection plane calculating
unit 108

The display image generating unit 110 generates and
outputs an i1mage formed by synthesizing the overhead
image generated by the overhead image generating unit 105
with the subject 1mage generated by the subject image
generating unit 109.

The 1mage acquiring unit 101 1ncludes an interface (for
example, an USB port) for acquiring the camera images
from the 1mage taking devices 1a to 1c.

The 1mage taking device information storage unit 102,
facility information storage unit 103, viewpoint position
storage unit 104, and image for difference calculation stor-

age unit 106 can be formed by various types of storages such
as a hard disk.

The overhead 1mage generating unit 103, subject detect-
ing unit 107, projection plane calculating unit 108, subject
image generating unit 109, and display 1mage generating
unit 110 can be formed by, for example, a semiconductor
integrated circuit on which a Central Processing Unit (CPU)
1s 1implemented.

The 1mage taking device information storage unit 102,
facility information storage unit 103, viewpoint position
storage unit 104, and image for difference calculation stor-
age unit 106 can be positioned outside the 1mage processing
device 100 as an external storage of the 1mage processing
device 100. In this case, the storage and the 1mage process-
ing device 100 are electrically connected.

In the case where the 1image processing device 100 1s
formed by a computer, the image taking device information
storage unit 102, facility information storage unit 103,
viewpoint position storage unit 104, and 1mage for differ-
ence calculation storage unit 106 can be provided using the
internal memory or external memory of the computer; and
the 1mage acquiring unit 101, overhead 1mage generating
unmit 105, subject detecting unit 107, projection plane calcu-
lating unit 108, subject 1image generating unit 109, and
display 1image generating unit 110 can be implemented by
storing programs describing the processing of them 1in the
memory ol the computer so as to enable the CPU of the
computer to execute the programs.

Each of the image taking devices 1a to 1c 1s formed by a
camera. Note that, the number of the cameras 1s not limited
to three as shown in FIG. 1.

The display 2 displays an 1mage outputted by the display
image generating unit 110. The display 2 1s a liquid crystal
display, for example.

Next, an example of the processing of the image process-
ing device 100 will be described with reference to the
flowchart of FIG. 2.

The mmage taking device information 1s stored in the
image taking device information storage unit 102 (step
ST101).

Subsequently, the viewpoint position 1s stored in the
viewpoint position storage unit 104 (step ST102).

Subsequently, the facility information 1s stored in the
facility information storage unit 103 (step ST103).

Subsequently, the images for difference calculation 1s
stored 1n the 1mage for diflerence calculation storage unit
(step ST104).

The above steps ST101 to ST104 are processing carried
out in advance by a user or the like before executing the
processing ol generating the overhead images from the
camera 1mages taken with the image taking devices 1a to 1c.




US 10,097,772 B2

S

Subsequently, the 1image acquiring unit 101 acquires the
camera 1images taken with the image taking devices 1a to 1c
(step ST105). The camera 1images are composed ol pixel
data and the like.

Subsequently, on the basis of the image taking device
information stored in the image taking device information
storage unit 102 and the facility information stored in the
facility information storage unit 103, the overhead image
generating unit 105 generates the overhead images looked
down from the viewpoint position stored in the viewpoint
position storage unit 104 from the camera images acquired
by the 1mage acquiring unmit 101 (step ST106).

Here, a generating method of the overhead images at step
ST106 will be described 1n detail below.

First, on the basis of the facility information, the overhead
image generating unit 105 transforms walls, structures
always 1nstalled, and the like 1n the spaces 1into polygons. In
this way, the walls, the structures always installed, and the
like 1n the spaces are defined using the three-dimensional
positions of the vertices of the generated individual poly-
gons.

Subsequently, on the basis of the intersections between
the straight lines, which connect the three-dimensional posi-
tions of the vertices of the individual polygons and the
optical center of the image taking device la, and the imaging
clement plane of the image taking device 1a, the overhead
image generating unit 105 obtains three-dimensional posi-
tions D=(dist,, dist,, dist )* of the pixel data corresponding
to the vertices of the individual polygons. The three-dimen-
sional position D 1s a vector. The superscript T denotes the
transposition. In addition, the imaging element plane refers
to a plane on which light-receirving elements constituting the
imaging element are arranged two-dimensionally. Further,
the three-dimensional position of the pixel data mean the
three-dimensional position of the light-receiving element
corresponding to the pixel data.

In this case, a point QQ on the straight line that connect the
three-dimensional position of a vertex P=(P,, P, P) of
each polygon and the optical center C=(C,, C,, C ) of the
image taking device 1a 1s given by the following Expression
(1). In addition, a point Q' on the 1maging element plane of
the 1mage taking device 1la 1s given by the following
Expression (2).

Each of the vertex P, optical center C, point Q, and point
Q' 1s a vector, and are denoted by bold letters 1n Expression

(1) and Expression (2).

O=(P-C)x1+C (1)

O'=uxa+vxb+I

(2)

The sign u 1n Expression (2) denotes a unit vector in the
x-ax1s direction on the imaging element plane, and v denotes
a unit vector in the y-axis direction on the imaging element
plane perpendicular to the x-axis direction. The sign I in
Expression (2) denotes a vector representing the central
coordinate of the imaging element plane. The unit vectors u
and v, and the central coordinate I are denoted by bold letters
in Expression (2). The unit vectors u and v, the central
coordinate I and the optical center C 1n Expression (1) can
be obtamned from the image taking device information.
Alternatively, they may be contained in the image taking
device information 1 advance.

The three-dimensional position D 1s positioned on the
straight line given by Expression (1) and on the plane given
by Expression (2). Accordingly, assuming that Q=()',
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Expression (1) and Expression (2) can be integrated to the
following Expression (3).

C-I=[uv P-Cl(a b )* (3)

Since each of the values a, b, t can be obtained from
Expression (3), the three-dimensional position D can be
calculated.

To convert the calculated three-dimensional position D
into the pixel position (1mage X, image v) on the camera
image, the following Expression (4) and Expression (5) are
used.

(4)

image_x=a*camera_px_width+camera_px_width/2

(3)

The camera_px_width 1n Expression (4) denotes the num-
ber of light-receiving elements lined up in the x-axis direc-
tion on the imaging element plane (the number of pixels in
the x-axis direction on the camera image). Likewise, the
camera_px_height in Expression (5) denotes the number of
light-receiving elements lined up in the y-axis direction on
the 1maging element plane (the number of pixels 1 the
y-axis direction on the camera image).

On the basis of the correspondence between the vertices
of the mdividual polygons and the pixel positions on the
camera 1mage obtained as described above, that 1s, the
correspondence between the vertices of the individual poly-
gons and the pixel data, it becomes possible to generate the
overhead 1mage looked down from the viewpoint position
stored 1n the viewpoint position storage unit 104 by mapping
the pixel data of the camera 1image onto the three-dimen-
sional space. As for the case of each of the image taking
devices 16 and 1c¢, the flow for generating the overhead
image Irom the camera image 1s same to the case of the
above described image taking device 1a.

Note that, although the foregoing description 1s made as
to the case where the walls and structures always installed
and the like within the spaces are defined as polygons on the
basis of the facility information, faces of the walls and faces
of the structures always installed and the like within the
spaces can be defined as a point group. In this case also,
using the foregoing method makes i1t possible to obtain the
correspondence between the individual points and the pixel
positions on the camera 1image.

In the above, detailed explanation of the processing at step
ST106 1s described.

Subsequently, the subject detecting unit 107 superimposes
the three overhead images obtamned on the basis of the
camera 1images ol the image taking devices 1a to 1¢, which
are generated by the overhead 1mage generating unit 105,
and obtains a region (referred to as a superimposed region
from now on) in which two or more overhead 1mages are
superimposed (step ST107). The superimposed region can
be obtained by using a variety of well-known 1mage pro-
cessing techniques.

Subsequently, the subject detecting unit 107 obtains the
position at which the subject 1s present (subject position) in
the superimposed region obtained at step ST107 (step
ST108).

A method for obtamning the subject position will be
described with reference to FIG. 3. Here, an example will be
described 1n which the image taking devices 1a and 15 and
the subject 3 are arranged to form a relationship as shown in
FIG. 3(a). Although the actual subject 1s a person or the like,
the subject 3 here 1s supposed to be cylindrical shape for
simplifying the description.

image y=b*camera_px_height+camera_px_ height/2
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In the positional relationships shown 1n FIG. 3(a), the
camera 1mages taken with the image taking devices 1a and
15 are converted mnto the overhead 1mages, respectively, by
the processing at steps ST105 and ST106 described above.
Then the superimposed region of the overhead images is
obtained by the processing at step ST107 described above.

As the preeessmg at step ST108 following step ST107,
us1ng the 1mages for diflerence calculation taken with the
image taking devices 1la and 15 selected from among the
images for difference calculation stored in the image for
difference calculation storage unit 106, the subject detecting
unit 107 generates the overhead images (overhead 1mages
for difference calculation), respectively. The method for
generating the overhead images from the images for difler-
ence calculation 1s the same as the processing at step ST106.
The images for difference calculation are composed of the
pixel data and the like similarly to the camera 1images. Note
that, before proceeding to the processing at step ST108, the
overhead 1mage generating unit 105 may generate the over-
head 1mages using the images for difference calculation.
Anyway, the subject detecting unit 107 or the overhead
image generating unit 105, which generates the overhead
images for difference calculation from the images for dii-
terence calculation, functions as an overhead image for
difference calculation generating unit.

Subsequently, the subject detecting unit 107 calculates,
for each of the 1 Image taking devices, the differences between
the overhead images generated by using the images for
difference calculation and the overhead images generated by
the processing at step ST106, and thereby obtains a region
in which the subject 3 is present within the overhead images
(t e region 1s referred to as a subject region from now on.
The subject region may also be referred to as an object
region). FIG. 3(b) shows a subject region 41a specified
within the overhead image 4a corresponding to the image
taking device 1a, and FIG. 3(c¢) shows a subject region 415
specified within the overhead image 45 corresponding to the
image taking device 15. FIG. 3(b) and FIG. 3(c¢) also show
a superimposed region 42 of the overhead images 4a and 456
obtained by the processing at step ST107. As shown i FIG.
3(b) and F1G. 3(c), the subject regions 41a and 415 show the
subject 3 that 1s extended as 11 1t falls down onto the ground.

Subsequently, as shown 1n FIG. 3(d), the subject detecting
unit 107 obtains a portion in which the subject region 41a
and the subject region 415 are superimposed 1n the super-
imposed region 42, and specifies the portion as the subject
position 43. The subject position 43 approximately corre-
sponds to the contact surface between the subject 3 and the
ground.

In the above, the detailed description of the processing at
step ST108 15 provided.

Subsequently, the projection plane calculating unit 108
newly defines a wvirtual projection plane at the subject
position obtained by the subject detecting unit 107 (step
ST109). The projection plane 1s made viewable from the
viewpoint position. As shown in FIG. 4(a), the projection
plane 1s defined as a column-shaped projection plane 5 with
such a size that covers the subject position 43, for example.

Subsequently, the subject image generating unit 109 proj-
ects the camera 1images onto the projection plane defined by
the projection plane calculating unit 108 (step ST110). The
projection plane defined by the projection plane calculating,
unit 108 can be defined as a polygon or a point group just as
the walls, structures and the like within the spaces, which are
contained in the facility information. Therefore, just as in the
foregoing step ST106, the correspondence between the
individual points constituting the projection plane and the
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pixel positions on the camera images, that 1s, the correspon-
dence between the individual points and the pixel data can
be calculated.

The subject image generating unit 109 obtains the corre-
spondence between the individual points constituting the
projection plane and the pixel data, and on the basis of the
correspondence, carries out mapping of the pixel data cor-
responding to the individual points of the projection plane in
such a manner as to project the camera images onto the
projection plane. Additionally, 1n the overhead image, by
applying masking processing to the pixel data other than the
pixel data corresponding to the subject regions, they can be
excluded from the mapping processing onto the projection
plane. As a result, 1t 1s possible to prevent images other than
the subject from being included on the projection plane.

A plurality of camera images are projected on the pro-
jection plane. For example, the camera images of the image
taking devices 1la and 15 are projected on the projection
plane 5 which i1s defined as shown 1n FIG. 4(a) with respect
to the subject position 43 obtained in the superimposed
region 42 as shown i FIG. 3.

The subject image generating unit 109 generates a subject
image on the basis of the camera 1mages projected on the
projection plane. The subject 1mage 1s generated by con-
verting the camera images projected on the projection plane
into the image looked at from the viewpoint position used
for generating overhead images.

Subsequently, the display 1image generating unit 110 out-
puts to the display 2 the image obtained by synthesizing the
subject 1mage generated by the subject 1image generating
umt 109 with the overhead images generated by the over-
head 1image generating unit 105 at step ST106 (step ST111).
In this processing, the display image generating unit 110
may synthesize the subject image with the overhead images
obtained by removing the pixel data within the subject
region from the overhead images generated by the overhead
image generating unit 105. This makes 1t possible to reduce
the disadvantage that the subject 1s doubly displayed.

Note that, when the actual shape of the subject 1s com-
plicated, and unless the actual shape 1s represented on the
projection plane, there are disadvantage that the portion of
the subject where the projected camera 1images overlap may
be displayed blurredly. A method to avoid such a situation
will be described with reference to the example of FIG. 4(a).
On the basis of the vectors connecting the optical centers of
the 1mage taking devices 1la and 16 with the individual
points ol the projection plane 5, and the vectors connecting
the viewpoint position of the overhead images with the
individual points of the projection plane 5, the subject image
generating unit 109 may designed to project, among the
camera 1nlages of the image taking devices 1a and 15, only
the camera 1mage viewable from the viewpoint position of
the overhead 1mage on the projection plane 5. Alternatively,
the projection plane calculating unit 108 may correct the
shape ol the projection plane 5 on the basis of the shape of
the subject region or the like.

In addition, when projecting only one camera image on
the projection plane, the projection plane calculating unit
108 may define a plane, which stands facing the image
taking device that outputs the camera 1image, as the projec-
tion plane. FI1G. 4(b) shows a flat projection plane 51 that 1s
defined when projecting only the camera 1image of the image
taking device 15. The projection plane 51 1s defined 1n such
a manner as to cover the subject position 43 when 1t 1s
projected on the ground, for example.

In addition, 1n the above case, the subject position 1s
specified 1n the superimposed region. In the following, a
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method will be described in which the subject position 1s
speciflied 1n a region other than the superimposed region, or
only one 1mage taking device 1a 1s installed so that there 1s
no superimposed region originally. Here, an example will be
described in which only one image taking device 1la 1is
installed as shown in FIG. 5.

In the same manner as a part of the processing at step
ST108, the subject detecting unit 107 calculates the differ-
ence between the overhead 1image generated on the basis of
the 1image for diflerence calculation taken with the image
taking device 1a and the overhead image generated from the
camera 1mage taken with the image taking device 1a by the
processing at step ST106, and thereby obtains the subject
region within the overhead image. FIG. 5(b) shows a subject
region 41la of the subject 3 specified within the overhead
image 4a corresponding to the image taking device 1a.

Then the subject detecting unit 107 determines the posi-
tion 1n the subject region 41a closest to the position of the
image taking device 1a as the subject position 44. Alterna-
tively, the subject detecting unit 107 may divide the subject
region 41 into a plurality of portions, and determine the
portion closest to the image taking device 1a among the
plurality of portions as the subject position 44.

The projection plane defined by the projection plane
calculating unit 108 at the subject position 44 1s a flat
projection plane that stands facing the image taking device
la.

In the above description, a case in which the processing
1s executed on the basis of a pixel data unit constituting the
camera 1mage 1s shown. However, each step of processing
described above can be executed on the 1image to which an
image processing or the like 1s applied so that the number of
pixels of the image becomes different from the original
number of pixels of the image taking device.

As described above, according to the image processing
device 100 of this embodiment 1, it 1s possible to obtain the
image by synthesizing the subject image, which 1s generated
by projecting the camera images onto the projection planes
newly defined at the subject position, with overhead
image(s). Thus, 1t 1s possible to generate subject image(s) 1n
which distortion 1s suppressed individually 1n the overhead
1mage.

In addition, in the 1mage processing device 100 that
detects the subject as described above, it 1s not necessary to
prepare a sensor such as an ultrasonic sensor for detecting a
subject, thereby being able to simplily the configuration.

However, 11 there are no restrictions on the sensor instal-
lation, 1t 1s also possible to install a sensor for detecting a
subject to detect the subject position. In this case, it 1s also
possible to achieve the above advantage of being able to
generate the subject 1mages whose distortions are sup-
pressed individually 1 the overhead 1image.

For example, an inirared camera 1s provided, and the
position of the subject 1s detected by the subject detecting
unit 107 using the camera image taken with the mirared
camera. At this time, the processing other than calculating
the difference can be used appropriately in each step of
processing of the subject detecting unit 107 shown by the
foregoing step ST108, efc.

In this way, as for a method of detecting the subject
position, a variety ol methods are conceivable, and well-
known techniques other than the techniques described above
can also be used appropriately to detect the subject position.

In addition, the subject detecting unit 107 1s designed to
calculate, for each image taking device, the diflerence
between the overhead image generated from the camera
image and the overhead image generated from the image for
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difference calculation, and to determine the portion in which
the subject regions are superimposed with each other as the
detected position of the subject. Thus, the subject detecting
unmt 107 can calculate the appropriate subject position in the
superimposed region of the overhead image generated by the
overhead image generating umt 105.

In addition, the projection plane calculating unit 108 1s
designed to calculate the projection plane on the basis of the
viewpoint position of the overhead images. Using such a
projection plane makes 1t possible to efliciently generate the
subject image in which a subject 1s approprately displayed.

Embodiment 2

In the embodiment 1, when a cycle of the processing from
step ST105 to step ST111 1s completed, and subsequently
next cycle of the processing from step ST105 to step ST111
1s executed, an i1dentical viewpoint position 1s used for
generating the overhead image. In other words, while the
image processing device 100 executes the image processing,
the viewpoint position of the overhead image 1s fixed. In the
embodiment 2, an image processing device 200 which can
change the viewpoint position of the overhead images will
be described.

FIG. 6 shows a configuration of the image processing
device 200. The image processing device 200 includes a
viewpoint position changing unit 211 1n addition to the
image acquiring unit 101, image taking device information
storage unit 102, facility information storage unit 103,
viewpoint position storage unit 104, overhead image gen-
crating unit 105, image for difference calculation storage
unmit 106, subject detecting unit 107, projection plane calcu-
lating unit 108, subject image generating unit 109, and
display image generating unit 110.

The viewpoint position changing unit 211 receives a user
operation via an mput device not shown 1n the drawings to
change the viewpoint position stored in the viewpoint posi-
tion storage unit 104 to the position the user desires. At this
occasion, the viewpoint position changing unit 211 presents
a plurality of candidates of the viewpoint position, for
example, and enables the user to select one of the candidates.
Alternatively, the viewpoint position changing unit 211 does
not present the candidates, but enables the user to designate
any desired viewpoint position.

The viewpoint position changing unit 211 1s formed by a
semiconductor mtegrated circuit in which a CPU i1s imple-
mented, for example. In addition, when the 1mage process-
ing device 200 1s formed by a computer, a program describ-
ing the processing details of the viewpoint position changing
unmt 211 1s stored in the memory of the computer.

As for the components other than the viewpoint position
changing unit 211, the same or corresponding components to
those of FIG. 1 are designated by the same reference
numerals, and their description will be omitted or stmplified.

An example of the processing by the image processing
device 200 will be described with reference to the tlowchart
shown 1 FIG. 7.

As for steps ST101 to ST104, the processing 1s the same
as the processing described in the embodiment 1.

Subsequent to step ST104, the viewpoint position chang-
ing unit 211 overwrites the viewpoint position selected or
designated by a user and stores it in the viewpoint position
storage unit 104 (step ST212). At this time, the processing
from step ST212 onward 1s executed by using the viewpoint
position stored in the viewpoint position storage unit 104.




US 10,097,772 B2

11

As for the processing at steps ST105 to ST111 subsequent
to step ST212, the same processing as the embodiment 1 1s
performed.

As shown 1 FIG. 7, in the image processing device 200,
at a time after a one cycle from step ST1035 to step ST111 1s
completed, and before proceeding to the processing of the
next cycle from step ST105 to step ST111, the viewpoint
position changing unit 211 changes the viewpoint position.
Thus, the viewpoint position the user desires, which 1s mnput
at any timing during a cycle from step ST103 to step ST111,
1s used 1n the processing of the next cycle. Of course, unless
the user operation for changing the viewpoint position 1s
carried out, the same viewpoint position 1s used in the
processing in the next cycle. In this way, 1n this embodiment
2, 1t 1s possible to generate the overhead images from a
different viewpoint position for each cycle.

When proceeding to step ST212 for the first time after
completing steps ST101 to ST104, that 1s, 1n the case of the
first processing cycle, unless the user operation for changing
the viewpoint position 1s carried out up to that time, the
processing at step ST212 1s substantially skipped to proceed
to step ST10S.

As described above, according to the image processing
device 200 of the embodiment 2, since the viewpoint posi-
tion changing unit 211 1s provided, in addition to the
advantages shown in the embodiment 1, the advantage of
being able to execute the processing by retlecting the
viewpoint position a user desires at any time as required 1s
achieved.

Note that, i1t 1s to be understood that any combination of
the mdividual embodiments, variations of any components
of the mndividual embodiments or removal of any compo-
nents of the individual embodiments 1s possible within the
scope of the present mnvention.

INDUSTRIAL APPLICABILITY

As described above, an 1mage processing device and an
image processing method according to the present invention
can generate a subject image whose distortion 1s suppressed
individually 1n an overhead image. Accordingly, the image
processing device and the image processing method are
suitably used by incorporating them, for example, mnto a
monitoring system that includes an 1image taking device and
a display for monitoring facilities.

REFERENCE SIGNS LIST

la to 1c: mmage taking device, 2: display, 3: subject
(object), 4a, 4b: overhead 1mage, 5: projection plane, 41a,
41b: subject region (object region), 42: superimposed
region, 43, 44: subject position (object position), 51: pro-
jection plane, 100: 1mage processing device, 101: image
acquiring unit, 102: image taking device information storage
unit, 103: facility information storage unit, 104: viewpoint
position storage umt, 105: overhead 1image generating unit,
106: 1mage for difference calculation storage umnit, 107:
subject detecting unit (object detecting unit), 108: projection
plane calculating unit, 109: subject 1mage generating unit
(object image generating unit), 110: display image generat-
ing unit, 200: 1mage processing device, 211: viewpoint
position changing unit

The 1nvention claimed 1s:

1. An 1mage processing device comprising:

an 1mage acquirer acquiring an image taken with at least
one 1mage taking device;
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a processor configured to perform the functions of:

an overhead image generator calculating on a basis of
image taking device information regarding the at least
one 1mage taking device and space information regard-
ing a space whose 1mage 1s taken with the at least one
image taking device, correspondence between pixel
data constituting the image and the space, and gener-
ating overhead 1mage from the image based on the
correspondence;

an object detector detecting a position of an object on
which corresponding information does not exist in the
space 1nformation;

a projection plane calculator calculating a projection
plane at the position of the object;

an object 1mage generator generating an object image of
the object looked at from a viewpoint position of the
overhead image by setting the 1image onto the projec-
tion plane;

a display 1image generator generating an image by syn-
thesizing the object image with the overhead image;
and

an overhead image for difference calculation generator
generating overhead images for difference calculation
from 1mages for difference calculation by calculating
correspondence between pixel data constituting the
images for difference calculation taken with a plurality
of 1mage taking devices included 1n the at least one
image taking device and taking a plurality of images
respectively and the space on the basis of the image
taking device information and the space information,
wherein

the overhead image generator generates the overhead
images from the images taken with the plurality of the
image taking devices, respectively;

the overhead image for difference calculation generator
generates the overhead images for diflerence calcula-
tion from the 1mages for diflerence calculation taken
with the plurality of image taking devices; and

the object detector obtains an object region from a dii-
ference between the overhead image and the overhead
image for difference calculation for each of the at least
one 1mage taking device, and detects a superimposed
portion of the object regions as the position of the
object.

2. The image processing device according to claim 1,

wherein

the projection plane calculator calculates the projection
plane on the basis of the viewpoint position of the
overhead 1mage.

3. An 1mmage processing method comprising:

acquiring an 1mage taken with at least one 1mage taking
device;

calculating on a basis of image taking device information
regarding the at least one image taking device and
space 1nformation regarding a space whose 1mage 1s
taken with the at least one 1mage taking device, corre-
spondence between pixel data constituting the image
and the space, and generating overhead images from
the 1mage based on the correspondence;

detecting a position of an object which does not have the
space 1nformation corresponding to the object;

calculating a projection plane at the position of the object;

setting the 1mage onto the projection plane, and generat-
ing an object image ol the object looked at from a
viewpoint position of the overhead 1mage; and

generating an 1mage by synthesizing the object image
with the overhead image; and
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generating overhead images for difference calculation
from 1mages for difference calculation by calculating
correspondence between pixel data constituting the
images for difference calculation taken with a plurality
of 1mage taking devices included in the at least one 5
image taking device and taking a plurality of images
respectively and the space on the basis of the image
taking device mformation and the space information,
wherein

in the generating overhead 1images from the image based 10
on the correspondence, the overhead 1images are gen-
crated from the images taken with the plurality of the
image taking devices, respectively;

in the generating overhead images for difference calcu-
lation, the overhead images for diflerence calculation 15
are generated from the images for difference calcula-
tion taken with the plurality of 1image taking devices;
and

in the detecting, an object region 1s obtamned from a
difference between the overhead 1mage and the over- 20
head 1mage for diflerence calculation for each of the at
least one 1mmage taking device, and a superimposed
portion of the object regions 1s detected as the position
of the object.
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