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(57) ABSTRACT

A method, non-transitory computer readable medium, and
network ftraflic management apparatus that receives a

request for content from a client computing device. A length
of the content 1s determined. A plurality of requests for a
portion of the length of the content 1s sent to a plurality of
server computing devices, wherein the portion of the length
of the content 1s specified as a byte range 1n a range header
of each of the plurality of requests. A plurality of responses
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METHODS FOR OPTIMIZING SERVICE OF
CONTENT REQUESTS AND DEVICES
THEREOF

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 61/639,120, filed Apr. 27, 2012,
which 1s hereby incorporated by reference in 1ts entirety.

FIELD

This technology generally relates to network traflic man-
agement apparatuses and methods and, more particularly, to
methods for optimizing service of content requests by server
computing devices in a distributed network environment and
devices thereof.

BACKGROUND

Network resource utilization and tratlic distribution 1n a
distributed network environment can be optimized using a
network traflic management apparatus configured to com-
municate with client computing devices and content pro-
vider devices, such as a plurality of server computing
devices 1n a server pool. The network traflic management
apparatus 1s utilized to receive requests from client comput-
ing devices and communicate with the server computing
devices to open connections that can be utilized to service
the requests.

As an intermediary or proxy device, the network traflic
management device can distribute client computing device
requests across the server computing devices of the server
pool. One such method of distribution 1s to maintain the
number of open connections with each server computing,
device and distribute new requests from client computing
devices to the server computing device having the least
number of open connections.

However, the connection count 1s not a robust metric and
server computing device load can remain relatively unbal-
anced using connection-based techniques which assume all
connections are equal with respect to utilization of server
computing device resources. For example, some requests
will likely be for content of a relatively large size which wall
require more resources to service and other requests will
likely be for content of a relatively small size requiring
tewer resources and resulting 1n faster service.

Accordingly, unbalanced loads or hotspots associated
with substantial memory, processor cycle, and/or bandwidth
usage for one or more server computing devices as com-
pared to other server computing devices in the server pool
can result, thereby negatively affecting response time and
associated user experience.

SUMMARY

A method for optimizing service ol one or more content
requests 1ncludes receiving at a network traflic management
apparatus a request for content from a client computing
device. A length of the content 1s determined with the
network traflic management apparatus. A plurality of
requests for a portion of the length of the content 1s sent with
the network traflic management apparatus to a plurality of
server computing devices, wherein the portion of the length
of the content 1s specified as a byte range 1n a range header
of each of the plurality of requests. A plurality of responses
to the plurality of requests is received at the network trathic
management apparatus. At least a subset of the plurality of
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responses 1s output with the network trailic management
apparatus to the client computing device.

A non-transitory computer readable medium having
stored thereon instructions for optimizing service of one or
more content requests comprising machine executable code
which when executed by a processor, causes the processor to
perform steps including recerving a request for content from
a client computing device. A length of the content 1s deter-
mined. A plurality of requests for a portion of the length of
the content 1s sent to a plurality of server computing devices,
wherein the portion of the length of the content 1s specified
as a byte range 1n a range header of each of the plurality of
requests. A plurality of responses to the plurality of requests
1s received. At least a subset of the plurality of responses 1s
output to the client computing device.

A network traflic management apparatus includes at least
one of configurable hardware logic configured to be capable
of implementing or a processor or a network interface
controller coupled to a memory and configured to execute
programmed instructions stored in the memory including
receiving a request for content from a client computing
device. A length of the content 1s determined. A plurality of
requests for a portion of the length of the content 1s sent to
a plurality of server computing devices, wherein the portion
of the length of the content is specified as a byte range 1n a
range header of each of the plurality of requests. A plurality
of responses to the plurality of requests 1s received. At least
a subset of the plurality of responses 1s output to the client
computing device.

This technology provides a number of advantages includ-
ing methods, non-transitory computer readable medium, and
network traflic management apparatus that optimize service
ol content requests by server computing devices to thereby
balance server load and reduce the likelihood of a hotspot
developing 1n the server pool. Additionally, with this tech-
nology, latency can be reduced, a maximum size of content
requests sent to the server computing devices can be guar-
anteed, and the elapsed time from the client computing

device request to receipt by the client computing device of
the first or last byte of the requested content can be reduced.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a network environment
which 1ncorporates an exemplary network tratlic manage-
ment apparatus;

FIG. 2 1s a block diagram of the exemplary network tratlic
management apparatus; and

FIG. 3 1s a flowchart of an exemplary method for opti-
mizing service ol content requests.

DETAILED DESCRIPTION

An exemplary network environment 10 with a network
traflic management apparatus 12, client computing devices
14(1)-14(»), and server computing devices 16(1)-16(z) 1s
illustrated 1n FIGS. 1 and 2. In this example, the network
traflic management apparatus 12, client computing devices
14(1)-14(»), and server computing devices 16(1)-16(x) are
coupled together by local area networks (LANs) 18 and 20
and wide area network (WAN) 22, although other types and
numbers of systems, devices, components and other ele-
ments 1n other configurations which are coupled together in
other manners can be used. This technology provides a
number of advantages including methods, non-transitory
computer readable medium, and apparatus that optimize
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service of content requests to balance server computing
device load and reduce the risk of developing a hotspot 1n a
server pool.

Referrmg more specifically to FIGS. 1 and 2, the network
traffic management apparatus 12 is coupled to the client >

computing devices 14(1)-14(») by the LAN 18 and WAN 20.

In this example, the network tratlic management apparatus
12 1s further coupled to the server computing devices

16(1)-16(») by the LAN 20. Although network trathic man-

agement apparatus 12 1s shown in this example, other
network devices configured to generate, send, and receive
network communications and coupled together via other
topologies can also be used. While not shown, the environ-
ment 10 also may include additional network components,
such as routers, switches and other devices, which are well

known to those of ordinary skill in the art and thus will not
be described here.

The network traflic management apparatus 12 may per-
form any number of functions, such as optimizing, securing, >
and accelerating the network traflic between the client
computing devices 14(1)-14(») and the server computing
devices 16(1)-16(»). The network traflic management appa-
ratus 12 1includes at least one processor or CPU 24, a
memory 26, optional cache memory 28, optional configu- 25
rable hardware logic 30, an input and/or display device
interface 32, and a network interface controller 34 which are
coupled together by a bus 36, although the network traflic
management apparatus 12 may include other types and
numbers of eclements i1n other configurations. In this 30
example, the bus 36 15 a hyper-transport bus, although other
bus types and links may be used, such as PCI.

The processor 24 of the network traflic management
apparatus 12 may execute one or more computer-executable
instructions stored 1n the memory 26 of the network traflic 35
management apparatus 12 for managing network traflic
and/or optimizing service of content requests. The processor
24 of the network traflic management apparatus 12 may
comprise one or more central processing units (CPUs) or
general purpose processors with one or more processing 40
cores, such as AMD® processor(s), although other types of
processor(s) could be used (e.g., Intel®).

The memory 24 of the network trailic management appa-
ratus 12 stores these programmed instructions for one or
more aspects of the present technology as described and 45
illustrated herein, although some or all of the programmed
instructions could be stored and executed elsewhere. A
variety of diflerent types of memory storage devices, such as
a random access memory (RAM) or a read only memory
(ROM) 1n the system or a floppy disk, hard disk, CD ROM, 50
DVD ROM, or other computer readable medium which 1s
read from and written to by a magnetic, optical, or other
reading and writing system that 1s coupled to the processor
24, can be used for the memory 26. The optional cache
memory of the network tratlic management apparatus 12 can 55
be a static random access memory (SRAM) device for
example, although other forms of memory can also be used.

The optional configurable hardware logic 30 of the net-
work traflic management apparatus 12 may comprise spe-
cialized hardware configured to be capable of implementing 60
one or more steps of this technology as illustrated and
described with reference to the examples herein. By way of
example only, the optional configurable logic 30 may com-
prise one or more ol field programmable gate arrays (FP-
GAs), field programmable logic devices (FPLDs), applica- 65
tion specific integrated circuits  (ASICs) and/or
programmable logic umts (PLUs).
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The input and display device mtertace 32 of the network
traflic management apparatus 12 enables a user, such as an
administrator, to interact with the network trathic manage-
ment apparatus 12, such as to mput and/or view data and/or
to configure, program and/or operate it by way of example
only. Input devices configured to communicate with the
input and/or display device interface 32 may include a
keyboard and/or a computer mouse and display devices
configured to communicate with the mput and/or display
device interface 32 may include a computer monitor,
although other types and numbers of input devices and
display devices could also be used.

The network mterface controller 34 operatively couples
and communicates between the network traflic management
apparatus 12, the client computing devices 14(1)-14(#), and
server computing devices 16(1)-16(z), which are all coupled
together by the LANs 18 and 20 and WAN 22, although
other types and numbers of communication networks or
systems with other types and numbers of connections and
configurations to other devices and elements. By way of
example only, the LANs 18 and 20 and WAN 22 can use
TCP/IP over Ethernet and industry-standard protocols,
including NFS, CIFS, SOAP, XML, LDAP, and SNMP,
although other types and numbers of communication net-
works, can be used.

The LANs 18 and 20 1n this example may employ any
suittable imterface mechanisms and network communication
technologies 1nclud1ng, for example, teletratlic 1n any suit-
able form (e.g., voice, modem, and the like), Public
Switched Telephone Network (PSTNs), Ethernet-based
Packet Data Networks (PDNs), combinations thereof, and
the like. The WAN 22 may comprise any wide area network
(e.g., Internet), although any other type of traflic network
topology may be used.

Each of the client computing devices 14(1)-15(») and
server computing devices 16(1)-16(») includes a central
processing unmt (CPU) or processor, a memory, a network
interface device, and an I/O system, which are coupled
together by a bus or other link, although other numbers and
types of network devices could be used. The client comput-
ing devices 14(1)-14(»2) may run interface application(s),
such as a Web browser, that may provide an interface to
make requests for and receive content stored on one or more
of the server computing devices 16(1)-16(») via the LANs
18 and 20 and/or WAN 22.

Generally, the server computing devices 16(1)-16(7) pro-
cess requests received from requesting client computing
devices 14(1)-14(») via the LANs 18 and 20 and/or WAN 22
according to the HI'TP-based application RFC protocol or
the CIFS or NFS protocol for example. Various network
processing applications, such as CIFS applications, NFS
applications, HI'TP Web Server applications, and/or FTP
applications, may be operating on the server computing
devices 16(1)-16(») and transmitting content (e.g., files,
Web pages) to the client computing devices 14(1)-14(z») 1n
response to requests for the content from the client comput-
ing devices 14(1)-14(n).

The server computing devices 16(1)-16(») may provide
data or receive data 1n response to requests directed toward
applications on the server computing devices 16(1)-16(z)
from the client computing devices 14(1)-14(#). The server
computing devices 16(1)-16(7») may be hardware or software
or may represent a system with multiple server computing
devices 16(1)-16(») 1n a server pool, which may include
internal or external networks. In this example the server
computing devices 16(1)-16(z) may be any version of
Microsoft® IIS servers or Apache® servers, although other
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types of server computing devices 16(1)-16(z) may be used.
Further, additional server computing devices 16(1)-16(7)
may be coupled to one of the LANs 18 and 20 and many
different types of applications may be available on each of
the server computing devices 16(1)-16(x).

Although an exemplary network environment with the
network tratlic management apparatus 12, client computing,
devices 14(1)-14(»), server computing devices 16(1)-16(»),
[LLANs 18 and 20 and WAN 22 are described and 1llustrated
herein, other types and numbers of systems, devices, com-
ponents, and elements 1n other topologies can be used. It 1s
to be understood that the systems of the examples described
herein are for exemplary purposes, as many variations of the
specific hardware and software used to implement the
examples are possible, as will be appreciated by those
skilled 1n the relevant art(s).

In addition, two or more computing systems or devices
can be substituted for any one of the systems or devices 1n
any example. Accordingly, principles and advantages of
distributed processing, such as redundancy and replication
also can be implemented, as desired, to increase the robust-
ness and performance of the devices and systems of the
examples. The examples may also be implemented on
computer system(s) that extend across any suitable network
using any suitable interface mechanisms and traflic tech-
nologies.

The examples may also be embodied as a non-transitory
computer readable medium having instructions stored
thereon for one or more aspects of the present technology as
described and illustrated by way of the examples herein, as
described herein, which when executed by a processor,
cause the processor to carry out the steps necessary to
implement the methods of the examples, as described and
illustrated herein.

An exemplary method for optimizing service of content
requests will now be described with reference to FIGS. 1-3.
In this example, 1n step 300, the network traflic management
apparatus 12 receives a request for content from one of the
client computing devices 14(1)-14(»). The request for con-
tent can be a hypertext transier protocol (HTTP) request for
a hypertext markup language (HI' ML) web page document,
a video, music, and/or graphic file, or a portable document
tormat (PDF) file, for example, or any other type of content.

In step 302, the network traflic management apparatus 12
determines whether the length of the requested content i1s
included in the cache memory 28. The length can be the size
of the content as represented by a number of bytes and can
be stored 1n the cache memory 28 1n an entry associated with
an indication of the content, for example. IT the network
traflic management apparatus 12 determines that the length
of the requested content 1s not stored 1n the cache memory
28, or the associated entry 1n the cache memory 1s not valid,
then the No branch is taken to step 306.

In step 306, the network traflic management apparatus 12
sends an HTTP head request to one of the server computing
devices 16(1)-16(») and recerves the length of the content 1n
response, although other methods for determining the length
of the content can be used. Optionally, 1n step 308, the
network traflic management apparatus 12 stores the length
of the content 1n the cache memory 28 as associated with an
indication of the requested content so that 1t can be retrieved
and used by the network traflic management apparatus 12
when processing subsequent requests for the content.

Referring back to step 302, 1f the network traflic man-
agement apparatus 12 determines that the length 1s included
in the cache memory 28, then the Yes branch 1s taken to step
310. In step 310, the network trathc management apparatus
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12 retrieves the length from an entry of the cache memory
28 corresponding to the requested content.

In step 312, the network traflic management apparatus 12
optionally determines whether one or more threshold con-
ditions are satisfied.

Exemplary threshold conditions include whether the
requested content 1s larger than a specified length, whether
a file type of the requested content indicated 1n the request
matches one or more specified file types, or whether at least
a portion of a path specified 1n the content request matches
one or more specified paths, although other threshold con-
ditions can also be used. The threshold conditions can be
established by a manufacturer of the network tratlic man-
agement apparatus and/or can be configurable by an admin-
istrator of the network traflic management apparatus.

IT at least one of the threshold conditions 1s not satisfied,
then the No branch 1s taken to step 314. In step 314, the
network ftraflic management apparatus 12 services the
request from one of the server computing devices 16(1)-16
() based on an established policy and/or load balancing
technique. While servicing the request for content, or during
any of steps 302-312, the network trathc management appa-
ratus 12 can receive one or more additional requests for
content from one or more of the client computing devices
14(1)-14(») 1n the step 300.

Referring back to step 312, if the network tratlic man-
agement apparatus 12 determines that at least one of the
threshold conditions 1s satisfied, then the Yes branch 1s taken
to step 316. Accordingly, a content length, file type, path,
and/or any other attribute of the content or the request, for
example, can be specified to filter those requests most likely
to benefit from the optimization techniques described and
illustrated herein with respect to steps 316-328.

In step 316, the network traflic management apparatus 12
sends a plurality of requests for a portion of the length of the
content to a plurality of the server computing devices
16(1)-16(»). In one example, the portion of the length of the
content 1s specified as a byte range 1n a range header of each
of the plurality of requests. Accordingly, the request
received 1n step 300 1s split by the network traflic manage-
ment apparatus 12 into a plurality of requests sent to a
plurality of server computing devices 16(1)-16(»). By using
more than one of the server computing devices 16(1)-16(1)
to service the oniginal request, the risk that one of the server
computing devices 16(1)-16(») may become a hotspot and/
or relatively over utilized, such as in the event the requested
content 1s relatively large, 1s substantially reduced.

The byte ranges included in each of the plurality of
requests can indicate discrete portions of the length of the
content, partially overlapping portions of the length of the
content, and/or completely overlapping portions of the
length of the content. However, 1n order to ensure effective
service of the request, the network traflic management
apparatus 12 must send at least one request for each portion
of the length of the content.

In step 318, the network traflic management apparatus 12
determines whether suilicient portions of the requested
content have been recerved. In order to determine whether
suflicient portions of the requested content have been
received, the network traflic management apparatus 12
determines whether at least a subset of any received
responses include an immitial byte range portion of the
requested content. If the received responses do not include
an 1mtial portion of the requested content greater than a
threshold, or if suflicient portions of the content have not
been received based on any other criteria, then the No

branch 1s taken to step 322. The condition 1n step 320 will
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not be satisfied immediately subsequent to the network
traflic management apparatus sending the plurality of
requests 1n step 316 as, generally, msuthcient time will have
clapsed to receive any responses to the plurality of requests.

In step 320, the network traflic management apparatus
determines whether a failure condition has been satisfied. In
one example, the failure condition 1s a failure of the network
trafic management apparatus to receive one or more
responses that include one or more byte ranges of the

requested content within a specified time period, although

other failure conditions can be used. If the network traflic
management apparatus 12 determines that a failure condi-
tion has not been satisfied, then the No branch 1s taken to
step 322. The condition 1n step 322 will not be mitially
satisfied as the elapsed time subsequent to sending the
plurality of requests on an initial pass will not generally be
greater than the specified time period.

In step 322, the network traflic management apparatus 12
receives a response to one or more ol the plurality of
requests. In some examples, the responses will include
various byte range portions of the length of the content. In
some examples, step 322 1s performed 1n parallel with any
of steps 318, 320, 324, 326, or 328. Referring back to step
320, if the network traflic management apparatus 12 deter-
mines, generally 1n a pass subsequent to an initial pass, a
failure condition has been satisfied, then the Yes branch 1s
taken to step 324.

In step 324, the network traflic management apparatus 12
requests at least one missing portion of the length of the
content, or portion that has not been received during a
specified time period, from at least one of the server com-
puting devices 16(1)-16(7) from which the missing portion
was not previously requested. Thereby, the missing portion
of the length of the content 1s not requested twice from one
of the server computing devices 16(1)-16(») that may have
falled to promptly respond to the first request for that
portion. Subsequent to receiving one or more responses in
step 322 or retrieving the missing portion of the length of the
content 1n step 324, the network trailic management appa-
ratus 12 can proceed to step 318.

If, 1n step 318, the network traflic management apparatus
determines, generally 1n a pass subsequent to an 1nitial pass,
suflicient portions of the requested content have been
received, then the Yes branch 1s taken to step 326.

In step 326, the network traflic management apparatus 12
prepares and sends at least a subset of the responses recerved
in step 322 to the requesting one of the client computing
devices 14(1)-14(»). Accordingly, in this example, the net-
work traflic management apparatus 12 can send an initial
portion, based on byte range order, of the requested content
to the requesting one of the client computing devices 14(1)-
14(») prior to receiving responses including byte ranges
representing subsequent portions of the requested content.

In one example, the initial portion can be a single byte
range such that the byte ranges are sent to the requesting one
of the client computing devices 14(1)-14(») as they are
received, as long as all lower byte range portions have
previously been sent to the requesting one of the client
computing devices 14(1)-14(») and the byte range order 1s
maintained. In another example, the 1imitial portion can be the
entire portion of the requested content such that the network
traflic management apparatus 12 waits until responses
including byte ranges representing all portions of the
requested content are received before sending any response
to the requesting one of the client computing devices 14(1)-
14(»). In yet other examples, the i1nitial portion can be
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determined based on any other criteria such as a threshold
s1ze, number of byte ranges, or percentage of the requested
content, for example.

In order to prepare the at least a subset of the responses,
the network trathc management apparatus reformats the
responses such as by organizing the byte ranges, discarding
any overlapping byte ranges, generating appropriate
response headers, for example. The at least a subset of the
responses can be sent by the network trathic management
apparatus 12 as a single HT'TP response, such that each
communication includes substantially the same HTTP
response header. Accordingly, in one example, the responses
can be buflered, organized, and/or arranged, and sent to the
requesting one of the client computing devices 14(1)-14(»)
in byte range order.

In step 328, the network traflic management apparatus 12
determines whether a response to the request recerved from
the requesting one of the client computing devices 14(1)-
14(72) has been completed. In this example, the network
traflic management apparatus 12 determines whether the
subset of the plurality of responses sent to the requesting one
of the client computing devices 14(1)-14(») 1n step 326
represents the entire requested content. In some examples,
the responses from the server computing devices 16(1)-16
(n) are prepared and sent to the requesting one of the client
computing devices 14(1)-14(») in byte range order. In these
examples, the network trailic management apparatus 12 can
determine whether a response has been completed 1n step
328 based on whether the last byte range of the length of the
requested content has been sent to the requesting one of the
client computing devices 14(1)-14(7). Other methods of
determining whether a response has been completed can also
be used.

If the network traflic management apparatus 12 deter-
mines i step 328 that a response has not been completed,
then the No branch 1s taken back to step 322 and one or more
additional responses are received by the network traflic
management apparatus 12 from the server computing
devices 16(1)-16(x). If the network traiflic management
apparatus 12 determines a valid response has been com-
pleted, then the Yes branch 1s taken to step 300 and a new
request for content 1s received from one of the client
computing devices 14(1)-14(»). The network tratlic man-
agement apparatus 12 can also perform step 300 1n parallel
to any of steps 302-328 such that multiple requests for
content are processed 1n parallel.

Thereby, the requesting one of the client computing
devices 14(1)-14(») recerves a response to the mitial request
for content and 1s unaware that the request has been split into
a plurality of requests for various byte range portions of the
length of the requested content. In addition to mitigating
hotspots, splitting the content request into a plurality of
requests provides several advantages as described and illus-
trated below with respect to several exemplary techniques
for optimizing service of content requests received from the
client computing devices 14(1)-14(»).

In one example, steps 300-310, 314, and 318-328 proceed
as described and 1llustrated earlier. However, 1n step 312, the
network traflic management apparatus 12 determines
whether the threshold condition of whether the requested
content 1s greater than a specified size 1s satisfied. If the
network traflic management apparatus 12 determines 1n step
312 that the requested content 1s not greater than a specified
s1ze, then the No branch i1s taken to step 314. Accordingly,
in this example, the content request 1s not split mnto a
plurality of requests for portions of the content when the
content 1s of a relatively small size. Thereby, overhead 1s
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reduced with respect to requests that can otherwise be
serviced relatively quickly and with relatively low consump-
tion of server resources using standard policy and/or load
balancing techniques 1n step 314.

In this example, if the network traflic management appa-
ratus 12 determines 1n step 312 that the requested content 1s
greater than a specified size, then the Yes branch 1s taken to
step 316. In this example, the byte range specified in the
range header of each of the requests sent 1n step 316 1s based
on a total number of server computing devices 16(1)-16(z)
in the server pool. Accordingly, each request includes a byte
range 1n a range header which 1s equal to the length of the
content, as determined 1n step 310 or 306, divided by the
number of server computing devices 16(1)-16(7). Addition-
ally, one of the plurality of requests 1s sent to each of the
plurality of server computing devices 16(1)-16(z).

Thereby, portions of the requested content of substantially
the same size are requested from each of the server com-
puting devices 16(1)-16(»). Accordingly, 1n this example, in
addition to reducing the risk of developing a hotspot, the
network traific management apparatus 12 can advanta-
geously guarantee balanced distribution of the load with
respect to the size of the content requested from each of the
server computing devices 16(1)-16(#).

In another example, steps 300-314 and 318-328 proceed
as described and 1illustrated earlier. However, n step 316, the
byte range specified 1n the range header of at least a subset
of the plurality of requests sent by the network traflic
management apparatus 12 1s not greater than a maximum
byte range size, not greater than a network frame payload
s1ze, or substantially equal to a uniform byte range size. The
maximum byte range size, network frame payload size,
and/or uniform byte range size can be established by a
manufacturer of the network traiflic management apparatus
12 and/or can be configurable by an administrator of the
network traflic management apparatus 12, for example.

By limiting the byte range size to a maximum size,
established network frame payload, or other uniform size 1n
this example, each of the server computing devices 16(1)-
16(72) will be servicing requests for relatively small portions
ol the requested content or for portions that are substantially
the same size. Thereby, the potential for the server comput-
ing devices 16(1)-16(») to develop a hotspot will therefore
be reduced. Limiting the byte range size included i the
range headers of at least a subset of the plurality of requests
can have additional advantages described and illustrated
below.

By llmltlng the byte ranges to a maximum size, the
network traflic management apparatus 12 can guarantee that
the server computing devices 16(1)-16(x2) will never service
requests for portions of the content larger than the maximum
s1ze. Accordingly, the server computing devices 16(1)-16(7)
can advantageously be configured and optimized based on
the constraint of the maximum size. For example, the server
computing devices 16(1)-16(») can be configured based on
the assumption that memory space larger than the maximum
s1ze will never be allocated 1n order to service a request for
a portion of the requested content.

By limiting the byte ranges to a size not greater than a
network frame payload size, network latency, including
response time of the server computing devices 16(1)-16(z),
can advantageously be reduced. In one example, the network
frame payload size can be equal to the maximum frame
payload size for Ethernet compatible devices (e.g. 1500
bytes).

By limiting the bye ranges to a uniform byte range size,
the eflectiveness of caching techniques utilized by the server
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computing devices 16(1)-16(»2) can be increased. By split-
ting the original content request 1nto a plurality of requests
specilying a uniform byte range size, subsequent requests
for the content recerved from the client computing devices
14(1)-14(») can also be split into a plurality of requests
specilying the same uniform byte range size.

Accordingly, 1n examples in which the portions of the
content requested from the server computing devices 16(1)-
16(n) are cached by the server computing devices
16(1)-16(»2), subsequent requests for the portions of the
content can be retrieved from cache rather than slower
storage memory of the server computing devices
16(1)-16(7). The uniform byte range size can be the maxi-
mum size, the network frame payload size, or the length of
the content divided by the number of server computing
devices 16(1)-16(»), for example, although other uniform
byte range sizes can also be used.

In yet another example, steps 300-310, 320-324, and 328
proceed as described and 1llustrated earlier. However, 1n step
312, the network traflic management apparatus 12 deter-
mines whether the threshold condition of whether the
requested content 1s of a specified video file type, as deter-
mined based on the file extension (e.g. MPEG or WMYV) of
the requested content, 1s satisfied. If the network trathic
management apparatus 12 determines in step 312 that the
requested content 1s not of a specified video file type, then
the No branch 1s taken to step 314.

Accordingly, 1n this example, content requests are not
split into a plurality of requests for portions of the content
when the content 1s not a video file. As video files are likely
to be relatively large 1n size, overhead 1s reduced with
respect to requests that can otherwise be serviced relatively
quickly and with relatively low consumption of server
resources using standard policy and/or load balancing tech-
niques in step 314.

If the network traflic management apparatus 12 deter-
mines 1 step 312 that the requested content 1s not of a
specified video file type, then the Yes branch is taken to step
316. In step 316, the network trathc management apparatus
12 sends one or more requests for relatively low byte range
portions of the content to one or more relatively high
performance ones of the server computing devices 16(1)-16
(). Additionally, the network tratflic management apparatus
12 sends one or more requests for relatively high byte range
portions of the content to one or more relatively low
performance ones of the server computing devices 16(1)-16
(n). Optionally, the requests for relatively low byte range
portions of the content can be sent to one or more of the
server computing devices 16(1)-16(z) in relatively close
geographic proximity to the network tratic management
apparatus 12, with relatively fast hardware or storage
devices, statically or dynamically categorized or profiled as
relatively fast, or otherwise likely to respond more quickly
than one or more other of the server computing devices
16(1)-16(xn).

In step 318, the network traflic management apparatus 12
determines whether suflicient portions of the content have
been received. In this example, the network traflic manage-
ment apparatus 12 determines whether a response has been
received from one of the server computing devices 16(1)-
16(72) that includes the lowest byte range portion of the
content that has not previously been sent to the requesting
one of the client computing devices 14(1)-14(»). If the
network traiflic management apparatus 12 determines a
response has not been received from one of the server
computing devices 16(1)-16(7) that includes the lowest byte
range portion of the content that has not previously been sent
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to the requesting one of the client computing devices 14(1)-
14(72), then the No branch 1s taken to step 320.

If the network trathc management apparatus 12 deter-
mines a response has been received from one of the server
computing devices 16(1)-16(7) that includes the lowest byte
range portion of the content that has not previously been sent
to the requesting one of the client computing devices 14(1)-
14(#), then the Yes branch 1s taken to step 326. In step 326,
the network traflic management apparatus 12 sends
response(s) to the request(s) for relatively low byte range
portions of the content to the requesting one of the client
computing devices 16(1)-16(z) 1n byte range order and
irrespective of whether response(s) to the request(s) for
relatively high byte range portions of the content have been
received.

Thereby, relatively low byte range portions of the content
will be sent to the requesting one of the client computing,
devices 14(1)-14(») relatively qu1ckly while the network
traflic management apparatus 12 1s requesting and/or receiv-
ing relatively high byte range portions of the content. In this
example, the relatively low byte range portions of the
content will likely be initial segments of a video file.
Accordingly, the requesting one of the client computing
devices 14(1)-14(») can process the imitial segments and
begin playing the video, while the remaining portions of the
video are received from the network traflic management
apparatus 12. Therelfore, a user of the requesting one of the
client computing devices 14(1)-14(») can receive and inter-
act with mitial video segments 1n relatively less time,
thereby improving the user’s experience and reducing the
time required for the requesting one of the client computing
devices 14(1)-14(») to recerve the first byte of the content.

Additionally, in this example, a plurality of the server
computing devices 16(1)-16(7) can respond to requests for
portions of the content 1nstead of one of the server comput-
ing devices 16(1)-16(») servicing a request for the video file.
As the video file 1s likely to be relatively large in size,
distributing the content request can reduce the risk of
developing a hotspot in the server pool resulting from one of
the server computing devices 16(1)-16(») servicing the
request for relatively large content.

In yet another example, steps 300-310, 320-324, and 328
proceed as described and 1llustrated earlier. However, 1n step
312, the network trailic management apparatus 12 deter-
mines whether the threshold condition of whether at least a
portion of a path specified 1n the request for content matches
a specified path 1s satisfied. The specified path can be a URL,
for example, 1dentitying a path at which content 1s located
that, when accessed or requested, must be sent to the
requesting one of the client computing devices 14(1)-14()
as quickly as possible. If the network trathic management
apparatus 12 determines in step 312 that at least a portion of
the path specified 1n the request for content does not match
the specified path, then the No branch 1s taken to step 314
and the request 1s serviced as described and illustrated
carlier.

If the network traflic management apparatus 12 deter-
mines 1n step 312 that at least a portion of the path specified
in the content request does match the specified path, then the
Yes branch i1s taken to step 316. In step 316, the network
traflic management apparatus 12 sends the plurality of
requests such that the byte ranges specified in the range
headers of at least a subset of the plurality of requests
completely overlap. Optionally, each byte range portion of
the requested content can be requested from each of the
server computing devices 16(1)-16(»). As each of the server
computing devices 16(1)-16(») recerves the same number of
requests and the entirety of the content 1s requested from
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cach of the server computing devices 16(1)-16(»), the load
will be evenly distributed and the risk of developing a
hotspot will be reduced.

In step 318, the network traflic management apparatus 12
determines whether suflicient portions of the content have
been recerved. In this example, the network traflic manage-
ment apparatus 12 determines whether a response 1s
received that includes the lowest overlapping byte range
portion of the content that has not previously been sent to the
requesting one of the client computing devices 14(1)-14(n).
If the network traflic management apparatus 12 determines
a response 1s received that does not include the lowest
overlapping byte range portion of the content that has not
previously been sent to the requesting one of the client
computing devices 14(1)-14(»), then the No branch 1s taken
to step 320.

If the network traflic management apparatus 12 deter-
mines a response 1s received that does include the lowest
overlapping byte range portion of the content that has not
previously been sent to the requesting one of the client
computing devices 14(1)-14(»), then the Yes branch 1s taken
to step 326. In step 326, the network trathic management
apparatus 12 sends to the requesting one of the client
computing devices 14(1)-14(») each first received response
that includes an overlapping byte range portion of the
content 1n byte range order. Because, 1n this example, each
byte range portion of the requested content 1s requested from
cach of the server computing devices 16(1)-16(z2), the
request for content can be serviced as fast as possible based
on the resources of the server pool.

Accordingly, the network traific management apparatus
12 can send to the requesting one of the client computing
devices 14(1)-14(») each portion of the requested content 1n
byte range order and as received from the one of the server
computing devices 16(1)-16(s2) capable of sending a
response to each of the requests for the byte range portions
in the least amount of time. Thereby, the network traflic
management apparatus 12 i1s able to optimize service of the
content request by reducing the time required for the
requesting one of the client computing devices to receive the
last byte of the requested content.

In other examples, a plurality of techniques for optimizing
service ol the request for content 1s utilized by the network
traflic management apparatus 12. In these examples, the
threshold conditions can also be used to determine which
technique(s) should be utilized and the various parameters of
implementing the technique. Parameters for implementing
the optimization techniques can include which of the server
computing devices 16(1)-16(») to utilize, the byte range size
to utilize, the level of response buflering, whether multiple
requests are to be made for the same content, and the level
of redundancy, for example, although other permutation of
threshold conditions, methods of determining which tech-
nique to apply, and the parameters can also be used.

By this technology, a network traflic management appa-
ratus generates a plurality of requests to a plurality of server
computing devices 1n response to a request for content
received from a client computing device.

Thereby, portions of the requested content are retrieved
from a plurality of server computing devices instead of the
content being retrieved from one server computing device.
Accordingly, the risk of a hotspot developing in the server
pool due to one or more requests for relatively large content
1s reduced. Several other advantages include the ability to
reduce the time to first byte and/or time to last byte for the
client computing device and guaranteeing a maximum oOr
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uniform size of requests sent by the network tra
agement device to the server computing devices.

Having thus described the basic concept of the invention,
it will be rather apparent to those skilled 1n the art that the
foregoing detailed disclosure 1s intended to be presented by
way of example only, and 1s not limiting. Various alterations,
improvements, and modifications will occur and are
intended to those skilled 1n the art, though not expressly
stated herein. These alterations, improvements, and modifi-
cations are intended to be suggested hereby, and are within
the spirit and scope of the invention. Additionally, the recited
order of processing elements or sequences, or the use of
numbers, letters, or other designations therefore, 1s not
intended to limit the claimed processes to any order except
as may be specified 1n the claims. Accordingly, the invention
1s limited only by the following claims and equivalents
thereto.

What 1s claimed 1s:

1. A method for improving server load balancing and
optimizing service ol content requests by reducing latency,
the method implemented by a network trathic management
system comprising one or more network trailic management
apparatuses, server devices, or client devices and compris-
ng:

receiving a request for content from a client via one or

more communication networks:

sending a plurality of requests for diflerent portions of the

content to a plurality of servers via another one or more
communication networks, wherein a request for a first
of the different portions 1s sent to one of the servers
having a first performance level, another request for a
second of the different portions 1s sent to another one of
the servers having a second performance level diflerent
from the first performance level, and a byte range
specified 1n a range header of at least a subset of the
plurality of requests 1s not greater than a network frame
payload size;

receiving a plurality of responses to the plurality of

requests via the another one or more communication
networks; and

forwarding at least a subset of the plurality of responses

to the client via the one or more communication
networks.

2. The method as set forth 1n claim 1 further comprising
determining the first or second byte range based on a total
number of servers 1n the plurality of servers.

3. The method as set forth 1n claim 1 wherein:

byte ranges of at least a subset of the requests at least

partially overlap; and

the method further comprises outputting at least partially

overlapping byte ranges included in each first received
one of the responses to one of the subset of the requests.
4. The method as set forth 1n claim 1 further comprising:
determining when one or more threshold conditions are
satisfied, wherein the threshold conditions are selected
from whether the requested content 1s larger than a
specified length, when a file type of the requested
content matches one or more specified file types, or
when at least a portion of a path specified in the request
for content matches one or more specified paths; and

outputting the requests only when the determiming indi-
cates that the one or more threshold conditions are
satisfied.

5. The method as set forth in claim 1 wherein the first or
second performance level 1s based on a geographic location
of the one or more servers, a type or speed or hardware or
one or more storage devices of the one or more servers, a

1C man-

10

15

20

25

30

35

40

45

50

55

60

65

14

static or dynamic categorization or profile of one or more
capabilities of one or more of the servers.

6. The method as set forth 1n claim 1 wherein the second
of the different portions 1s located at a different byte range
of the content than the first of the different portions.

7. A non-transitory computer readable medium having
stored thereon instructions for improving server load bal-
ancing and optimizing service of content requests by reduc-
ing latency comprising machine executable code which
when executed by at least one processor, causes the proces-
sor to:

recerve a request for content from a client via one or more

communication networks:;

send a plurality of requests for diflerent portions of the

content to a plurality of servers via another one or more
communication networks, wherein a request for a first
of the different portions 1s sent to one of the servers
having a first performance level, another request for a
second of the different portions 1s sent to another one of
the servers having a second performance level different
from the first performance level, and a byte range
specified 1n a range header of at least a subset of the
plurality of requests 1s not greater than a network frame
payload size;

recerve a plurality of responses to the plurality of requests

via the another one or more communication networks:
and

forward at least a subset of the plurality of responses to

the client via the one or more communication networks.

8. The medium as set forth in claim 7 wherein the machine
executable code, when executed by the processor further
causes the processor to determine the first or second byte
range based on a total number of servers 1n the plurality of
SErvers.

9. The medium as set forth in claim 7 wherein:

byte ranges of at least a subset of the requests at least

partially overlap; and

the machine executable code, when executed by the

processor further causes the processor to output at least
partially overlapping byte ranges included in each first
received one of the responses to one of the subset of the
requests.

10. The medium as set forth in claam 7 wherein the
machine executable code, when executed by the processor
turther causes the processor to:

determine when one or more threshold conditions are

satisfied wherein the threshold conditions are selected
from whether the requested content i1s larger than a
specified length, when a file type of the requested
content matches one or more specified file types, or
when at least a portion of a path specified in the request
for content matches one or more specified paths; and
output the requests only when the determining indicates
that the one or more threshold conditions are satisfied.

11. The medium as set forth 1n claim 7 wherein the first
or second performance level 1s based on a geographic
location of the one or more servers, a type or speed or
hardware or one or more storage devices of the one or more
servers, a static or dynamic categorization or profile of one
or more capabilities of one or more of the servers.

12. The medium as set forth 1n claim 7 wherein the second
of the different portions i1s located at a diflerent byte range
of the content than the first of the different portions.

13. A network traflic management apparatus, comprising
memory comprising programmed 1nstructions stored
thereon and one or more processors configured to be capable
ol executing the stored programmed instructions to:
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receive a request for content from a client via one or more

communication networks:

send a plurality of requests for diflerent portions of the

content to a plurality of servers via another one or more
communication networks, wherein a request for a first
of the diflerent portions 1s sent to one of the servers
having a first performance level, another request for a
second of the diflerent portions 1s sent to another one of
the servers having a second performance level diflerent
from the first performance level, and a byte range
specified 1n a range header of at least a subset of the
plurality of requests 1s not greater than a network frame
payload size;

receive a plurality of responses to the plurality of requests

via the another one or more communication networks:
and

forward at least a subset of the plurality of responses to

the client via the one or more communication networks.

14. The network tratlic management apparatus as set forth
in claim 13 wherein the one or more processors are further
configured to be capable of executing the stored pro-
grammed instructions to determine the first or second byte
range based on a total number of servers 1n the plurality of
SErvers.

15. The network traflic management apparatus as set forth
in claim 13 wherein:

byte ranges of at least a subset of the requests at least

partially overlap; and

the one or more processors are further configured to be

capable of executing the stored programmed instruc-
tions to output at least partially overlapping byte ranges
included 1n each first received one of the responses to
one of the subset of the requests.

16. The network tratlic management apparatus as set forth
in claim 13 wherein the one or more processors are further
configured to be capable of executing the stored pro-
grammed 1nstructions to:

determine when one or more threshold conditions are

satisfied wherein the threshold conditions are selected
from whether the requested content i1s larger than a
specified length, when a file type of the requested
content matches one or more specified file types, or
when at least a portion of a path specified in the request
for content matches one or more specified paths; and
output the requests only when the determining indicates
that the one or more threshold conditions are satisfied.

17. The network traflic management apparatus as set forth
in claim 13 wherein the first or second performance level 1s
based on a geographic location of the one or more servers,
a type or speed or hardware or one or more storage devices
of the one or more servers, a static or dynamic categorization
or profile of one or more capabilities of one or more of the
SErvers.

18. The network traflic management apparatus as set forth
in claim 13 wherein the second of the different portions 1s
located at a different byte range of the content than the first
of the different portions.

19. A network trathic management system comprising one
or more network traiflic management apparatuses, server
devices, or client devices, the network tratlic management
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system comprising memory comprising programmed
instructions stored therecon and one or more processors
configured to be capable of executing the stored pro-
grammed 1nstructions to:

recerve a request for content from a client via one or more

communication networks;

send a plurality of requests for diflerent portions of the
content to a plurality of servers via another one or more
communication networks, wherein a request for a first
of the diflerent portions 1s sent to one of the servers
having a first performance level, another request for a
second of the different portions 1s sent to another one of
the servers having a second performance level diflerent
from the first performance level, and a byte range
specified 1n a range header of at least a subset of the
plurality of requests 1s not greater than a network frame
payload size;

recerve a plurality of responses to the plurality of requests

via the another one or more communication networks:
and

forward at least a subset of the plurality of responses to

the client via the one or more communication networks.

20. The network trathic management system of claim 19,
wherein the one or more processors are further configured to
be capable of executing the stored programmed 1nstructions
to determine the first or second byte range based on a total
number of servers 1n the plurality of servers.

21. The network traflic management system of claim 19,
wherein:

byte ranges of at least a subset of the requests at least

partially overlap; and

the one or more processors are further configured to be

capable of executing the stored programmed instruc-
tions to output at least partially overlapping byte ranges
included in each first received one of the responses to
one of the subset of the requests.

22. The network trathic management system of claim 19,
wherein the one or more processors are further configured to
be capable of executing the stored programmed 1nstructions
to:

determine when one or more threshold conditions are

satisfied wherein the threshold conditions are selected
from whether the requested content i1s larger than a
specified length, when a file type of the requested
content matches one or more specified file types, or
when at least a portion of a path specified in the request
for content matches one or more specified paths; and
output the requests only when the determining indicates
that the one or more threshold conditions are satisfied.

23. The network trathic management system of claim 19,
wherein the first or second performance level 1s based on a
geographic location of the one or more servers, a type or
speed or hardware or one or more storage devices of the one
Or more servers, a static or dynamic categorization or profile
of one or more capabilities of one or more of the servers.

24. The network traflic management system of claim 19,
wherein the second of the different portions 1s located at a
different byte range of the content than the first of the
different portions.
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