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TECHNOLOGIES FOR VIRTUAL CAMERA
SCENE GENERATION USING PHYSICAL
OBJECT SENSING

BACKGROUND

Augmented reality systems project virtual characters and
objects into physical locations, allowing for immersive
experiences and novel interaction models. Typically, an
augmented reality device calculates a position of a virtual
object while capturing video 1mages of the device environ-
ment (e.g., the environment of a room in which the user of
the augmented reality device 1s currently located). When the
position associated with the virtual object 1s visible 1 the
captured 1mages, the augmented reality device may render
the virtual character, for example by overlaying the envi-
ronment video with a two- or three-dimensional ammated
rendering of the virtual character.

BRIEF DESCRIPTION OF THE DRAWINGS

The concepts described herein are illustrated by way of
example and not by way of limitation 1n the accompanying
figures. For simplicity and clanty of illustration, elements
illustrated 1n the figures are not necessarily drawn to scale.
Where considered appropriate, reference labels have been
repeated among the figures to indicate corresponding or
analogous elements.

FIG. 1 1s a simplified block diagram of at least one
embodiment of a system for virtual camera scene genera-
tion;

FIG. 2 1s a simplified block diagram of at least one
embodiment of an environment that may be established by
a computing device of FIG. 1;

FIGS. 3A and 3B are a simplified tlow diagram of at least
one embodiment of a method for virtual camera scene
generation that may be executed by the computing device of
FIGS. 1 and 2; and

FIG. 4 1s a schematic diagram illustrating at least one
embodiment of the computing device and multiple physical
objects of FIGS. 1 and 2 being used together.

DETAILED DESCRIPTION OF THE DRAWINGS

While the concepts of the present disclosure are suscep-
tible to various modifications and alternative forms, specific
embodiments thereof have been shown by way of example
in the drawings and will be described herein 1n detail. It
should be understood, however, that there 1s no intent to
limit the concepts of the present disclosure to the particular
torms disclosed, but on the contrary, the intention 1s to cover
all modifications, equivalents, and alternatives consistent
with the present disclosure and the appended claims.

References 1n the specification to “one embodiment,” “an
embodiment,” “an illustrative embodiment,” etc., indicate
that the embodiment described may include a particular
feature, structure, or characteristic, but every embodiment
may or may not necessarily include that particular feature,
structure, or characteristic. Moreover, such phrases are not
necessarily referring to the same embodiment. Further, when
a particular feature, structure, or characteristic 1s described
in connection with an embodiment, 1t 1s submitted that it 1s
within the knowledge of one skilled 1n the art to effect such
feature, structure, or characteristic in connection with other
embodiments whether or not explicitly described. Addition-
ally, 1t should be appreciated that items 1included 1n a list 1n
the form of ““at least one of A, B, and C” can mean (A); (B);
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2
(C); (A and B); (A and C); (B and C); or (A, B, and C).
Similarly, 1tems listed 1n the form of *‘at least one of A, B,
or C” can mean (A); (B); (C); (A and B); (A and C); (B and
C); or (A, B, and C).

The disclosed embodiments may be implemented, 1n
some cases, 1n hardware, firmware, software, or any com-
bination thereof. The disclosed embodiments may also be
implemented as instructions carried by or stored on one or
more transitory or non-transitory machine-readable (e.g.,
computer-readable) storage media, which may be read and
executed by one or more processors. A machine-readable
storage medium may be embodied as any storage device,
mechanism, or other physical structure for storing or trans-
mitting information 1n a form readable by a machine (e.g.,
a volatile or non-volatile memory, a media disc, or other
media device).

In the drawings, some structural or method features may
be shown in specific arrangements and/or orderings. How-
ever, 1t should be appreciated that such specific arrange-
ments and/or orderings may not be required. Rather, in some
embodiments, such features may be arranged in a different
manner and/or order than shown 1n the illustrative figures.
Additionally, the 1inclusion of a structural or method feature
in a particular figure 1s not meant to imply that such feature
1s required 1n all embodiments and, in some embodiments,
may not be included or may be combined with other
features.

Referring now to FIG. 1, 1n an illustrative embodiment, a
system 100 for virtual camera scene generation includes a
computing device 102 and one or more physical objects 104.
The computing device 102 uses position sensors to deter-
mine the absolute and/or relative positions of the physical
objects 104. The computing device 102 determines virtual
object positions and/or camera viewpoints based on the
positions of the physical objects 104, and then renders a
virtual camera scene that represents those virtual objects.
For example, each of the physical objects 104 may be a toy
figure that corresponds to an animated character, and the
computing device 102 may render a three-dimensional
model of each animated character at the appropriate virtual
object location within the virtual camera scene. The com-
puting device 102 may vary the appearance and/or behavior
of the virtual objects based on the context of the physical
objects 104. In some embodiments, the computing device
102 may combine the virtual camera scene with media data
that captures the physical scene including the physical
objects 104 (e.g., captured video data). Thus, the system 100
may provide for new interactions and/or play opportunities
with the physical objects 104. A user (e.g., a child) may use
the system 100 to record a play session with the physical
objects 104 and then relive the play session through an
alternative viewpoint captured in the virtual camera scene.

The computing device 102 may be embodied as any type
of computation or computer device capable of performing
the functions described herein, including, without limitation,
a mobile phone, a smart phone, a wearable computing
device, a computer, a laptop computer, a notebook computer,
a tablet computer, a network appliance, a web appliance, a
distributed computing system, a processor-based system,
and/or a consumer electronic device. As shown 1n FI1G. 1, the
computing device 102 illustratively includes a processor
120, an mput/output subsystem 122, a memory 124, a data
storage device 126, and a communication subsystem 128. Of
course, the computing device 102 may include other or
additional components, such as those commonly found 1n a
smart phone (e.g., various mput/output devices), in other
embodiments. Additionally, in some embodiments, one or
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more of the 1llustrative components may be incorporated 1n,
or otherwise form a portion of, another component. For
example, the memory 124, or portions thereolf, may be
incorporated 1n the processor 120 1n some embodiments.

The processor 120 may be embodied as any type of 5
processor capable of performing the functions described
herein. The processor 120 may be embodied as a single or
multi-core processor(s), digital signal processor, microcon-
troller, or other processor or processing/controlling circuit.
Similarly, the memory 124 may be embodied as any type of 10
volatile or non-volatile memory or data storage capable of
performing the functions described herein. In operation, the
memory 124 may store various data and software used
during operation of the computing device 102 such as
operating systems, applications, programs, libraries, and 15
drivers. The memory 124 1s communicatively coupled to the
processor 120 via the I/O subsystem 122, which may be
embodied as circuitry and/or components to facilitate mnput/
output operations with the processor 120, the memory 124,
and other components of the computing device 102. For 20
example, the I/O subsystem 122 may be embodied as, or
otherwise include, memory controller hubs, 1nput/output
control hubs, firmware devices, communication links (i.e.,
point-to-point links, bus links, wires, cables, light guides,
printed circuit board traces, etc.) and/or other components 25
and subsystems to facilitate the input/output operations. In
some embodiments, the I/O subsystem 122 may form a
portion of a system-on-a-chip (SoC) and be incorporated,
along with the processors 120, the memory 124, and other
components of the computing device 102, on a single 30
integrated circuit chip.

The data storage device 126 may be embodied as any type
of device or devices configured for short-term or long-term
storage of data such as, for example, memory devices and
circuits, memory cards, hard disk drives, solid-state drives, 35
or other data storage devices. The communication subsys-
tem 128 of the computing device 102 may be embodied as
any communication circuit, device, or collection thereof,
capable of enabling communications between the computing
device 102, the physical objects 104, and/or other remote 40
devices over a network. The communication subsystem 128
may be configured to use any one or more communication
technology (e.g., wired or wireless communications) and
associated protocols (e.g., 3G, LTE, Ethernet, Bluetooth®,
Wi-Fi®, WiMAX, etc.) to eflect such communication. 45

As shown, the computing device 102 may also include
position sensors 130, a camera 132, an audio sensor 134, and
a display 136. The position sensors 130 may be embodied as
one or more electronic circuits or other devices capable of
determining the position of the physical objects 104. For 50
example, the position sensors 130 may be embodied as or
otherwise include one or more radio frequency identifier
(RFID) and/or near-field communication (NFC) antennas
that are capable of interrogating and identifying RFID tags
included in the physical objects 104. In that example, the 55
computing device 102 may include or otherwise be coupled
to an array of RFID/NFC antennas capable of determining
the relative positions of nearby physical objects 104, such as
a sensor mat that includes the array of RFID/NFC antennas.
Additionally or alternatively, in some embodiments the 60
position sensors 130 may include proximity sensors, Reed
switches, or any other sensor capable of detecting the
position and/or proximity of the physical objects 104. As
described turther below, 1n some embodiments, the position
sensors 130 may be capable of detecting signals emitted by 65
the physical objects 104, such sensors capable of detecting,
infrared (IR) light emitted by one or more IR LEDs of the

4

physical objects 104, microphones capable of detecting
sound emitted by the physical objects 104, or other sensors.
In some embodiments, other components of the computing
device 102, such as the communication subsystem 128
and/or the camera 132 may be used to determine the position
and/or proximity of the physical objects 104. Additionally or
alternatively, 1n some embodiments radio strength and/or
direction capabilities, such as those available in Bluetooth®
Low Energy, may be used to determine the position of the
physical objects 104. In some embodiments proximity sens-
ing may occur between physical objects 104, for example,
cach physical object 104 may include a proximity sensing
sensor. In other embodiments, sensing may occur through a
surface on which the physical objects 104 sit. For example,
the surtace may include an array of NFC antennas that can
track the i1dentity and location of NFC tags, thus identifying
the location of associated physical objects 104 on the
surtace.

The camera 132 may be embodied as a digital camera or
other digital imaging device integrated with the computing
device 102 or otherwise communicatively coupled thereto.
The camera 132 includes an electronic image sensor, such as
an active-pixel sensor (APS), e.g., a complementary metal-
oxide-semiconductor (CMOS) sensor, or a charge-coupled
device (CCD). The camera 132 may be used to capture
image data including, 1n some embodiments, capturing still
images or video images. Similarly, the audio sensor 134 may
be embodied as any sensor capable of capturing audio
signals such as one or more microphones, a line 1nput jack
and associated circuitry, an analog-to-digital converter
(ADC), or other type of audio sensor. The camera 132 and
the audio sensor 134 may be used together to capture video
of the environment of the computing device 102, including
the physical objects 104.

The display 136 of the computing device 102 may be
embodied as any type of display capable of displaying
digital information such as a liquid crystal display (LCD), a
light emitting diode (LED), a plasma display, a cathode ray
tube (CRT), or other type of display device. In some
embodiments, the display 136 may be coupled to a touch
screen to allow user interaction with the computing device
102. The computing device 102 may also include any
number of additional input/output devices, interface devices,
and/or other peripheral devices. For example, in some
embodiments, the peripheral devices may include a touch
screen, graphics circuitry, keyboard, mouse, speaker system,
network interface, and/or other mput/output devices, inter-
face devices, and/or peripheral devices.

Each physical object 104 1s configured to allow 1ts posi-
tion to detected by the computing device 102, as described
turther herein. Each physical object 104 may be embodied
as any object capable of performing the functions described
herein including, without limitation, a toy, a toy figure, a toy
playset, a token, an embedded computing device, a mobile
computing device, a wearable computing device, and/or a
consumer electronic device. As such, each physical object
104 may include one or more position sensor targets 140.
The position sensor targets 140 may be embodied as any
circuitry, antenna, device, physical feature, or other aspect of
the physical object 104 that may be detected by the position
sensors 130 of the computing device 102. For example, as
shown, the position sensor targets 140 may include one or
more RFID/NFC tags 142, visual patterns 144, and/or output
devices 146. The visual patterns 144 may be detected, for
example, by the camera 132 of the computing device 102.
The output devices 146 may include any device that gener-
ates a signal that may be detected by the computing device
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102. For example, the output devices 146 may be embodied
as one or more visible light and/or IR LEDs, a speaker, or
other output device.

In some embodiments, each of the physical objects 104
may also iclude computing resources 148, such as process-
ing resources (1.e., a microcontroller), memory resources,
user 1nput resources, and/or communication resources. For
example, 1n some embodiments the computing resources
148 may include a processor, an I/O subsystem, a memory,
a data storage device, a communication subsystem, and/or
peripheral devices. Those individual components of the
physical objects 104 may be similar to the corresponding
components of the computing device 102, the description of
which 1s applicable to the corresponding components of the
physical objects 104 and 1s not repeated herein so as not to
obscure the present disclosure. In particular, 1n some
embodiments, the physical object 104 may include user
input devices such as motion sensors (e.g., accelerometers
and/or gyroscopes), touch sensors (e.g., capacitive or resis-
tive touch sensors, force sensors, or other touch sensors),
input buttons, or other mput devices. In some embodiments,
the physical objects 104 may include one or more position
sensors 1350. The position sensors 150 may be used to
determine the relative position of the physical object 104
with respect to other physical objects 104. Thus, the position
sensors 150 may be similar to the position sensors 130 of the
computing device 102, the description of which 1s not
repeated herein. Of course, 1t should be understood that in
some embodiments the physical objects 104 may not include
any computing resources other than passive position sensor
targets 140. For example, the physical objects 104 may be
embodied as toys including one or more RFID/NFC tags.

Referring now to FIG. 2, 1 an 1illustrative embodiment,
the computing device 102 establishes an environment 200
during operation. The 1llustrative environment 200 includes
an object tracking module 202, a modeling module 204, a
rendering module 208, a user input module 210, and a media
capture module 212. The various modules of the environ-
ment 200 may be embodied as hardware, firmware, soft-
ware, or a combination thereof. As such, 1n some embodi-
ments, one or more of the modules of the environment 200
may be embodied as circuitry or collection of electrical
devices (e.g., object tracking circuitry 202, modeling cir-
cuitry 204, rendering circuitry 208, user input circuitry 210,
and/or media capture circuitry 212). It should be appreciated
that, 1n such embodiments, one or more ol the object
tracking circuitry 202, the modeling circuitry 204, the ren-
dering circuitry 208, the user input circuitry 210, and/or the
media capture circuitry 212 may form a portion of one or
more of the processor 120, the I/O subsystem 122, and/or
other components of the computing device 102. Addition-
ally, 1n some embodiments, one or more of the illustrative
modules may form a portion of another module and/or one
or more of the i1llustrative modules may be independent of
one another.

The object tracking module 202 1s configured to deter-
mine a physical position of each of the physical objects 104
using the position sensors 130 of the computing device 102.
The positions sensors 130 may be used to detect the position
sensor target 140 of each of the physical objects 104. The
object tracking module 202 may be further configured to
determine a physical orientation of each of the physical
objects 104 with the position sensor 130.

The modeling module 204 1s configured to determine one
or more virtual object positions based on the physical
positions of the physical objects 104. Each virtual object
position corresponds to a physical object 104. The modeling,
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6

module 204 may be further configured to determine one or
more virtual object orientations based on the physical ori-
entations of the physical objects 104. The modeling module
204 may be further configured to determine a virtual camera
point of view for the virtual camera scene based on the
physical positions of the physical objects 104. In some
embodiments, the modeling module 204 may be further
configured to determine a predefined behavior associated
with a virtual object as a function one or more object
behavior rules 206. The predefined behaviors may include
predefined modifications to one or more attributes of the
virtual object, such as appearance, anmimation, dialog, or
other attributes. The object behavior rules 206 may define
mappings between the context of the physical objects 104
and the predefined behaviors. The context of the physical
objects 104 may include the relative positions of the physi-
cal objects 104, the identities of the physical objects 104
included 1n the virtual camera scene, user input gestures, or
other contextual data.

The rendering module 208 is configured to render a
virtual camera scene based on the one or more virtual object
positions and/or virtual object orientations. The virtual cam-
era scene mcludes one or more virtual objects corresponding
to the physical objects 104. The virtual camera scene may be
rendered as video data, still image data, or any other media
data indicative of the virtual camera scene. In some embodi-
ments, the rendering module 208 may be configured to
identily one or more three-dimensional models correspond-
ing to physical objects 104 and to render each of the one or
more three-dimensional models.

The user mput module 210 1s configured to capture user
input data from the physical objects 104 and then identify an
iput gesture based on the user mput data. The user mput
data may be embodied as, for example, motion data from a
motion sensor of the physical object 104, touch nput data
from a touch sensor of the physical object 104, or other user
input data generated by user input devices. The modeling
module 204 may be further configured to determine a
predefined behavior associated with a virtual object as a
function of the input gesture using the object behavior rules
206.

The media capture module 212 1s configured to capture
media data indicative of a physical scene that includes the
physical objects 104. For example, the media capture mod-
ule 212 may be configured to capture video data using the
camera 132 and/or audio sensor 134 of the computing device
102. The rendering module 208 may be further configured to
insert the virtual camera scene into the media data indicative
of the physical scene. The rendering module 208 may be
configured to identily an insertion point 1n the media data
and then insert the virtual camera scene at the insertion
point.

Referring now to FIG. 3, 1n use, the computing device 102
may execute a method 300 for virtual camera scene genera-
tion. The method 300 begins with block 302, 1n which the
computing device 102 determines the position of the physi-
cal objects 104 using the position sensor(s) 130 of the
computing device 102. The computing device 102 may use
any technique or combination of techniques to determine the
absolute and/or relative position of one or more physical
objects 104. The particular technique used may depend on
the available position sensors 130 of the computing device
102 and the position sensor targets 140 of the physical
objects 104. In some embodiments, 1n block 304 the com-
puting device 102 may detect RFID tags, NFC tags, or other
remote radio detection tags embedded 1n the physical objects
104. For example, a sensor mat included in or coupled to the
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computing device 102 may include an array of RFID anten-
nas that may be used to detect the presence of and relative
position ol multiple physical objects 104. In some embodi-
ments, 1n block 306 the computing device 102 may perform
visual analysis of one or more camera frames to determine
the position of the physical objects 104. For example, the
computing device 102 may identily symbols, bar codes, or
other visual patterns included on the physical objects 104, or
the computing device 102 may perform object recognition.
In some embodiments, 1n block 308 the computing device
102 may also sense the orientation of the physical objects
104. For example, each physical object 104 may include
multiple position sensor targets 140 (e.g., multiple RFID
tags, multiple IR LEDs, and/or multiple visual patterns) and
the computing device 102 may determine the orientation of
the physical object 104 based on the signals received from
the multiple position sensor targets 140.

In block 310, the computing device 102 determines
whether to capture the current physical scene. The comput-
ing device 102 may use any criteria to determine whether to
capture the physical scene. For example, in some embodi-
ments the computing device 102 may capture the physical
scene 1n response to a user command or other user setting.
As another example, 1n some embodiments the computing,
device 102 may be pre-configured to capture the current
physical scene, for example, 1f the computing device 102
includes appropriate video capture hardware. It the comput-
ing device 102 determines not to capture the physical scene,
the method 300 branches ahead to block 314, described
below. If the computing device 102 determines to capture
the physical scene, the method 300 advances to block 312,
in which the computing device 102 captures media data
indicative of the physical scene that includes the physical
objects 104. For example, the computing device 102 may
use the camera 132 and/or the audio sensor 134 to capture
video of the physical objects 104. The computing device 102
may capture the physical scene from the perspective of the
computing device 102 (for example when using an inte-
grated camera 132) or from another perspective (for
example when using a remote camera 132).

In block 314, the computing device 102 determines
whether to capture user input data from the physical objects
104. The computing device 102 may use any criteria to
determine whether to capture user imput data. For example,
in some embodiments the computing device 102 may cap-
ture the user iput data 1 response to a user command or
other user setting. As another example, in some embodi-
ments the computing device 102 may be pre-configured to
capture user mput data, for example, 11 the physical objects
104 1include appropriate user input devices (e.g., motion
sensors, touch sensors, or other input devices). If the com-
puting device 102 determines not to capture user input data,
the method 300 branches ahead to block 322, described
below. If the computing device 102 determines to capture
user mput data, the method 300 advances to block 316.

In block 316, the computing device 102 captures user
input data from one or more of the physical objects 104. The
computing device 102 may, for example, receive user input
data from the physical objects 104 using the communication
subsystem 128. The user input data may be transmitted using
a wireless networking protocol, a personal-area networking
protocol (e.g., Bluetooth), a near-ficld communication pro-
tocol, or through any other appropriate communication
protocol. Thus, the computing device 102 and the physical
objects 104 may communication directly or through a net-
work. In some embodiments, 1n block 318 the computing,
device 102 may capture motion data from the physical
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objects 104. The motion data may be generated, for
example, by one or more motion sensors of the physical
objects 104, such as accelerometers or gyroscopes. In some
embodiments, 1n block 320, the computing device 102 may
capture mput device data from the physical objects 104. The
input device data may be generated, for example, by a user
input device such as a touch-enabled sensor, a force sensor,
a pushbutton, or other mput device of the physical objects
104.

In block 322, the computing device 102 determines vir-
tual object positions and/or behaviors based on the detected
positions of the physical objects 104. Each virtual object
position corresponds to a virtual object that may be rendered
to represent the corresponding physical object 104. Thus, the
virtual object positions may correspond to the physical
positions of the physical objects 104. In other words, the
virtual objects may have the same absolute and/or relative
positions as the physical objects 104.

The behavior of the virtual objects may include modifi-
cations to one or more attributes of the associated virtual
object. For example, the behavior may include modifications
to the appearance of the virtual object (e.g., color, type,
facial expression, or other visual attributes of the virtual
object), the animation of the virtual object, dialog associated
with the virtual object, or other attributes. In some embodi-
ments, 1 block 324 the computing device 102 may 1dentily
a predefined behavior based on the context of the physical
objects 104. The object behavior rules 206 may include
mappings between object contexts and predefined behaviors.
Context may include the relative position, 1dentity, and other
attributes of the physical objects 104 present in the virtual
camera scene. For example, the physical objects 104 may be
assoclated with virtual characters, and the virtual characters
may vary their behavior depending on which other virtual
characters are included in the wvirtual camera scene, the
proximity of certain other virtual characters, or other con-
textual data. In some embodiments, 1n block 326 the com-
puting device 102 may 1dentify a predefined behavior based
on a detected gesture performed by a user. The object
behavior rules 206 may include mappings between gestures
and predefined behaviors. The gesture may be detected
based on captured user input data as described above in
connection with block 316, based on the position of the
physical objects 104 determined as described above in
connection with block 302, or based on any other user input
gesture detected by the computing device 102. For example,
the user may shake a physical object 104 to generate motion
data, and 1n response the virtual object associated with that
physical object 104 may perform a predefined animation. As
another example, the user may touch and/or squeeze a
particular part of the physical object 104 to generate user
input touch data, and in response the virtual object associ-
ated with that physical object 104 may perform a predefined
animation.

In some embodiments, 1n block 328 the computing device
102 may determine a point of view for the virtual camera
scene based on one or more object positions. For example,
in some embodiments the virtual point of view may match
the point of view of the virtual object associated with the
physical object 104. In those embodiments, a physical object
104 may be used as a “virtual camera,” allowing the user to
position the physical object 104 1n order to frame the virtual
camera scene. Additionally or alternatively, 1n some embodi-
ments the virtual point of view may be determined based on
the context of the physical objects 104. For example, the
virtual point of view may be set to allow all of the virtual
objects to be visible within the frame of the virtual camera
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scene. As another example, the point of view of the virtual
camera may pan and/or zoom as new physical objects 104
are detected 1n order to incorporate their associated virtual
objects into the virtual camera scene. Rules for camera
motion and scene composition may also be included in the
object behavior rules 206.

In block 330, shown 1 FIG. 3B, the computing device
102 renders a representation of the virtual camera scene
using the virtual objects. The computing device 102 may
render the virtual camera scene 1n any appropriate media
format. For example, the computing device 102 may render
the virtual camera scene as video, still 1images, audio, or
other audiovisual data. Of course, in some embodiments the
computing device 102 may also render the virtual camera
scene using other output technologies, such as haptic feed-
back. The computing device 102 may render the virtual
camera scene 1n real time and/or may store the wvirtual
camera scene for later playback. In some embodiments, 1n
block 332 the computing device 102 may render a three-
dimensional model associated with each of the physical
objects 104. For example, each physical object 104 may be
associated with a virtual character or a virtual object, and the
computing device 102 may maintain a database of 3-D
models for those virtual characters and virtual objects. In
some embodiments, in block 334 the computing device 102
may render an ofl-screen aspect of one or more virtual
objects. For example, when a virtual object 1s not visible 1n
the virtual camera scene (e.g., located behind the wvirtual
camera or otherwise outside of the frame of the virtual
camera scene), the computing device 102 may render audio,
haptic, or other eflects associated with the virtual object.
Additionally, as described above 1n connection with block
322, the visible virtual objects may alter their behavior based
on the presence of an ofl-screen virtual object. In some
embodiments, 1 block 336, the computing device 102 may
alter the rendering of the virtual camera scene based on the
physical scene data that was captured as described above in
connection with block 312. For example, 1n some embodi-
ments the computing device 102 may alter a virtual char-
acter’s mouth movements to match recorded audio from the
physical scene.

In block 338, the computing device 102 determines
whether to modily the captured scene. The computing
device 102 may use any criteria to determine whether to
modily the captured scene. For example, 1n some embodi-
ments the computing device 102 may modily the captured
scene 1n response to a user command or other user setting.
As another example, 1n some embodiments the computing,
device 102 may be pre-configured to modily the captured
scene, for example, 1f the computing device 102 already
determined to capture the scene as described above 1n
connection with block 310. If the computing device 102
determines not to modily the captured scene, the method 300
branches ahead to block 348, described below. If the com-
puting device 102 determines to modily the captured scene,
the method 300 advances to block 340.

In block 340, the computing device 102 1dentifies one or
more insertion points within the captured media for the
insertion ol the virtual camera scene. The mnsertion points
may be embodied as any frame, timestamp, or other point
within the media data at which the virtual camera scene
should be inserted. In some embodiments, 1n block 342 the
computing device 102 may i1dentily a gesture performed
with a physical object 104. The gesture may be detected
based on captured user input data as described above in
connection with block 316, based on the position of the
physical objects 104 determined as described above in
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connection with block 302, or based on any other user input
gesture detected by the computing device 102. For example,
the user may shake or otherwise perform a predefined
motion with a physical object 104. The computing device
102 may 1dentity the insertion point as the frame(s) 1n the
captured media that correspond with that predefined motion.
In some embodiments, 1n block 344 the computing device
102 may 1dentily a predefined cue 1n the captured scene. For
example, the computing device 102 may identify a pre-
defined line of dialog spoken by the user during the captured
scene. The computing device 102 may identify the insertion
point as a frame 1n the captured media preceding or follow-
ing the predefined cue.

In block 346, the computing device 102 inserts the virtual
camera scene into the captured scene. For example, the
computing device 102 may cut to the virtual camera scene,
generate a virtual camera angle of the captured scene,
combine visuals from the virtual camera scene with audio
from the captured scene, composite the virtual camera scene
with the captured scene, or otherwise combine the virtual
camera scene with the captured scene. The virtual camera
scene may replace content in the captured scene. For
example, the virtual camera scene may replace an 1dentified
segment of the captured scene. The combined virtual camera
scene and captured scene may be rendered in real time
and/or may be stored for later playback.

In block 348, the computing device 102 may generate
additional effects 1n the virtual camera scene. The particular
cllects included may be specified by a user of the computing
device 102. For example, the virtual camera scene may be
rendered 1n a particular style specified by the user, with
particular visual effects such as lighting specified by the
user, with voice-over provided by the user, or with any other
approprate effects. After rendering the virtual camera scene,
the method 300 loops back to block 302, shown in FIG. 3A,
to continue detecting the position of the physical objects 104
and rendering the virtual camera scene.

Referring now to FIG. 4, schematic diagram 400 1llus-
trates one potential embodiment of the computing device
102 and the physical objects 104. In the illustrative embodi-
ment, the computing device 102 1s a mobile computing
device 102 with a video camera 132 and a display 136. The
illustrative embodiment further includes three physical
objects 104, which are all toys. The physical objects 104a,
1045 are toy figures, and the physical object 104¢ 1s a toy
house. Each of the physical objects 104a, 1045 includes an
RFID tag 142 that may be detected by the computing device
102. The physical object 104¢ includes an array of RFID
sensors 150 that may also detect the presence of the RFID
tags 142 of the physical objects 104a, 1045.

In the illustrative embodiment, the toys 104q, 1045, 104¢
may be part of a “The Three Little Pigs” playset. For
example, the FIG. 104a may represent the big, bad Woll, the
FIG. 1045 may represent a Pig, and the toy house 104¢ may
represent the straw house. In that embodiment, a user may
re-enact the story of the Three Little Pigs using the toys
104a, 1045, 104c. For example, as shown, the user may
place the Woll 1044 outside of the house 104¢, with the Pig
1045 1nside the house 104¢. The computing device 102 may
detect the relative positions of the toys 104a, 1045, 104c.
The computing device 102 may also capture video of the
user playing with the toys 104a, 1045, 104¢ from a perspec-
tive 402.

After detecting the relative position of the toys 104a,
1045, 104c¢, the computing device 102 may determine the
position of corresponding virtual objects and render a virtual
camera scene. For example, the computing device 102 may
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render a virtual camera scene from a virtual perspective 404
of the Pig 104b. The scene may be rendered using 3-D

models corresponding to the Woll 104q, the Pig 1045, and
the house 104¢. For example, the virtual camera scene from
the virtual perspective 404 may show the inside of a virtual
straw house corresponding to the toy house 104¢, with a
virtual representation of the Wolf 104q visible through the
window. As described above, predetermined behaviors of
the virtual objects may be selected based on user input
gestures. For example, in response to shaking the Woll 104a
in {ront of the toy house 104¢, the virtual camera scene may
include a predefined animation of the Wolf demanding to be
let 1n to the house, hufling and putling, or performing other
predefined animations. As described above, the virtual cam-
cra scene may be displayed and/or played back on the
display 136 of the computing device 102. In some embodi-
ments, the computing device 102 may insert the virtual
camera scene from the virtual perspective 404 into the video
data captured from the perspective 402 of the camera 132.

It should be appreciated that, in some embodiments, the
method 300 may be embodied as various instructions stored
on a computer-readable media, which may be executed by
the processor 120, the I/O subsystem 122, and/or other
components of the computing device 102 to cause the
computing device 102 to perform the method 300. The
computer-readable media may be embodied as any type of
media capable of being read by the computing device 102
including, but not limited to, the memory 124, the data
storage device 126, other memory or data storage devices of
the computing device 102, portable media readable by a
peripheral device of the computing device 102, and/or other
media.

EXAMPLES

Hlustrative examples of the technologies disclosed herein
are provided below. An embodiment of the technologies may
include any one or more, and any combination of, the
examples described below.

Example 1 includes a computing device for virtual camera
frame generation, the computing device comprising: an
object tracking module to determine a physical position of
cach of one or more physical objects with a position sensor
of the computing device to detect a position sensor target of
cach of the one or more physical objects; a modeling module
to determine one or more virtual object positions based on
the physical positions of the one or more physical objects,
wherein each virtual object position corresponds to a physi-
cal object of the one or more physical objects; and a
rendering module to render a virtual camera scene based on
the one or more virtual object positions, wherein the virtual
camera scene includes one or more virtual objects corre-
sponding to the one or more physical objects.

Example 2 includes the subject matter of Example 1, and
wherein to determine the physical position of each of the one
or more physical objects with the position sensor of the
computing device comprises to sense a radio-frequency
identification tag of each of the one or more physical objects.

Example 3 includes the subject matter of any of Examples
1 and 2, and wherein to determine the physical position of
cach of the one or more physical objects with the position
sensor of the computing device comprises to detect a visual
identifier of each of the one or more physical objects.

Example 4 includes the subject matter of any of Examples
1-3, and wherein to render the virtual camera scene com-
prises to: 1dentily one or more three-dimensional models,
wherein each of the three-dimensional models corresponds
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to one of the one or more physical objects; and render each
of the one or more three-dimensional models.

Example 5 includes the subject matter of any of Examples
1-4, and wherein to render the virtual camera scene com-
prises to generate video data indicative of the virtual camera
scene.

Example 6 includes the subject matter of any of Examples
1-5, and wherein the modeling module 1s further to deter-
mine a virtual camera point of view for the virtual camera
scene based on the physical positions of the one or more
physical objects.

Example 7 includes the subject matter of any of Examples
1-6, and wherein to determine the virtual camera point of
view for the virtual camera scene based on the physical
positions of the one or more physical objects comprises to:
identify a first physical object of the one or more physical
objects; and determine the virtual camera point of view
based on the physical position corresponding to the first
physical object.

Example 8 includes the subject matter of any of Examples
1-7, and wherein the modeling module 1s further to deter-
mine a predefined behavior associated with a virtual object
as a function of the physical positions of the one or more
physical objects, wherein the predefined behavior modifies
one or more attributes of the virtual object.

Example 9 includes the subject matter of any of Examples
1-8, and wherein to determine the predefined behavior
associated with the virtual object further comprises to deter-
mine the predefined behavior as a function of an identity
associated with the one or more physical objects.

Example 10 includes the subject matter of any of
Examples 1-9, and further comprising: a user imput module
to (1) capture user mput data from a first physical object of
the one or more physical objects and (1) 1dentily an input
gesture based on the user mput data; wherein the modeling
module 1s further to determine a predefined behavior asso-
ciated with a virtual object as a function of the input gesture,
wherein the predefined behavior modifies one or more
attributes of the virtual object.

Example 11 includes the subject matter of any of
Examples 1-10, and wherein to capture the user input data
comprises to capture motion data from a motion sensor of
the first physical object.

Example 12 includes the subject matter of any of
Examples 1-11, and wherein to capture the user input data
comprises to capture touch input data from a touch sensor of
the first physical object.

Example 13 1includes the subject matter of any of
Examples 1-12, and wherein: the object tracking module 1s
turther to determine a physical orientation of each of the one
or more physical objects with the position sensor of the
computing device; the modeling module 1s further to deter-
mine one or more virtual object orientations based on the
physical orientations of the one or more physical objects;
and to render the virtual camera scene further comprises to
render the virtual camera scene based on the one or more
virtual object orientations.

Example 14 includes the subject matter of any of
Examples 1-13, and further comprising: a media capture
module to capture media data indicative of a physical scene
that includes the one or more physical objects; wherein the
rendering module 1s further to msert the virtual camera scene
into the media data indicative of the physical scene.

Example 15 includes the subject matter of any of
Examples 1-14, and wherein to capture the media data
comprises to capture video data by a video capture device of
the computing device.
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Example 16 includes the subject matter of any of
Examples 1-15, and wherein to capture the media data
comprises to capture audio data by an audio capture device
of the computing device.

Example 17 includes the subject matter of any of 5
Examples 1-16, and wherein to render the virtual camera
scene comprises to adjust the virtual camera scene based on
the media data indicative of the physical scene.

Example 18 includes the subject matter of any of
Examples 1-17, and wherein to insert the virtual camera
scene 1nto the media data indicative of the physical scene
comprises to: 1dentify an insertion point 1n the media data;
and 1nsert the virtual camera scene at the insertion point.

Example 19 includes the subject matter of any of
Examples 1-18, and wherein to 1dentily the insertion point
comprises to identily a content cue 1n the media data.

Example 20 includes the subject matter of any of
Examples 1-19, and wherein to 1dentify the insertion point
comprises to: capture user input data from a {first physical
object of the one or more physical objects; identify an 1mnput
gesture based on the user mput data; and associate the
isertion point with the mput gesture.

Example 21 includes a method for virtual camera frame
generation, the method comprising: determining, by a com-
puting device, a physical position of each of one or more
physical objects using a position sensor of the computing
device to detect a position sensor target of each of the one
or more physical objects; determining, by the computing
device, one or more virtual object positions based on the
physical positions of the one or more physical objects,
wherein each virtual object position corresponds to a physi-
cal object of the one or more physical objects; and rendering,
by the computing device, a virtual camera scene based on
the one or more virtual object positions, wherein the virtual
camera scene includes one or more virtual objects corre-
sponding to the one or more physical objects.

Example 22 includes the subject matter of Example 21,
and wherein determining the physical position of each of the
one or more physical objects using the position sensor of the
computing device comprises sensing a radio-frequency
identification tag of each of the one or more physical objects.

Example 23 includes the subject matter of any of
Examples 21 and 22, and wherein determining the physical
position of each of the one or more physical objects using
the position sensor of the computing device comprises 45
detecting a visual identifier of each of the one or more
physical objects.

Example 24 includes the subject matter of any of
Examples 21-23, and wherein rendering the virtual camera
scene comprises: 1dentitying one or more three-dimensional
models, wherein each of the three-dimensional models cor-
responds to one of the one or more physical objects; and
rendering each of the one or more three-dimensional models.

Example 25 includes the subject matter of any of
Examples 21-24, and wherein rendering the virtual camera 55
scene comprises generating video data indicative of the
virtual camera scene.

Example 26 includes the subject matter of any of
Examples 21-23, and further comprising determining, by the
computing device, a virtual camera point of view for the 60
virtual camera scene based on the physical positions of the
one or more physical objects.

Example 27 includes the subject matter of any of
Examples 21-26, and wherein determining the virtual cam-
era point ol view for the virtual camera scene based on the
physical positions of the one or more physical objects
comprises: 1dentifying a first physical object of the one or
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more physical objects; and determining the virtual camera
point of view based on the physical position corresponding
to the first physical object.

Example 28 includes the subject matter of any of
Examples 21-27, and further comprising determining, by the
computing device, a predefined behavior associated with a
virtual object as a function of the physical positions of the
one or more physical objects, wherein the predefined behav-
ior modifies one or more attributes of the virtual object.

Example 29 includes the subject matter of any of
Examples 21-28, and wherein determining the predefined
behavior associated with the virtual object further comprises
determining the predefined behavior as a function of an
identity associated with the one or more physical objects.

Example 30 includes the subject matter of any of
Examples 21-29, and further comprising: capturing, by the
computing device, user input data from a first physical
object of the one or more physical objects; 1dentifying, by
the computing device, an mput gesture based on the user
input data; and determining, by the computing device, a
predefined behavior associated with a virtual object as a
function of the mput gesture, wherein the predefined behav-
ior modifies one or more attributes of the virtual object.

Example 31 includes the subject matter of any of
Examples 21-30, and wherein capturing the user mnput data
comprises capturing motion data from a motion sensor of the
first physical object.

Example 32 includes the subject matter of any of
Examples 21-31, and wherein capturing the user input data
comprises capturing touch mnput data from a touch sensor of
the first physical object.

Example 33 1includes the subject matter of any of
Examples 21-32, and further comprising: determiming, by
the computing device, a physical orientation of each of the
one or more physical objects using the position sensor of the
computing device; and determining, by the computing
device, one or more virtual object orientations based on the
physical orientations of the one or more physical objects;
wherein rendering the virtual camera scene further com-
prises rendering the virtual camera scene based on the one
or more virtual object orientations.

Example 34 includes the subject matter of any of
Examples 21-33, and further comprising: capturing, by the
computing device, media data indicative of a physical scene
that includes the one or more physical objects; and inserting,
by the computing device, the virtual camera scene into the
media data mdicative of the physical scene.

Example 35 includes the subject matter of any of
Examples 21-34, and wherein capturing the media data
comprises capturing video data by a video capture device of
the computing device.

Example 36 1includes the subject matter of any of
Examples 21-35, and wherein capturing the media data
comprises capturing audio data by an audio capture device
of the computing device.

Example 37 includes the subject matter of any of
Examples 21-36, and wherein rendering the virtual camera
scene comprises adjusting the virtual camera scene based on
the media data indicative of the physical scene.

Example 38 1includes the subject matter of any of
Examples 21-37, and wherein inserting the virtual camera
scene 1nto the media data indicative of the physical scene
comprises: 1dentifying an insertion point in the media data;
and 1serting the virtual camera scene at the 1sertion point.

Example 39 includes the subject matter of any of
Examples 21-38, and wherein identifying the insertion point
comprises 1dentifying a content cue 1n the media data.
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Example 40 includes the subject matter of any of
Examples 21-39, and wherein identiiying the msertion point
comprises: capturing user input data from a first physical
object of the one or more physical objects; 1dentifying an
input gesture based on the user input data; and associating >
the 1nsertion point with the input gesture.

Example 41 includes a computing device comprising: a
processor; and a memory having stored therein a plurality of
instructions that when executed by the processor cause the

computing device to perform the method of any of Examples
21-40.

Example 42 includes one or more machine readable
storage media comprising a plurality of instructions stored
thereon that in response to being executed result mn a

computing device performing the method of any of

Examples 21-40.

Example 43 includes a computing device comprising
means for performing the method of any of Examples 21-40.

Example 44 includes a computing device for virtual
camera frame generation, the computing device comprising:
means for determiming a physical position of each of one or
more physical objects using a position sensor of the com-
puting device to detect a position sensor target of each of the
one or more physical objects; means for determining one or
more virtual object positions based on the physical positions
of the one or more physical objects, wherein each virtual
object position corresponds to a physical object of the one or
more physical objects; and means for rendering a virtual
camera scene based on the one or more virtual object
positions, wherein the virtual camera scene includes one or
more virtual objects corresponding to the one or more
physical objects.

Example 45 includes the subject matter of Example 44,
and wherein the means for determining the physical position
of each of the one or more physical objects using the
position sensor of the computing device comprises means
for sensing a radio-frequency identification tag of each of
the one or more physical objects.

Example 46 includes the subject matter of any of
Examples 44 and 435, and wherein the means for determining
the physical position of each of the one or more physical
objects using the position sensor of the computing device
comprises means for detecting a visual identifier of each of
the one or more physical objects.

Example 47 includes the subject matter of any of
Examples 44-46, and wherein the means for rendering the
virtual camera scene comprises: means for identifying one
or more three-dimensional models, wherein each of the
three-dimensional models corresponds to one of the one or 50
more physical objects; and means for rendering each of the
one or more three-dimensional models.

Example 48 includes the subject matter of any of
Examples 44-47, and wherein the means for rendering the
virtual camera scene comprises means for generating video 55
data indicative of the virtual camera scene.

Example 49 includes the subject matter of any of
Examples 44-48, and further comprising means for deter-
mimng a virtual camera point of view for the virtual camera
scene based on the physical positions of the one or more 60
physical objects.

Example 30 includes the subject matter of any of
Examples 44-49, and wherein the means for determining the
virtual camera point of view for the virtual camera scene
based on the physical positions of the one or more physical
objects comprises: means for identifying a first physical
object of the one or more physical objects; and means for
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determining the virtual camera point of view based on the
physical position corresponding to the first physical object.

Example 51 includes the subject matter of any of
Examples 44-50, and further comprising means for deter-
mining a predefined behavior associated with a virtual object
as a function of the physical positions of the one or more
physical objects, wherein the predefined behavior modifies
one or more attributes of the virtual object.

Example 52 includes the subject matter of any of
Examples 44-51, and wherein the means for determining the
predefined behavior associated with the virtual object further
comprises means for determining the predefined behavior as
a function of an identity associated with the one or more
physical objects.

Example 53 includes the subject matter of any of
Examples 44-52, and further comprising: means for captur-
ing user mput data from a first physical object of the one or
more physical objects; means for identifying an input ges-
ture based on the user input data; and means for determining
a predefined behavior associated with a virtual object as a
function of the mput gesture, wherein the predefined behav-
1or modifies one or more attributes of the virtual object.

Example 54 includes the subject matter of any of
Examples 44-53, and wherein the means for capturing the
user input data comprises means for capturing motion data
from a motion sensor of the first physical object.

Example 55 includes the subject matter of any of
Examples 44-54, and wherein the means for capturing the
user 1nput data comprises means for capturing touch input
data from a touch sensor of the first physical object.

Example 56 includes the subject matter of any of
Examples 44-55, and further comprising: means for deter-
mining a physical orientation of each of the one or more
physical objects using the position sensor of the computing
device; and means for determiming one or more virtual
object orientations based on the physical orientations of the
one or more physical objects; wherein the means for ren-
dering the virtual camera scene further comprises means for
rendering the virtual camera scene based on the one or more
virtual object orientations.

Example 57 includes the subject matter of any of
Examples 44-56, and further comprising: means for captur-
ing media data indicative of a physical scene that includes

the one or more physical objects; and means for imnserting the
virtual camera scene into the media data indicative of the
physical scene.

Example 58 includes the subject matter of any of
Examples 44-57, and wherein the means for capturing the
media data comprises means for capturing video data by a
video capture device of the computing device.

Example 59 includes the subject matter of any of
Examples 44-358, and wherein the means for capturing the
media data comprises means for capturing audio data by an
audio capture device of the computing device.

Example 60 includes the subject matter of any of
Examples 44-59, and wherein the means for rendering the
virtual camera scene comprises means for adjusting the
virtual camera scene based on the media data indicative of
the physical scene.

Example 61 includes the subject matter of any of
Examples 44-60, and wherein the means for inserting the
virtual camera scene 1nto the media data indicative of the
physical scene comprises: means for identifying an insertion
point 1n the media data; and means for inserting the virtual
camera scene at the msertion point.




US 10,096,165 B2

17

Example 62 includes the subject matter of any of
Examples 44-61, and wherein the means for identifying the
isertion point comprises means for identifying a content
cue 1n the media data.

Example 63 includes the subject matter of any of
Examples 44-62, and wherein the means for identifying the
isertion point comprises: means for capturing user input
data from a first physical object of the one or more physical
objects; means for 1dentifying an input gesture based on the
user input data; and means for associating the isertion point
with the input gesture.

The 1nvention claimed 1s:

1. A computing device for virtual camera frame genera-
tion, the computing device comprising;

an object tracking module to determine a physical posi-
tion and a physical orientation of each of one or more
physical objects with a position sensor of the comput-
ing device to detect a position sensor target of each of
the one or more physical objects;

a modeling module to (1) determine one or more virtual
object positions based on the physical positions of the
one or more physical objects, wherein each virtual
object position represents a physical object of the one
or more physical objects and (1) determine a virtual
camera point of view for a virtual camera scene based
on the physical positions of the one or more physical
objects; and

a rendering module to render the virtual camera scene
based on the one or more virtual object positions with
the virtual camera point of view, wheremn the virtual
camera scene includes one or more virtual objects
representing the one or more physical objects;

wherein to determine the virtual camera point of view for
the virtual camera scene based on the physical positions
of the one or more physical objects comprises to (1)
identify a first physical object of the one or more
physical objects, and (11) determine a virtual object
position and virtual object orientation of the virtual
camera point of view based on the physical position
and the physical ornientation corresponding to the first
physical object.

2. The computing device of claim 1, wherein to determine
the physical position of each of the one or more physical
objects with the position sensor of the computing device
comprises to sense a radio-frequency identification tag of
cach of the one or more physical objects.

3. The computing device of claim 1, wherein to render the
virtual camera scene comprises to:

identily one or more three-dimensional models, wherein
cach of the three-dimensional models corresponds to
one of the one or more physical objects; and

render each of the one or more three-dimensional models.

4. The computing device of claim 1, wherein the modeling
module 1s further to determine a predefined behavior asso-
ciated with a virtual object as a function of the physical
positions of the one or more physical objects, wherein the

predefined behavior modifies one or more attributes of the
virtual object.

5. The computing device of claim 4, wherein to determine
the predefined behavior associated with the virtual object
turther comprises to determine the predefined behavior as a
function of an identity associated with the one or more
physical objects.
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6. The computing device of claim 1, further comprising;:
a user input module to (1) capture user mput data from a
first physical object of the one or more physical objects

and (11) 1dentify an input gesture based on the user input
data;

wherein the modeling module 1s further to determine a

predefined behavior associated with a virtual object as
a function of the input gesture, wherein the predefined
behavior modifies one or more attributes of the virtual
object.

7. The computing device of claim 1, further comprising:

a media capture module to capture media data indicative

of a physical scene that includes the one or more
physical objects;

wherein the rendering module 1s further to insert the

virtual camera scene 1nto the media data indicative of
the physical scene.

8. The computing device of claim 7, wherein to render the
virtual camera scene comprises to adjust the virtual camera
scene based on the media data indicative of the physical
scene.

9. The computing device of claim 7, wherein to insert the
virtual camera scene 1nto the media data indicative of the
physical scene comprises to:

identify an insertion point in the media data; and

insert the virtual camera scene at the insertion point.

10. The computing device of claim 9, wherein to 1dentify
the 1insertion point comprises to 1dentily a content cue in the
media data.

11. A method for virtual camera frame generation, the
method comprising:

determining, by a computing device, a physical position

and a physical orientation of each of one or more
physical objects using a position sensor of the comput-
ing device to detect a position sensor target of each of
the one or more physical objects;

determining, by the computing device, one or more virtual

object positions based on the physical positions of the
one or more physical objects, wherein each virtual
object position represents a physical object of the one
or more physical objects;

determiming, by the computing device, a virtual camera

point of view for a virtual camera scene based on the
physical positions of the one or more physical objects,
wherein determining the virtual camera point of view
for the virtual camera scene based on the physical
positions of the one or more physical objects comprises
(1) 1identitying a first physical object of the one or more
physical objects, and (1) determining a virtual object
position and virtual object orientation of the virtual
camera point of view based on the physical position
and the physical orientation corresponding to the first
physical object; and

rendering, by the computing device, the virtual camera

scene based on the one or more virtual object positions
using the virtual camera point of view, wherein the
virtual camera scene includes one or more virtual
objects representing the one or more physical objects.

12. The method of claim 11, wherein determiming the
physical position of each of the one or more physical objects
using the position sensor of the computing device comprises
sensing a radio-frequency identification tag of each of the
one or more physical objects.

13. The method of claim 11, further comprising deter-
mining, by the computing device, a predefined behavior
associated with a virtual object as a function of the physical
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positions of the one or more physical objects, wherein the
predefined behavior modifies one or more attributes of the
virtual object.
14. The method of claim 11, further comprising:
capturing, by the computing device, user input data from >
a first physical object of the one or more physical
objects;
identifying, by the computing device, an mput gesture
based on the user mput data; and
determining, by the computing device, a predefined
behavior associated with a virtual object as a function
of the mput gesture, wherein the predefined behavior
modifies one or more attributes of the virtual object.
15. The method of claim 11, further comprising:

capturing, by the computing device, media data indicative
of a physical scene that includes the one or more
physical objects; and

iserting, by the computing device, the virtual camera

scene 1nto the media data indicative of the physical
scene.

16. The method of claim 135, wherein inserting the virtual
camera scene into the media data indicative of the physical
SCene COmprises:

identifying an insertion point in the media data; and

inserting the virtual camera scene at the msertion point.

17. One or more non-transitory, computer-readable stor-
age media comprising a plurality of instructions that in
response to being executed cause a computing device to:

determine a physical position and a physical orientation of .,

cach of one or more physical objects using a position
sensor of the computing device to detect a position
sensor target of each of the one or more physical
objects;

determine one or more virtual object positions based on 45

the physical positions of the one or more physical
objects, wherein each virtual object position represents
a physical object of the one or more physical objects;
determine a virtual camera point of view for a virtual
camera scene based on the physical positions of the one
or more physical objects, wherein to determine the
virtual camera point of view for the virtual camera
scene based on the physical positions of the one or
more physical objects comprises to (1) identify a first
physical object of the one or more physical objects, and 4
(11) determine a virtual object position and virtual
object orientation of the virtual camera point of view
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based on the physical position and the physical orien-
tation corresponding to the first physical object; and
render the virtual camera scene based on the one or more
virtual object positions using the virtual camera point
of view, wherein the virtual camera scene includes one
or more virtual objects representing the one or more

physical objects.

18. The one or more non-transitory, computer-readable
storage media of claim 17, wherein to determine the physical
position of each of the one or more physical objects using
the position sensor of the computing device comprises to
sense a radio-frequency 1dentification tag of each of the one

or more physical objects.
19. The one or more non-transitory, computer-readable

storage media of claim 17, turther comprising a plurality of
instructions that in response to being executed cause the
computing device to determine a predefined behavior asso-
ciated with a virtual object as a function of the physical
positions of the one or more physical objects, wherein the
predefined behavior modifies one or more attributes of the
virtual object.

20. The one or more non-transitory, computer-readable
storage media of claim 17, further comprising a plurality of
instructions that in response to being executed cause the
computing device to:

capture user input data from a first physical object of the

one or more physical objects;

identify an mput gesture based on the user input data; and

determine a predefined behavior associated with a virtual

object as a function of the mput gesture, wherein the
predefined behavior modifies one or more attributes of
the virtual object.

21. The one or more non-transitory, computer-readable
storage media of claim 17, further comprising a plurality of
istructions that in response to being executed cause the
computing device to:

capture media data indicative of a physical scene that

includes the one or more physical objects; and

insert the virtual camera scene 1nto the media data indica-

tive of the physical scene.

22. The one or more non-transitory, computer-readable
storage media of claim 21, wherein to imsert the virtual
camera scene into the media data indicative of the physical
scene comprises to:

identify an insertion point 1in the media data; and

insert the virtual camera scene at the nsertion point.
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