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METHODS AND SYSTEMS FOR
INTERPRETABLE USER BEHAVIOR
PROFILING IN OFF-STREET PARKING

TECHNICAL FIELD

Embodiments are generally related to parking manage-
ment systems. Embodiments are additionally related to the
management of ofl-street parking.

BACKGROUND OF THE INVENTION

Running a successiul business means understanding and
addressing well the needs of customer. This 1s true 1 most
business, including those involving ofl-street car parking
business applications. There 1s a need to understand the
behavior of parking users to drive etliciencies nto existing
and future parking management applications and systems.

Existing parking business applications do include some
user profiling capacities, but they are often limited to pre-
defined and well known user behaviors frequently observed
in reality. For example, parking operators often assume a
recurrent profile of users who arrive Friday afternoon and
leave Sunday nmight. Those would correspond to people
parking their car for a weekend, so parking operators can
target these users by offering them special discount packages
or targeted advertising.

The above case involves the situation of user profiles
known a priorni. Instead, it 1s expected that other hidden
profiles could be discovered automatically from the data in
some manner, such as the use of a clustering algorithm.
Furthermore, when those new profiles are discovered by a
clustering algorithm, there will still be the problem of their
casy interpretation. The discovery process should be trans-
parent to the human decision maker; and 1t should help
decision makers understand why certain users have been
grouped together and entail an appropriate offer or proposal.

User profiling using a clustering algorithm in a transpor-
tation-related analysis system, where profiles can be created,
edited, and explored, plus where automatic tags and auto-
matic textual descriptions can help the operator better under-
stand his data 1s not available nor has been implemented 1n
current parking management systems. Most systems rely on
a manual or static definition of a user profile, and do not offer
much flexibility around those definitions. Parking (or public
transportation user) profiles are usually developed using data
surveys, which can be costly and diflicult to be performed 1n
an adequate and timely fashion.

BRIEF SUMMARY

The following summary 1s provided to facilitate an under-
standing of some of the mnovative features unique to the
disclosed embodiments and 1s not intended to be a full
description. A full appreciation of the various aspects of the
embodiments disclosed herein can be gained by taking the
entire specification, claims, drawings, and abstract as a
whole.

It 1s, therefore, one aspect of the disclosed embodiments
to provide for an improved parking management method and
system.

It 1s another aspect of the disclosed embodiments to
provide improved user profiling in off-street parking appli-
cations.

It 1s yet another aspect of the disclosed embodiments to
provide for the automatic 1dentification of latent user profiles
and related information in the context of a parking manage-
ment system.
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It 1s another aspect of the disclosed embodiments to
provide for a method and system for interpretable user
profiling for a parking user profiling system.

The aforementioned aspects and other objectives and
advantages can now be achieved as described herein. Meth-
ods and systems are disclosed for interpretable user behavior
profiling 1 ofl-street parking applications. To render user
proflles easy to interpret by decision makers, a semi-auto-
matic discovery and tagging of user profiles can be 1imple-
mented. Transaction data from one or more (and geographi-
cally close) ofl-street parking installations can be
implemented. An analysis of spatio-temporal behavioral
patterns can be implemented based on a representation of
any parking episode by a set of heterogeneous features, the
use of clustering methods for automatic pattern discovery, an
assessment of obtained dusters, semi-automatic identifica-
tion/tagging of space-temporal patterns, and a user-friendly
interpretation ol obtained patterns.

While clustering users by their behavior has already been
addressed 1n different applications, such as search engine
querying, social networking, the disclosed embodiments are
unique 1n that they address the specific setting where users
profiling comes along with the requirement for interpret-
ability for making commercial offers. This approach 1is
particularly applicable for ofl-street parking setting.

It will be appreciated, however, that the disclosed embodi-
ments can be generalized to any parking environment where
it should be possible to reliably determine when the same
user entered and exited a parking zone. While this may not
be the case for most on-street parking scenarios, this might
be the case, for example, 11 in one specific on-street parking
there 1s a reliable way to know when a user 1s parked at some
place or not.

The disclosed embodiments thus address ofl-street car
parking business applications and management systems,
where an understanding of user parking behavior can be
achieved by 1dentilying user groups presenting a similar
behavior. This similarity of user behavior can be captured in
a variety of ways, such as similar recurrent arrival and leave
weekdays, making similar journeys and choosing same
parking zones. If a user profile 1s 1dentified correctly, making
an appropriate ofler or proposing a service will have higher
chances to be accepted by the user.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying figures, i which like reference
numerals refer to identical or functionally-similar elements
throughout the separate views and which are incorporated in
and form a part of the specification, further illustrate the
present invention and, together with the detailed description
of the invention, serve to explain the principles of the
present mvention.

FIG. 1 illustrates a flow diagram depicting a data-extrac-
tion and transformation process, in accordance with a pre-
ferred embodiment;

FIG. 2 illustrates a schematic diagram of user movements
composing a single parking event, in accordance with an
example embodiment;

FIG. 3 illustrates a schematic diagram depicting gate
message consolidation 1nto a single parking event, 1n accor-
dance with an example embodiment;

FIG. 4 1llustrates a schematic diagram of an example
feature vector describing one parking episode utilized for
profiling a parking user in the context of a parking manage-
ment system, 1n accordance with an example embodiment;
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FIG. 5 1llustrates a schematic diagram depicting example
circular distribution of arrival times, in accordance with an
example embodiment;

FIG. 6 1llustrates a sample map depicting an overview of
the Toulouse-Blagnac airport parking zones, in accordance
with an example embodiment;

FIG. 7A illustrates a graphical user interface displaying
example profiles that can be created utilizing the disclosed
user profiling tool, 1n accordance with a preferred embodi-
ment,

FI1G. 7B illustrates a graphical user interface displaying a
graphically displayed tool for automatically creating profiles
from suggested options, 1n accordance with a preferred
embodiment;

FIG. 7C 1llustrates a graphical user interface displaying a
graphically displayed tool for automatically creating profiles
from suggested options, but which can be manually over-
ridden for exploratory purposes, in accordance with a pre-
ferred embodiment;

FIG. 8 illustrates a graphical user interface that allows a
user to explore different aspects of clustered data, 1n accor-
dance with a preferred embodiment;

FIG. 9 illustrates a graphical user interface that can be
displayed, which allows for the selection of profiling parti-
tioming, 1 accordance with an alternative embodiment;

FIG. 10 illustrates a graphical user interface that can
visualize the evolution of different user profiles, 1n accor-

dance with an alternative embodiment:;

FIGS. 11 A-B 1llustrate a flow chart of operations depict-
ing logical operations of a method for interpretable user
behavior profiling 1n ofl-street parking, 1n accordance with
a preferred embodiment;

FIG. 12 1llustrates a schematic view of a computer sys-
tem, 1n accordance with an embodiment; and

FIG. 13 1llustrates a schematic view of a software system
including a module, an operating system, and a user inter-
face, 1n accordance with an embodiment.

DETAILED DESCRIPTION

The particular values and configurations discussed in
these non-limiting examples can be varied and are cited
merely to illustrate one or more embodiments and are not
intended to limit the scope thereof.

The disclosed embodiments provide for a visualization
engine for visualizing parking and traflic data, and also a
framework for creating, testing, and exploring data process-
ing techniques in geo-spatial data with ease. The data can be
obtained from several sources and can reflect diflerent areas
over the world. Some data may be derived, for example,
from standalone parking lots, shopping malls, and airports,
while other data may be obtained from networks of parking
lots covering entire cities or agglomerations.

Given the amount of available data, applying machine
learning algorithms to such information 1s helptul in better
understanding the behavior of parking users. The disclosed
embodiments thus cover a number of unique features that
may assist an operator, such as, for example: 1) analyzing
parking lot data, 2) discovering hidden usage patterns 1n the
data, 3) understanding such patterns, and 4) visualizing how
databases come from a variety of sources.

In order to handle and process such imformation consis-
tently, parking data from diflerent places and vendors can be
imported under a single, consistent, and extensible schema
that 1s able to track transactional data from all elements
composing a parking lot, such as entrance gates, exit gates,
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parking zones, duration, payment methods, and payment
devices that have been used during the payment process.

Note that for example purposes only, a system 1is
described herein in the context of an airport parking. Such
a system, however, can be designed to be used in any
parking lot context containing multiple parking zones, cen-
tered on some point of interest, such as a hospital, a bus or
train station or private parking lots for commercial estab-
lishments. The discussion of an airport parking scenario
herein 1s presented for illustrative purposes only and 1s not
considered a limiting feature of the disclosed embodiments.

Among the mmnovations described herein 1s a process/
method/system that a parking operator can use to explore
(and store) user profiles with his or her data visualization
tool.

In an example embodiment, we can consider a parking lot
as a geographical location containing a finite number p of
parking zones, entrance and exit gates, and payment termi-
nals. A parking zone i1s an area destined for car parking
containing at least one entrance gate and one exit gate. Gates
within the parking lot can either connect a parking zone with
the exterior of the parking lot or with another parking zone.
(Gates can act as payment devices, even if they lead to
another zone instead of the parking lot exterior.

Each parking zone can be associated with a pricing policy,
although this policy 1s not unique. Parking zones can difler
in several aspects, such as but not necessarily limited or
required to: their pricing policy, capacity, proximity to a
region of interest (such as the airport), and the presence of
different incentives or guidance provided by the parking lot
operators on how a user should choose a particular parking
Zone.

The disclosed embodiments can consolidate distinct data
sources under the same schema into a single storage unit.
For this, a system can be implemented, which consolidates
the distinct gate transitions and payment events with respect
to the same user mto a single, consolidated parking event
entry (1.e., a parking episode). This can be accomplished
utilizing a specialized data extractor and event matching
created after each different schema from each of the different
vendors or clients’ databases.

FIG. 1 1illustrates a block diagram depicting a data-
extraction and transformation system 10, in accordance with
a preferred embodiment. System 10 shown i FIG. 1 gen-
crally includes one or more databases 12, 14, 16 (e.g.,
different vendors” or clients’ databases) from which data can
be retrieved for processing by one or more respective
specialized data extractors 22, 20, 18. Data from the data
extractors 22, 20, 18 can be transmitted electronically via a
unified parking schema 24. Note that the data contained in
databases 12, 14, 16 can include data or information from
distinct parking management systems, with possibly distinct
schemas. Note that an example of a system, which can be
employed to implement system 10 of FIG. 1 1s the data-
processing system 200 shown and described herein with
respect to FIGS. 12-13.

FIG. 2 illustrates a schematic diagram of user movements
composing a single parking event 26, in accordance with an
example embodiment. The scenario depicted 1n FIG. 2 1s but
one example of the transformation process shown in FIG. 2
with respect to FIG. 1. In the example shown in FIG. 2, a
sequence ol crossings between entry and exit gates are
consolidated into a single history entry. The diagram shown
in FIG. 2 indicates a user trajectory within a parking lot
containing two parking zones. In this example, zone P2 is
contained 1inside P1. The user enters zone P1, visits zone P2,
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exits P2 and then finally chooses to park at P1, exiting the
parking lot afterwards as indicated by arrow 27.

As 1n most machine learning tasks, profiling user activi-
ties requires extracting features that describe the parking
actions and processes in the most complete way. Feature
extraction step can be customized by the user, and depending
on the user’s choice, features can be included or excluded
before a clustering algorithm runs with the data.

Below are example features that can be incorporated in a
vector of features describing one full parking episode:

t the arrival time of the day, for example in fractional
hours;

t. the total parking duration, for example, 1n fractional
hours:

r the revenue that describes how much the user had to pay
after retrieving the car;

w, the arrival day of the week, represented by seven
distance variables that measure the modulo distance between
the given weekday and each of the seven days of the weeks
(those distances can be computed by allocating seven points
equally over the 168 hours of the week, and then computing
using a distance to a fixed time within the day, such as, the
fractional hours in relation to the midmight of every day;

w_ an indicator variable of whether the arrival happened
in the weekend;

d, the modulo distances of a bipolarized week view, in
terms of a bi-dimensional vector (d,.d ) in which d, con-
tains the modulo distance from the arrival weekday and the
middle of the week; and d  represents the modulo distance
from the same arrival weekday and the weekend;

7. an indicator variable, 1=1 . . . p that describes which
parking zone of the parking space the user entered first;

w,, an indicator variable indicating whether the parking
covered only the weekend (e.g., the car arrived on a Friday
alternoon and stood for approximately 2 days); and

the modulo distance between the arrival date and two
equidistant points of the day such as 6 h and 18 h (which can
also be interpreted as transforming the hours into angular
data and taking their respective sines and cosines).

Note that among the presented features, some are either
redundant or can be computed from others with some efli

ort.
Nonetheless, such redundant features may provide different
views ol the same information and help with clustering
approaches discussed in the next sections. Also, note that
those are redundant features and may or may not be included
in the clustering algorithm(s) or methodologies depending
on the user’s choice. It should be noted that using redundant
features may be harmiul for clustering; for this reason, the
casily inclusion and removal of features by the system
operator for experimental purposes 1s a key characteristic of
the disclosed methods and systems.

FIG. 3 illustrates a schematic diagram depicting gate
message consolidation into a single parking event 30, in
accordance with an example embodiment. FIG. 4 1illustrates
a schematic diagram of an example feature vector 40
describing one parking episode utilized for profiling a park-
ing user in the context of a parking management system, 1n
accordance with an example embodiment. FIG. 3 illustrates
a schematic diagram depicting example circular distribution
50 of arrival times, 1n accordance with an example embodi-
ment.

FIGS. 3, 4, and 5 demonstrate that some of the temporal
variables considered above, such as arrival time and day of
the week, have a cyclic nature. Using raw values of cyclic
variables 1s undesirable for no usual distance function can be
used. To handle those variables 1n the clustering along with
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6

other features, each circular variable can be decomposed
into two components, each of which are ready for use 1n
clustering.

Circular variables can be decomposed into their sine and
cosine components and then incorporated into 1n trigono-
metric regression. A goal of the disclosed embodiments 1s to
decompose the original variable using a new basis where the
usual notion of distance (e.g., such as the Fuclidean dis-
tance) may apply. Cyclic variables (such as arrival times
using this technique) can then be decomposed. However, for
days of the week, the data can be decomposed nto a
different basis, emphasizing the diflerences between week-
ends and business days by considering the middle of the
week and the middle of the weekend as the new axis i our
basis transiormation.

Features describing parking episodes presented above are
very heterogeneous, containing continuous, binary, and cat-
cgorical features of distinct natures and units. Thus, the
feature vectors are preprocessed, balancing the weights
between every feature so they can be properly handled by
the unsupervised learning algorithms 1n the next step.

All clustering algorithm are sensitive to distance measures
and feature scales. The presence of even mildly different unit
scales 1n the same vector can cause one feature to have a
much higher importance than others, and thus dominate
distance computations.

In order to resolve the problem of feature heterogeneity,
the features can be transformed into z-scores prior to any
processing. After the samples have been transformed into
z-scores, the diflerent portions of the feature vectors are
assigned different weights.

In the disclosed embodiments, user profiling from parking
data can be implemented using, for example: 1) hard-margin
clustering algorithms, such as K-Means and Binary Split,
and 2) soft-margin algorithms such as Gaussian Mixture
Models. To address a high interactivity that may be
requested by some platforms and to provide the majority of
results on-the-fly, focus can be given to, for example, a
K-Means algorithm for the following reasons:

1) K-means, besides being one of the earliest clustering
algorithms, 1s also one of the simplest and well understood
algorithms that can provide results with relatively simple
computations.

2) K-Means 1s one of the fastest algorithms in comparison
to the most sophisticated, but slower, algorithms.

3) The computational implementation of K-Means 1n our
workilow 1s tuned to work in a parallelized computation
environment. Special initialization heuristics can also be
used to improve convergence times, consistency, and result
repeatability.

Clustering algorithms and/or modules can be employed to
process all parking episodes and split them in a number of
partitions. Unfortunately, obtained partitions might not be
very useful 1f they are not comparable. In order to obtain
more objectively comparisons of the clustering results, the
disclosed embodiments provide distinct performance assess-
ment techniques for clustering. Since a parking event dataset
for a highly popular parking lot can be extremely large, the
disclosed embodiments also provide approximated methods
for this task.

The disclosed system can compute default and/or approxi-
mate versions ol the Dunn’s index, which gives an indica-
tion on how well a clustering 1s based on the minimum/
maximum distance between elements of different clusters
and the Silhouette score, which 1s based on how tightly data
1s grouped within a cluster. The approximations employed
may assume that cluster shapes are spherical (although the
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disclosed embodiments are not limited to spherical cluster
shapes). This simplifies the computation of the silhouette
statistics leading to fast results, but unfortunately decreases
the performance assessment power for this measure. The
system’s Dunn’s index measure, on the other hand, 1s
computed with fewer assumptions, but 1s only available
when the number of features 1s relatively small. The system
uses KD-Trees to accelerate the computation of this mea-
sure.

K-Means and many other cluster algorithms assume the
number of clusters k 1s given a prior1, either determined
through experimentation or by the operator’s domain knowl-
edge. However, we can also attempt to determine k system-
atically using diflerent techniques. One technique 1s to score
different partitions by the Dunn’s index or the Silhouette
score, and then rank the partitions using a selection criteria
such as the Flbow method to determine an optimal number.
The system uses a variant of the Elbow method known as the
Jump method. The Jump method 1s based on rate distortion
theory and 1nvolves selecting the number of clusters accord-
ing to by how much the distortion changed after a cluster had
been added.

Parking operators may wish, for example, to manually
define some recurring user behaviors expected 1n the parking
data. In this case, the operator can manually define examples
of users that would {it into this profile. This would mean
manually filling the relevant clustering features for a usage
record with the characteristics pursued.

It can be assumed that the parking operators have a
pre-determined user profile for people who perform main-
tenance tasks in the park every week. Instead of letting the
system discover this group of people, the operator would
like to relieve the system from this task so 1t could concen-
trate 1nto finding other, more 1nteresting groups in the data.
As such, the operator might create the following synthetic
data representing their work schedule as shown in the
example of Table 1 below:

TABLE 1

Svnthetic data representing a “maintenance workers’ profile

Entry day of the week Parking Zone duration

Tuesday, 18h25 Professional Zone 1 2 h 30 min
Tuesday, 18h00 Professional Zone 1 4 h 15 min
Tuesday, 17h25 Professional Zone 1 3 h 10 min

Afterwards, the feature extraction process such as that
shown, for example, 1n FIG. 1, can transform this data into
teature vectors. There are three potential ways the same can
proceed. For example, 1n one embodiment the system can
compute the mean feature vector for the given synthetic
samples and use this average vector as one of the cluster
centroids in the clustering algorithm or module, and the
clustering 1s run as normal. The system preserves the clus-
ter’s index so 1t 1s still possible to 1dentity which final cluster
corresponds to the initial guess. This can be accomplished
either for a single one or for multiple a prior1 profiles.

In a second embodiment, the system can again utilize the
vector as one of the mnitial cluster centroids 1n the clustering
algorithms; however, this centroid i1s not allowed to change
during clustering. Again this can be done for one or multiple
a priori profiles.

In a third embodiment, the operator may necessarily
specily more than one a prior1 profile. The operator can then
select a classification algorithm or module that supports
rejection, such as any distance or probability-based super-
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vised classifier (e.g., Bayesian classifiers, Logistic Regres-
s10on classifiers, probabilistic Support Vector Machines, etc.).
The operator must also select a rejection threshold that can
be used to filter entries that do not qualify for any of the a
prior1 profiles defined. Once those two are selected, the
system creates an instance of the chosen classifier to sepa-
rate between the known a prion profiles defined by the user.
Once this classifier 1s created, the system runs this classifier
in the entire database. Every instance that could not be
classified within the selected rejection threshold 1s separated
from the data. Finally, the clustering algorithm is run only 1n
this separated, still unlabeled data.

As soon as a new profile 1s 1dentified/assessed, the system
can propose tags to further qualify this new group of users.
The tagging mechanism functions in a manner similar to the
above described mechanism to deal with a prion profiles, but
runs once the profiles/partitions have been generated. In this
setting, the user first manually defines common templates
(e.g., 1n the same format as shown 1n Table 1) for behaviors
expected 1n the data and that are believed to be interesting
to the parking business. For example, the user can create five
templates for a “business” tag and seven templates for the
“leisure” tag. Those templates are then stored 1n the database
for later use. The average template for every tag can also be
stored to speedup computations.

After the set of tags have been created or updated, the
system creates a supervised classifier to learn a mapping
between the templates and their associated tags. Once the
user creates a new cluster, the system runs this classifier in
this cluster, associating every sample with one of the known
tags 1n the system. The system then analyses how many
times each tag occurred within the classified dataset and
creates a discrete probability distribution reflecting those
values. Any tags that occurred more times than would be
expected 1n a uniform distribution are reported to the user,
alongside their respective probabilities.

The probabilities can then be used to order and display the
tags for the user. Probabilities can be represented as diflerent
color shades or different font sizes so 1t 1s possible for the
user to have an i1dea how strong a tag 1s within the dataset.
The user can then afterwards choose to select or reject the
suggested tag according to his understanding of the user
profile found.

Simply extracting user profiles from the data or even
tagging then may be of little use if 1t 1s not possible to
understand and interpret them to the parking operator in a
straightforward fashion. In order to help the operator make
better informed decisions (and even help 1n the decision to
whether accept or reject a tag as detailed 1n the previous
section), the disclosed method/system can generate a textual
description of the clustering data. To accomplish this task,
the method/system re-learns the clustering mapping using an
interpretation-friendly supervised classifier, such as a deci-
s1on tree or a grid of logical cases easily understandable by
a human.

After clustering 1s complete, the disclosed method/system
can assign a cluster label for every sample 1n the clustered
dataset. In order to extract explanations on why a determined
group had been clustered together, the system takes every
sample 1n the clustered dataset and their associated class
labels, applies a discrete feature extraction process, and
creates k decision trees, one for each cluster. Each tree can
be trained to distinguish between all elements belonging to
one particular cluster and the remaining portions of the
dataset.

A large number of discrete features can be considered 1n
this phase. It 1s very important to note that those feature
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extractors must be created not to maximize the classification
power of a particular tree, but instead its interpretability. One
particular choice of feature extractors can include, for
example:

Dividing the total parking duration t, 1n discrete categories
“Drop”, “Short-stay”, “One day” “Two days”, “Long
stay”’;

D1V1d111g the period of the day into discrete categories
“Farly morming”, “Morning”, “Noon”, “Afternoon”,
“BEvening”, “Night™;

Dividing arrival dates into days of the week;

Dividing arrival dates into categories “Weekend”, “Work-

week”

Dividing arrival and duration information into “Lunch”,
“Dinner”, “Normal time”™;

Dividing arrlval and duratlon information into “Over-
night” and “Same day”.

After the trees have been learned, they can then be
mapped to sets ol Decision Rules. Fach rule can then be
ranked according to some criteria (e.g., such as their Gini
index, entropy, or simply to the number of samples they
match 1n the dataset) and only the top n rules are returned.
Accordingly, since those rules also possess antecedent
clauses ranked by usetulness (e.g., defined according to the
decision tree creation process), we can also choose to keep
only the top m antecedents for each rule.

Those rules are then finally written 1n a textual form and
stored 1n the database alongside the clusters. An example of
this technique 1s shown below, where only the top 3 rules
with the top 3 most informative features each are being
returned for each cluster:

O=: (Duration=Iwo days) && (Entry==Night) &&
(Leave==Night)
1= (Overnight=—=Yes) && (Duration==Long stay) &&
(ArrivaIZZWeekend)
(Overnight==Yes) && (Duration==Long stay) &&
(AII‘IVEI =Workweek)
3=: (Entry==Evening) && (Meal==No) &&
(Overm ght==Yes)
(Entry=—=Night) && (Leave==Farly moring) &&
(Overni ght=—=Yes)
4=: (Leave=—=Morning) && (Overnmight=—No) &&
(Entry===FEarly morning)
5=: (Meal=—=No) && (Enfry==Afternoon) &&
(Overmght=—=Yes)

6= (Overnight=—=Yes) && (Duration=—=Long stay) &&
(Day entry=—=Friday)

7=: (Meal==No) && (Entry==Noon) && (Overnight==No)
7= (Meal=—No) && (Entry==Afternoon) &&
(Overmght==No)

8=: (Overnight=—=Yes) && (Duration=—=Long stay) &&

(Entry==Evening)
8=: (Overnight=—=Yes) && (Duration=—=Long stay) &&

(Entry==Night)
8=: (Overnight==Yes) && (Duration==Long stay) &&

(Entry===FEarly morning)

O9=: (Overnmight==Yes) && (Duration==Long stay) &&

(Arrival=—=Workweek)

In the example above, the first number before each line
indicates the profile the line will be referring to. The rules
are ordered in terms of importance, as well as their indi-
vidual antecedent clauses. For example, 1t 1s easy to see that,
for the first three profiles, one feature that mostly charac-
terizes those 1s the duration, which could be divided into two
days for the first profile, long stay with arrival in the
weekend for the second profile, and long stay with arrival in
the workdays for the third profile. This 1s rather difl
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the fourth profile, whose most discerning characteristic 1s
entering 1n the parking lot during the night and leaving
during early morning.

From here, it 1s simple to see how those clauses can be
casily formatted into human-readable sentences that can
then serve as initial descriptions of the clusters found.

FIG. 6 illustrates a sample map 60 depicting an overview
of sample airport parking zones, 1n accordance with an
example embodiment. Note that the sample map 60 shown
in FIG. 6 1s for illustrative purposes only and 1s not con-
sidered a limiting feature of the disclosed embodiments.
(iven the amount of available data, applying learning mod-
ules to such information can assist 1 providing a better
understanding of the behavior of parking users.

The following sections explore how an operator may
view, understand, and visualize usage patterns hidden deeply
within parking lot data according to the disclosed embodi-
ments. In one generic airport example, a generic airport may
offer, for example, 7 public and 2 reserved parking zones
capable of accommodating roughly 9000 cars. The zones
can be divided into categories, including a zone for drop-
ofls, a short-stay zone (P0), two mid-stay zones (P1 and P2),
an online booking zone which might open occasionally to
mid-stay parkings (P3), two long-stay zones (P35 and P6),
and stafl only parking zones (Professional and Personnel
P4). Table 2 below presents example data regarding such
parking zones.

TABLE 2
Example Airport Parking Zones
Walking
Capacity™™®  distance Intended use Maximum

Arret Minute 58 1 min  Drop-off 10 min
Express PO 332 1 min  Short stay 3 hours
ProxiPark P1* 2348 1 min Mid stay —
ProxiPark P2 2825 1 min  Mid stay —
ProxiPark P3* 200 8 mm  Mid stay -
EcoPark P35 3000 20 min  Long stay —
EcoPark P6 3000 20 min  Long stay -
Personnel P4 650 — Stafl only —
Professionel P 100 — Services only  —

*parking with support for online booking, distinct pricing rates.
**capacity information may be reflected 1n a website.

Each parking zone 1s designed with an intended use 1n
mind. Express P0, for example, may be dedicated to people
arriving at the airport to accompany someone who 1s depart-
ing or to greet somebody who will be arriving. With a
maximum limit of 3 hours, for example, this zone 1s also a
good fit for people arriving for shopping or eating. Sample
parking zones ProxiPark P1 and P2 may be better suited for
people who need to park for more than a day, but no longer
than two days. Sample parking zone ProxiPark P1 may be
located very close to the airport terminal building, but zone
P2, on the other hand, may require a walking time of
between 6 to 8 minutes. Those zones may not have a
maximum time limiat.

EcoParks PS5 and P6 zones, on the other hand, may be
designed for long-term stays. Assuming these zones are
located 1.5 km far from the airport, a shuttle may drive to
and from the airport every 10 minutes. Those zones may be
better suited for people leaving their cars for more than two
days, and again there may be no upper limit on the number
ol hours one can park there.

ProxiPark P3 can be implemented as a hybrid zone that 1s
usually intended for online booking. This zone may be
located relatively close to the airport and 1ts places can be
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reserved through an online booking system. However, this
zone may also be open to the general public 1n case the other
parking zones are full. In order to make a reservation, users
may be required to park their car for a minimum number of
days.

Finally, 1n this example scenario, there may be two
non-public parking zones in the airport. The Professional
zone, for example, may be mtended for third-party service
workers who have arrive to perform or provide a service
within the airport. The Personnel zone may also be reserved
for airport stall and possibly people working within the
airport shops and services oflerings.

FIG. 7(a) 1llustrates a graphical user intertace displaying
example profiles that can be created utilizing the disclosed
user profiling tool 72, in accordance with a preferred
embodiment. The first step to explore diflerent user profiles
in a parking database 1s to attempt to let the system auto-
matically extract some profiles from the data. For this, the
user can be graphically presented with a GUI that provides
a Profile Explorer interface, where 1t 1s possible to create,
remove, edit, and publish user profiles. The profiling tool 72
shown 1 FIG. 7(a) 1s one example of a module that can be
implemented 1 the context of such a GUI With this
interface, for example, the user can select and create a new
clustering algorithm or module: either letting the system
guess 1nitial parameters for his data or by manually over-
riding those parameters and attempting manual settings.

FIG. 7(b) 1llustrates a graphical user intertace displaying,
the profile tool 72 for automatically creating profiles from
suggested options displayable via secondary screen 75, 1n
accordance with a preferred embodiment. FIG. 7(c), on the
other hand illustrates a graphical user interface displaying
the profiling tool 72 for automatically creating profiles from
suggested options, but which can be manually overridden
for exploratory purposes via a third screen 77, 1n accordance
with a preferred embodiment.

After, profiling results can be decomposed and visualized
by different grouping criteria, such as profile, day of the
week, and day of the week by profile. Different character-
istics can be readily seen in the profile editor, such as
number of parking events, generated revenue, and arrival
times. Profiles can also be labeled or renamed manually 11
necessary. FIG. 8, for example, 1llustrates a graphical user
interface 80 that allows a user to explore different aspects of
clustered data, 1mn accordance with a preferred embodiment.

Afterwards, the multiple clustering views and user pro-
files can be permanently stored to the database so they can
be seen 1n a geographical/parking data analyzer. The profiles
can be integrated and individually seen in any of the
previously existing views, such as, for example, an Average
Occupancy. FIG. 9 illustrates a graphical user interface 90
that can be displayed, which allows for the selection of
profiling partitioning, in accordance with an alternative
embodiment. FIG. 10 1llustrates a graphical user interface 92
that can visualize the evolution of different user profiles, in
accordance with an alternative embodiment.

FIGS. 11 A-B illustrate a flow chart of operations depict-
ing logical operations of a method for interpretable user
behavior profiling 1n ofl-street parking, 1n accordance with
a preferred embodiment. As indicated at block 102, data can
be imported from the client’s database schema 1nto a unified
representation. Examples of such databases are databases
12, 14, 16 shown 1n FIG. 1. Thereatfter, as depicted at block
104, event logs can be matched 1n order to form full parking
episodes. Then, as indicated at decision block 106, a test can
be performed to determine 1f there 1s a prior1 knowledge for
identifying user profiles. If the answer 1s “Yes, for user
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profiles,” then the steps or operations depicted at blocks 108,
110, and 112 can be processed. If the answer 1s “Yes, for user
behavior,” then the steps or logical operations shown at
blocks 109, 111, and 112 can be implemented.

As shown at block 108, the operator can enumerate
profiles that should exist in the data, given previous exper-
tise. Thereatter, as depicted at block 110, the operation can
provide some examples of people that would belong to those
hypothesized profiles. Then, as illustrates at block 112, the
system (e.g., system 20 shown in FIG. 1) can store those
examples 1n the database (e.g., database 24 shown 1n system
20 of FIG. 1) and can re-use them 1n further data analysis.

As depicted at block 109, the operator can enumerate
different behaviors that could be implemented by users, but
which are not specifically related to a particular profile (e.g.,
“overnight parking”). Thereafter, as shown at block 111, the
operator can provide some examples of people who would
present those hypothesized behaviors. Then, the step or
logical operation shown at block 112 can be implemented.

Assuming the answer with respect to decision block 106
1s “No,” then the steps or logical operations of blocks 114,
116, 118, 120, 122, and 124 can be mmplemented. As
indicated at block 114, a step or logical operation can be
implemented 1 which the parking operator selects the
teatures and options that should be used to cluster the data,
and whether the system should search for some optimal
features. Thereafter, as indicated at block 116, a step or
logical operation can be processed in which the system
identifies which features have been selected by the operator
and processes/extracts those features from the parking epi-
sodes.

Next, as described at block 118, the system can present
descriptive statistics regarding each of the clusters and data
visualizations 1ncluding, but not limited to, histograms, pie
charts, heatmaps over satellite data, bar charts, box plots,
and so on. Thereafter, as described at block 120, the system
can analyze each cluster and automatically present a textual
description containing the main characteristics of the data
and what differs or distinguishes this data from the other
clusters. Those characteristics can then be suggested as the
main characteristics of the 1dentified user profile (e.g., FIG.
7(b) depicts an example GUI i which profiles can be
created automatically from suggested options).

As shown next at block 122, 1f there are registered user
behaviors stored 1n the database, the system can present a list
of the most frequent behavior matches to the user as a
displayed list of suggested tags that the user can accept (or
not), which are helpiul 1 i1dentifying the user profile. The
user profiles can then be stored in the database and can now
be specified as filters 1n different data visualization tools, as
depicted at block 124.

It can be appreciated based on the foregoing that the
disclosed embodiments are directed for methods and sys-
tems for overcoming the problems discussed earlier in the
background section (e.g., finding profiles, dealing with a
prior1 data, and the profile description). The disclosed
approach can deploy a variety of techniques for interpretable
user profiling for a parking user profiling system.

The disclosed embodiments thus address the problem of
user profiling 1 ofl-street parking applications. To make the
user proiiles easy to interpret by decision makers, a work-
flow or system can be implemented for the semi-automatic
discovery and tagging of user profiles. Such a workilow or
system can collect transactional data from one or multiple
(geographically close) ofl-street parking installations.

Within the context of the disclosed methods and systems,
an analysis of spatio-temporal behavioral patterns can be
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implemented based on 1) a representation of any parking
episode by a set of heterogeneous features; 2) using clus-
tering methods for automatic pattern discovery; 3) assess-
ment of obtained clusters; 4) semi-automatic identification/
tagging of space-temporal patterns; and 5) user-friendly
interpretation ol obtained patterns.

While clustering users by their behavior has already been
addressed 1n different applications, such as search engine
querying, social networking, etc., i the disclosed embodi-
ments, the specific setting 1s addressed, wherein user pro-
filing 1s associated with interpretability in making, for
example, commercial offers. The disclosed embodiments are
particularly applicable for off-street parking situations;
hence, the parking terminology discussed herein. It should
be appreciated, however, the system and method presented
herein can be generalized to any parking environment where
it should be possible to reliably determine when the same
user entered and exited a parking zone. While this may not
be the case for most on-street parking scenarios, this might
be the case, for example, i1 1n one specific on-street parking,
there 1s a reliable way to know when a user 1s parked at some
place or not.

The disclosed parking lot usage profiling approach dis-
closed herein includes a number of features. For example, 1n
on embodiment, an automatic user profiling system can be
implemented for ofl-street parking lots, wherein such a
system groups together parking users who present a similar
behavior. Diflerent user characteristics judged relevant to
the creation of a user with a profile can be selected “on-the-
fly” by the parking operator through a user interface, such as
described above. The disclosed approach generates cluster-
ings (ways the data can be partitioned), and the clusters (data
partitions) can be saved in a database and then visualized
using the general data visualization tool discussed earlier.

In addition, the number of clusters (profiles) in the data
can be automatically determined from the data without user
intervention. In some embodiments, the number of profiles
can be determined utilizing, for example, the Jump method
discussed earlier or other appropriate methodologies. After
the clusters are created, the disclosed system can display a
statistical analysis of recursively segmented views of the
clustered data, such as, for example, analysis per weekday
and per parking zone for each segment of users. Addition-
ally, the most prominent characteristics can be extracted by
creating a decision tree 1n the data, transforming this deci-
s10n tree to a collection of decision rules, simplifying this set
of rules, and then transforming those rules to a textual
description of the decision function, as discussed earlier.

The disclosed embodiments allow a user to define distinct
starting points for the clustering algorithm in terms of
templates. A template can be implemented as, for example,
a parking record that the user might think 1s recurrent on his
dataset. After defining a template (or a collection of tem-
plates), the template(s) can be utilized as starting points
(initial centroids 1n a K-means) of the clustering algorithm
to provide the operator more fine control regarding what the
unsupervised algorithm should look for.

In another embodiment, the initial points from the clus-
tering algorithm or module that have been defined through
templates can optionally be fixed. This approach ensures that
the clustering algorithm or module can only cluster points
that do not 1nitially belong (or are suthiciently far from) the
manually selected user profiles. This technique ensures that
the operator can maintain his or her manual profiles 1n the
system, and that the system can automatically search for

10

15

20

25

30

35

40

45

50

55

60

65

14

(sufiliciently large) deviations of the manual profiles, discov-
ering new behaviors that the operator did not think of or was
unaware of.

In yet another embodiment, the disclosed system can be
configured to incorporate a feature that allows operator
defined a priori profiles to be performed 1n two steps. In a
first step, the operator can design a collection of synthetic
data that follows his expectations for a profile believed to be
in the data. This synthetic data can be as simple as a single
sample. Afterwards, this synthetic data can be utilized to
create a distance-based classifier, such as a minimum mean
distance classifier. This classifier must embed a notion of
distance or probability for each classification performed.
This classifier can then be employed to process the entire
dataset. Samples which are farthest or less likely than a fixed
distance of probabaility threshold are then left as unclassified.
Finally, the unsupervised clustering algorithm may be run
only in the unclassified portion of the data.

In another embodiment, additional information about the
user profiles can be gathered from other tools and incorpo-
rated into the profile visualizations. An example of such
additional 1nformation 1s, for example, the user profile’s
price elasticity. In yet another embodiment, a feature can be
provided that allows an operator to select and/or include (but
not restricted to) parameters, such as, for example, a chosen
parking zone, indicator variables for each weekday, indica-
tor variables for the weekend, indicator variables for a
virtual weekend (starting on Friday’s afternoon), weekday
(circular), arriving hour (circular), the total amount paid,
average amount paid per hour, and so on. Circular variables
can be handled in the clustering by transforming such
variables to angular variables and incorporating their sine
and cosines 1n the clustering feature vector, as discussed
previously.

Note that 1n some embodiments, computer program code
for carrying out operations of the disclosed embodiments
may be written 1n an object oriented programming language
(e.g., Java, C#, C++, etc.). Such computer program code,
however, for carrying out operations of particular embodi-
ments can also be written 1n conventional procedural pro-
gramming languages, such as the “C” programming lan-
guage or 1n a visually oniented programming environment,
such as, for example, Visual Basic.

The program code may execute entirely on the user’s
computer, partly on the user’s computer, as a stand-alone
soltware package, partly on the user’s computer and partly
on a remote computer, or entirely on the remote computer.
In the latter scenario, the remote computer may be connected
to a user’s computer through a local area network (LAN) or
a wide area network (WAN), wireless data network e.g.,
Wi-F1, Wimax, 802.xx, and cellular network or the connec-
tion may be made to an external computer via most third
party supported networks (e.g., through the Internet via an
Internet Service Provider).

The embodiments are described at least 1n part herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, systems, and computer program products and data
structures according to embodiments of the invention. It will
be understood that each block of the illustrations, and

combinations of blocks, can be implemented by computer
program instructions. These computer program instructions
may be provided to a processor of a general-purpose com-
puter, special purpose computer, or other programmable data
processing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
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puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the block or blocks.

These computer program instructions may also be stored
in a computer-readable memory that can direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture including mstruction means which implement the func-
tion/act specified in the various block or blocks, flowcharts,
and other architecture illustrated and described herein.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series ol operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
istructions which execute on the computer or other pro-
grammable apparatus provide steps for implementing the
functions/acts specified in the block or blocks.

FIGS. 12-13 are shown only as exemplary diagrams of
data-processing environments in which embodiments may
be implemented. It should be appreciated that FIGS. 12-13
are only exemplary and are not intended to assert or imply
any limitation with regard to the environments i which
aspects or embodiments of the disclosed embodiments may
be implemented. Many modifications to the depicted envi-
ronments may be made without departing from the spirit and
scope of the disclosed embodiments.

As 1llustrated 1n FIG. 12, some embodiments may be
implemented 1n the context of a data-processing system 200
that can include one or more processors such as processor
201, amemory 202, an iput/output controller 203, a periph-
eral USB—Universal Serial Bus connection 208, a keyboard
204, an mput device 205 (e.g., a pointing device, such as a
mouse, track ball, pen device, etc.), a display 206, and in
some cases, mass storage 207. Data-processing system 200
may be, for example, a client computing device (e.g., a client
PC, laptop, tablet computing device, etc.) which communi-
cates with a print server (not shown) via a client-server
network (e.g., wireless and/or wired). In some embodiments,
the data-processing system 200 may actually be a print
server that communicates with one or more printers (not
shown).

As 1llustrated, the various components of data-processing
system 200 can communicate electronically through a sys-
tem bus 210 or similar architecture. The system bus 210 may
be, for example, a subsystem that transiers data between, for
example, computer components within data-processing sys-
tem 200 or to and from other data-processing devices,
components, computers, etc. Data-processing system 200
may be implemented as, for example, a server 1n a client-
server based network (e.g., the Internet) or can be 1mple-
mented 1n the context of a client and a server (1.e., where
aspects are practiced on the client and the server). Data-
processing system 200 may be, for example, a standalone
desktop computer, a laptop computer, a Smartphone, a pad
computing device and so on.

FIG. 13 illustrates a computer software system for direct-
ing the operation of the data-processing system 200. The
soltware application 254 can be stored, for example, 1n the
memory 202 shown in FIG. 12. The computer software
system shown in FIG. 13 generally includes a kernel or
operating system 251 and a shell or interface 253. One or
more application programs, such as software application
254, may be “loaded” (1.e., transierred from, for example,
mass storage 207 or other memory location 1nto the memory
202) for execution by the data-processing system 200. The
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data-processing system 200 can receive user commands and
data through the interface 253; these mputs may then be
acted upon by the data-processing system 200 1n accordance
with 1nstructions from operating system 231 and/or software
application 254. The iterface 253 1n some embodiments can
serve to display results, whereupon a user 249 may supply
additional inputs or terminate a session. The software appli-
cation 234 can include one or more modules such as module
252, which can, for example, implement instructions or
operations such as those depicted in FIG. 11 and described
herein.

The following discussion 1s mtended to provide a brief,
general description of suitable computing environments 1n
which the system and method may be implemented.
Although not required, the disclosed embodiments will be
described 1n the general context of computer-executable
istructions, such as program modules, being executed by a
single computer. In most instances, a “module” constitutes a
soltware application.

Generally, program modules include, but are not limited
to, routines, subroutines, soltware applications, programs,
objects, components, data structures, etc., that perform par-
ticular tasks or implement particular abstract data types and
instructions. Moreover, those skilled 1n the art will appre-
ciate that the disclosed method and system may be practiced
with other computer system configurations, such as, for
example, hand-held devices, multi-processor systems, data
networks, microprocessor-based or programmable con-
sumer electronics, networked PCs, minicomputers, main-
frame computers, servers, and the like.

Note that the term module as utilized herein may refer to
a collection of routines and data structures that perform a
particular task or implements a particular abstract data type.
Modules may be composed of two parts: an interface, which
lists the constants, data types, variable, and routines that can
be accessed by other modules or routines; and an 1mple-
mentation, which 1s typically private (accessible only to that
module) and which includes source code that actually imple-
ments the routines in the module. The term module may also
simply refer to an application, such as a computer program
designed to assist 1n the performance of a specific task, such
as word processing, accounting, inventory management, etc.

FIGS. 12-13 are thus mtended as examples and not as
architectural limitations of disclosed embodiments. Addi-
tionally, such embodiments are not limited to any particular
application or computing or data processing environment.
Instead, those skilled in the art will appreciate that the
disclosed approach may be advantageously applied to a
variety of systems and application soitware. Moreover, the
disclosed embodiments can be embodied on a vanety of
different computing platiforms, including, for example, Win-
dows, Macintosh, UNIX, LINUX, and the like.

It will be appreciated that variations of the above-dis-
closed and other features and functions, or alternatives
thereof, may be desirably combined into many other differ-
ent systems or applications. It will also be appreciated that
various presently unforeseen or unanticipated alternatives,
modifications, variations or improvements therein may be
subsequently made by those skilled 1n the art which are also
intended to be encompassed by the following claims.

What 1s claimed 1s:
1. A parking lot usage profiling method for improving a
parking management system, said method comprising:
collecting transaction data from at least one ofl-street
parking area utilizing at least one data extractor among
a plurality of data extractors;
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analyzing said transaction data with respect to spatio-
temporal behavioral patterns using machine learning
that includes feature extraction with respect to said
transaction data collected from said at least one ofl-
street parking area utilizing said at least one data
extractor among said plurality of data extractors;

compiling user profiles from said transaction data in at
least one database that communicates with said at least
one data extractor, 1n response to analyzing said trans-
action data with respect to spatio-temporal behavioral
patterns with respect to said at least one ofl-street
parking area; and

providing a visualization engine for visualizing said user

profiles and other data, wherein said wvisualization
engine includes a GUI (Graphical User Interface) for
visualizing parking and trailic data and implementing a
framework for creating, testing, and exploring data
processing techniques in geo-spatial data with ease,
said GUI comprising a profiling tool displayed in a
secondary screen of said GUI that allows said user to
select and create a clustering module, and wherein said
profiling tool further automatically creates profiles
from suggested options that are capable of being manu-
ally overridden for exploratory purposes in a third
screen of said GUI, wherein said spatio-temporal
behavior patterns include said geo-spatial data and
wherein said parking and traflic data include said
transaction data, which results 1n improvements in the
functioning of said parking management system and
user profiling 1n ofl-street parking applications.

2. The method of claim 1 further comprising analyzing
said transaction data with respect to said spatio-temporal
behavioral patterns based on a representation of any parking,
episode via a set of heterogeneous features by transforming
said transaction data into angular variables and incorporat-
ing sine and cosine components thereof 1n feature vectors.

3. The method of claim 1 further comprising analyzing
said transaction data with respect to said spatio-temporal
behavioral patterns based on clusters of said transaction data
for automatic pattern discovery wherein said clusters are
provided by said clustering module.

4. The method of claim 1 further comprising analyzing
said transaction data with respect to said spatio-temporal
behavioral patterns based on an assessment of obtained
clusters of said transaction data, wherein said obtained
clusters are obtained from said clustering module.

5. The method of claim 4 further comprising;:

analyzing said transaction data with respect to said spatio-

temporal behavioral patterns based on semi-automatic
identification and tagging of said spatio-temporal
behavioral patterns, said tagging including at least one
tag associated with at least one template among a
plurality of templates.

6. The method of claim 1 further comprising analyzing
said transaction data with respect to said spatio-temporal
behavioral patterns based on an interpretation of said spatio-
temporal behavioral patterns wherein said spatio-temporal
behavioral patterns include temporal variables comprising
circular variables, wherein each circular variable among said
circular variables are decomposed into two components,
wherein said two components are used for clustering by said
clustering module.

7. The method of claim 2 wherein said GUI allows for
selecting via said profiling tool of said GUI, varying user
characteristics judged relevant for use 1n compiling at least
one user profile among said user profiles and wherein said
feature vectors are preprocessed based on balancing weights
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between every said feature vector among said feature vec-
tors to that said feature vectors are handled by said machine
learning, said machine learning comprising unsupervised
learning.
8. The method of claim 3 further comprising:
saving generated clusterings with respect to said clusters
in said at least one database, wherein said generated
clusterings are generated by said clustering module;
and
visualizing said generated clusterings and said clusters via
said GUI which includes a graphically displayed data
visualization tool that displays said generated cluster-
ings and said clusters.
9. The method of claim 8 further comprising:
automatically determining a number of said clusters from
said transaction data without a user intervention; and
displaying a statistical analysis of recursively segmented
views of said clusters after said clusters are created.
10. The method of claim 1 further comprising automati-
cally describing at least one of said clusters and said user
profile by extracting data from utilizing a user-interpretable
data mining/machine learning technique.
11. A parking lot usage profiling system that improves a
parking management system, said system comprising:
at least one processor; and
a computer-usable medium embodying computer pro-
gram code, said computer-usable medium capable of
communicating with said at least one processor, said
computer program code comprising 1nstructions
executable by said at least one processor and config-
ured for:
collecting transaction data from at least one ofl-street
parking area utilizing at least one data extractor
among a plurality of data extractors;
analyzing said transaction data with respect to spatio-
temporal behavioral patterns using machine learning
that includes feature extraction with respect to said
transaction data collected from said at least one
ofl-street parking area utilizing said at least one data
extractor among said plurality of data extractors;
compiling user profiles from said transaction data in at
least one database that communicates with said at
least one data extractor, 1n response to analyzing said
transaction data with respect to spatio-temporal
behavioral patterns with respect to said at least one
ofl-street parking area; and
providing a visualization engine for visualizing said
user profiles and other data, wherein said visualiza-
tion engine includes a GUI (Graphical User Inter-
tace) for visualizing parking and trathc data and
implementing a framework for creating, testing, and
exploring data processing techniques in geo-spatial
data with ease, said GUI comprising a profiling tool
displayed in a secondary screen of said GUI that
allows said user to select and create a clustering
module, and wherein said profiling tool turther auto-
matically creates profiles from suggested options
that are manually overridden for exploratory pur-
poses 1n a third screen of said GUI, wherein said
spatio-temporal behavior patterns include said geo-
spatial data and wherein said parking and traflic data
include said transaction data, which results 1n
improvements in the functioning of said parking
management system and user profiling in ofl-street
parking applications.
12. The system of claim 11 wherein said instructions for
analyzing said transaction data with respect to said spatio-
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temporal behavioral patterns are based on a representation of
any parking episode via a set of heterogeneous features by
transforming said transaction data into angular variables and
incorporating sine and cosine components thereof in feature
vectors.

13. The system of claim 11 wherein said instructions for
analyzing said transaction data with respect to said spatio-
temporal behavioral patterns are based on clusters of said
transaction data for automatic pattern discovery.

14. The system of claim 11 wherein said instructions for
analyzing said transaction data with respect to said spatio-
temporal behavioral patterns are based on an assessment of
obtained clusters of said transaction data, wherein said
obtained clusters are obtained by said clustering module.

15. The system of claim 14 wherein said instructions for
analyzing said transaction data with respect to said spatio-
temporal behavioral patterns are based on semi-automatic
identification and tagging of said spatio-temporal behavioral
patterns, said tagging including at least one tag associated
with at least one template among a plurality of templates.

16. The system of claim 12 wherein said instructions for
analyzing said transaction data with respect to said spatio-
temporal behavioral patterns are based on an interpretation
of said spatio-temporal behavioral patterns wherein said
spatio-temporal behavioral patterns include temporal vari-
ables comprising circular variables, wherein each circular
variable among said circular variables are decomposed 1nto
two components, wherein said two components are used for

clustering by said clustering module.
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17. The system of claim 11 wherein said instructions are
turther configured for selecting via said GUI, varying user
characteristics judged relevant for use 1n compiling at least
one user proflle among said user profiles and wherein said
feature vectors are preprocessed based on balancing weights
between every said feature vector among said feature vec-
tors to that said feature vectors are handled by said machine
learning, said machine learning comprising unsupervised
learning.

18. The system of claim 13 wherein said instructions are
further configured for:

saving generated clusterings with respect to said clusters

in said at least one database, said generated clusterings
generated via said clustering module; and

visualizing said generated clusterings and said clusters via

said GUI which includes a graphically displayed data
visualization tool that displays said generated cluster-
ings and said clusters provided by said clustering
module.

19. The system of claim 18 wherein said mstructions are

turther configured for:
automatically determining a number of said clusters from
said transaction data without a user intervention; and
displaying a statistical analysis of recursively segmented
views of said clusters after said clusters are created via
said clustering module.
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