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FIG. 2 (RELATED ART)
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FIG. 4 (RELATED ART)
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1
RANDOMIZATION OF PACKET SIZE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of Korean Patent
Application No. 10-2013-0059468 and Korean Patent Appli-
cation No. 10-2014-0039903, respectively filed on May 27,
2013 and Apr. 3, 2014, 1n the Korean Intellectual Property
Oflice, the disclosures of which are incorporated herein by
reference.

BACKGROUND

1. Field of the Invention

The present invention relates to a packet size randomiza-
tion method, and more particularly, to a method of random-
1zing a size ol a packet in a transmission terminal that
receives and transmits the packet from and to a reception
terminal

2. Description of the Related Art

In a data center, use of a many-to-one transmission
pattern, for example MapReduce, 1s increasing. Data flows
may compete with each other 1n an ingress point in a
receiver. For example, i a low-price switch that 1s widely
used 1n the data center, a drop-tail queuing policy may be
used. Accordingly, packet drop may occur fairly in input
ports of the ingress point.

However, when a number of data tlows input to an input
port X 1s lower than a number of data tlows mput to an input
port Y, the data flows mput to the input port X may cause a
transmission control protocol (TCP) timeout to occur, which
may result in a serious loss 1n a TCP throughput. The above
phenomenon may be referred to as a TCP outcast problem.

Accordingly, 1t 1s desire to develop a technology for
solving a TCP outcast problem.

SUMMARY

An aspect of the present invention provides a method of
randomizing a size ol a packet 1n a transmission terminal
that transmits and receives the packet to and from a recep-
tion terminal.

According to an aspect of the present invention, there 1s
provided a randomization method of a transmission termi-
nal, the randomization method including: recognizing a
maximum segment size (MSS) defined for transmission and
reception of a packet with a reception terminal; and ran-
domizing a size of the packet to be less than the MSS.

The randomizing may include determining a degree of
randomization.

The determining may include receiving a parameter used
to adjust the degree of randomization, and determining the
degree of randomization based on the received parameter.

The determining may include determining, by the trans-
mission terminal, a parameter used to adjust the degree of
randomization.

The randomization method may further include collecting
randomization-related information to determine the degree
ol randomization.

The randomization-related information may include at
least one of multiplier information and congestion window
information.

The determining may include collecting the multiplier
information through a parameter of a transmission control
protocol (TCP) stack 1n a kernel of an operating system
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The determining may further include determining
whether a timeout occurs during the transmission and recep-
tion of the packet, based on a change 1n at least one of the
multiplier information and the congestion window 1nforma-
tion.

The determining may include determiming that the tim-
cout does not occur when the multiplier information has a
first numerical value, or determining that the timeout occurs
when the multiplier information has a second numerical
value.

The determining may include determining that timeouts
consecutively occur during the transmission and reception of
the packet when a numerical value of each of at least one of
the multiplier information and the congestion window 1nfor-
mation increases.

The determining may include determiming the degree of
randomization based on a numerical value of each of at least
one of the multiplier information and the congestion window
information.

The degree of randomization may include at least one of
a maximum randomized value, a minimum randomized
value, an expected value of a randomized value, and a
standard deviation of a distribution of randomized values.

The randomizing may include adjusting a size of a
payload of the packet through a randomization function 1n a
transport layer.

The randomization method may further include transmit-
ting the packet of which the size of the payload 1s adjusted
to a lower layer.

The randomizing may include, when a TCP segmentation
offload (TSO) 1s enabled, segmenting a segment that has a
s1ze greater than the MSS and that 1s received from an upper
layer.

The randomizing may include performing randomization
based on a randomization algorithm in at least one of a
router and a switch that are defined in software.

According to another aspect of the present invention,
there 1s provided a randomization method of a transmission
terminal, the randomization method including: monitoring at
least one of congestion window information and multiplier
information of a TCP stack 1n a kernel of an OS; determining
whether a size of a packet transmitted to a reception terminal
1s randomized, based on a result of the momnitoring; and
transmitting the packet to the reception terminal.

The determining may include, when at least one of the
multiplier information and the congestion window informa-
tion has a first numerical value, determining that the size of
the packet 1s not randomized

When at least one of the multiplier information and the
congestion window information has a second numerical
value, the size of the packet may be randomized. When a
value of each of at least one of the multiplier information
and the congestion window information increases, a degree
ol randomization may increase.

According to another aspect of the present invention,
there 1s provided a transmission terminal, including: a con-
troller to recognize an MSS defined for transmission and
reception of a packet with a reception terminal, and to
randomize a size of the packet to be less than the MSS; and
a communication unit to transmit the packet to the reception
terminal.

According to various embodiments, there 1s provided a
packet size randomization method of a transmission terminal
that randomizes a size of each of at least one of a header and
a payload of a packet and that transmits and receives the
packet to and from a reception terminal. For example, a size
of each of at least one of the header and the payload of the
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packet may be randomized to be less than an MSS and
accordingly, a TCP outcast problem may be solved.
Various embodiments may be applied, for example, to a

TCP stack of an OS, an ofiload engine of a network interface
card (NIC), a router, a switch, and the like.

Additionally, 1n the TCP stack of the OS, various embodi-
ments may be applied to a server-level OS, for example
Windows or Unix, and the like and accordingly, compat-
ibility may be maximized. When 10 Gigabits per second
(Gbps) 1s generalized due to an increase 1n a transmission
speed, a large segment offload (LSO) of an NIC may be
expected to be mevitably used. Various embodiments may
be applied to the oflload engine of the NIC, and may be used
in a hardware market.

Furthermore, various embodiments may be applied to a
software-defined router and/or switch, and the like, and may
also be actively used for traflic management.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects, features, and advantages of
the invention will become apparent and more readily appre-
ciated from the following description of exemplary embodi-
ments, taken 1n conjunction with the accompanying draw-
ings of which:

FIG. 1 1s a diagram illustrating a topology to which
various embodiments are applicable;

FIG. 2 1s a diagram 1illustrating processing of flows 1n an
ingress switch environment including two mput ports, for
example mmput ports X and Y, and a single output port, for
example an output port 7, according to a related art;

FIGS. 3A and 3B are graphs illustrating a relationship
between a throughput and a round-trip time (R1T) between
a transmission terminal and a reception terminal;

FI1G. 4 15 a table 1llustrating an applicable method accord-
ing to a related art;

FIG. 5 1s a flowchart illustrating a randomization method
ol a transmission terminal according to an embodiment;

FIG. 6 1s a flowchart illustrating a method of determining,
a degree of randomization according to an embodiment;

FI1G. 7 1s a block diagram 1llustrating a transmission node
according to an embodiment;

FIG. 8A 1s a diagram 1illustrating a randomized packet
according to an embodiment;

FIG. 8B 1s a diagram illustrating a flow processing
enhancement based on application of a randomization
method according to an embodiment;

FIG. 9 1s a graph illustrating a test result 1n a network
simulation:

FIG. 10A 1s a graph 1illustrating a relationship between a
time and a congestion window, 1n an example of CUBIC that
1s a congestion control algorithm used as a default 1n a Linux
kernel; and

FIG. 10B 1s a graph 1llustrating a change in a degree of
randomization of a transmission terminal, based on a con-
gestion window situation of FIG. 10A.

DETAILED DESCRIPTION

Reference will now be made 1n detaill to exemplary
embodiments of the present invention, examples of which
are 1llustrated 1n the accompanying drawings, wherein like
reference numerals refer to the like elements throughout.
Exemplary embodiments are described below to explain the
present invention by referring to the figures.

FIG. 1 1s a diagram illustrating a topology to which
various embodiments are applicable.
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As 1illustrated 1n FIG. 1, the topology may include Corel
to Cored, aggregation (Aggr) Agerl to Ager8, Edgel to
Edge8, and terminals R and S1 to S15.

Each of Corel to Cored may be connected to Aggrl to
Agor8. Additionally, each of Aggrl to Aggr8 may be con-
nected to Edgel to Edge8. Each of Edgel to Edge8 may be
connected to the terminals R and S1 to S15. Corel to Cored,
Agorl to Ager8, Edgel to Edge8 and the terminals R and S1
to S15 may form a fat-tree structure. The topology of FIG.
1 may be based on a fat-tree topology, and may be called a
multi-rooted and hierarchical topology. The topology of
FIG. 1 1s merely an example and accordingly, one of
ordinary skill in the art may easily understand that embodi-
ments 1n the present disclosure may be applied to various
topologies and there 1s no limitation to a type of applied
topologies.

Corel to Cored, Aggrl to Aggr8, and Edgel to Edge8 may
be switches forming a topology. The terminals R and S1 to
S15 may be leal nodes of a topology that transmit and
receive data tlows or packets.

In an existing many-to-one transmission application, for
example MapReduce, and the like, multiple flows may be
concentrated to each of ports of an ingress switch of a
reception terminal.

Accordingly, flows may compete with each other to enter
a transmission queue of an ingress switch. An existing
commercial switch may employ a drop-tail first-in, first-out
(FIFO) queuing scheme. In the existing commercial switch,
a port blackout may occur. The port blackout may refer to a
phenomenon 1n which packets iput to a predetermined port
of an 1ngress switch are consecutively dropped.

FIG. 2 1s a diagram 1llustrating processing of flows in an
ingress switch environment including two iput ports, for
example 1nput ports X and Y, and a single output port, for
example an output port Z, according to a related art.

An mput time 1 which each of first packets X1, X2, X3,
and X4 1nputs to the mput port X may be different from an
input time 1n which each of second packets Y1, Y2, Y3, and
Y4 1nputs to the mput port Y. In other words, an arrival time
of each of the first packets X1, X2, X3, and X4 may be
different from an arrival time of each of the second packets
Y1,Y2,Y3, and Y4. For example, reterring to FIG. 2, arrival
times T[Y1], T[Y2], T[Y3], and T[Y4] of the second packets
Y1,Y2, Y3, and Y4 may be earlier than arrival times T[X1],
T[X2], T[X3], and T[X4] of the first packets X1, X2, X3,
and X4. Since a drop-tail FIFO queuing scheme 1s used 1n
FIG. 2, all the first packets X1, X2, X3, and X4 input to the
iput port X may be dropped, and as a result, the second
packets Y1, Y2, Y3, and Y4 input to the mput port Y may
be output to the output port Z.

Port blackout may occur 1n all ports, instead of occurring,
in only a specific port. However, a TCP timeout may be
caused by continuous packet drops and as a result, a sending
rate may be rapidly reduced. The above problem may be
referred to as a ““I'CP outcast problem.” The TCP outcast
problem may be likely to occur 1n a hierarchical topology,
for example, a fat-tree topology. Referring back to FIG. 1,
when many-to-one transmission 1s performed between the
terminal R as a reception terminal, and the terminals S1 to
S15 as transmission terminals, the following three flows
may exist based on a distance between the terminals R and
S1 to S15:

1) 2-hop flow: S1->R

2) 4-hop flows: S2->R, S3->R

3) 6-hop flows: [S4,. . ., S15]->R

A TCP throughput may typically be mversely propor-
tional to a round-trip time (RTT) between a transmission
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terminal and a reception terminal. Accordingly, 1t may be
expected that the 2-hop flow may have a greatest throughput
and the 6-hop tlows may have a lowest throughput, however,
a result contrary to expectations may be determined as
shown 1 FIGS. 3A and 3B. FIGS. 3A and 3B are graphs
illustrating a relationship between a throughput and an RTT
between a transmission terminal and a reception terminal
Results of FIGS. 3A and 3B may be associated with port
blackout occurring 1n Edgel of FIG. 1.

In Edgel, two mput ports, for example, Edgel:S1, and
Edgel:Agerl may be used. Edgel:Aggr2 may be assumed
to be a redundant port. For example, a single flow, for
example a flow from S1 to R, may be mnput to Edge
Edgel:S1, and 14 flows may be mput to Edgel:Aggrl. In
this example, port blackout may occur in each of Edgel:S1
and Edgel:Aggrl. Because all packets that are consecu-
tively dropped due to the port blackout may be a portion of
the flow from S1 to R 1n Edgel:S1, the flow from S1 to R
may cause a TCP timeout to occur by a TCP congestion
control, and may reduce a congestion window size to “1.” In
other words, a transmission speed may be seriously reduced.

On the other hand, 14 flows may be mixed and mput to
Edgel:Agerl. Accordingly, a large loss may not occur 1n
cach of the 14 flows, despite consecutive packet drops.

To solve the above problem, a method according to a
related art may be tested as shown 1n FIG. 4. FIG. 4 1s a table
illustrating an applicable method according to a related art.
In a random early detection (RED) technique and a stochas-
tic fair queuing (SFQ) technique, as link layer solutions,
drop-tail queuing may not be performed. Accordingly, an
outcast problem may not occur.

However, RED equipment may be expensive, and may
exhibit RTT bias. Additionally, SFQ equipment may be very
expensive, and may hardly be used 1n a commercial switch.
A TCP pacing technique may be used as a transport layer
solution, to adjust a time 1nterval between packets during
transmission of packets. To apply the TCP pacing technique
to the above problem, accuracy 1n time 1n microseconds (us)
may need to be secured. However, 1t may be dificult to
realize the TCP pacing technique due to a structure of a
central processing unit (CPU) and/or an operating system
(OS). An equal-length routing technique may be used as a
network layer solution, to divert all tlows to the same path.
However, 1n the equal-length routing technique, a detour
path may be selected intentionally instead of a shortest path
and accordingly, an efliciency of a network may be signifi-
cantly reduced.

To solve the above-described problems 1n a related art, a
randomization method of randomizing a size of a packet, for
example, a size of a payload of a packet according to
embodiments may be used.

In a packet size determination method according to a
related art, a size of a TCP payload may be set to be equal
to a maximum value as a maximum segment size (MSS) at
all times. To reduce a header overhead, the above-described
payload size determination method may be used. However,
when a TCP outcast problem occurs, embodiments of the
present disclosure may provide a method of randomizing a
TCP payload size within a range less than the MSS to solve
the problems 1n the related art.

FIG. 5 15 a flowchart 1llustrating a randomization method
of a transmission terminal according to an embodiment.

Referring to FIG. 5, in operation 510, the transmission
terminal may recognize an MSS that 1s defined in advance
for transmission and reception of a packet with a reception
terminal. The MSS may refer to a maximum size allowed
during segmenting of the packet.
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The transmission terminal and the reception terminal may
recognize an MSS during installation of a preset protocol, or
may recognize the MSS by exchanging messages to each
other. Additionally, the transmission terminal may receive
information on the MSS from a manager.

In operation 520, the transmission terminal may random-
1z¢e a size ol the packet to be less than the MSS. For example,
the transmission terminal may randomize a size of a payload
of the packet to be less than the MSS.

The transmission terminal may determine a size of a
payload to be a value between “1” and the MSS. Because a
separate fragmentation may be caused by randomization of
the size of the packet to be greater than the MSS, the
transmission terminal may randomize the size of the packet
to be less than the MSS.

The transmission terminal may determine a degree of
randomization during randomizing of the size of the payload
of the packet. The degree of randomization may include at
least one of a maximum randomized value randMAX, a
minimum randomized value randMIN, an expected value
randEXP of a randomized value, and a standard deviation
randSTDV of a distribution of randomized values. The
transmission terminal may adjust the degree of randomiza-
tion using parameters.

The transmission terminal may operate in a manual mode,
and may determine the degree of randomization. For
example, the transmission terminal may set up the degree of
randomization based on a policy of a preset operator. A
plurality of TCP parameters may be set to default values 1n
an OS, and may be changed by a system manager or
operator, 1f necessary. Accordingly, the transmission termi-
nal may set up and change the degree of randomization.

In an example, 1n a data center, a system manager, a
program, or a specific algorithm may recognize, in advance,
a Teature of a specific many-to-one flow. The system man-
ager, the program, or the specific algorithm may analyze, 1n
advance, the degree of randomization specialized for various
examples, and the degree of randomization may be manually
set based on an analysis result.

In another example, a transmission terminal may operate
in an automatic mode, and may determine the degree of
randomization. The transmission terminal may collect a
variety ol randomization-related information to determine
the degree of randomization. The transmission terminal may
determine the degree of randomization based on the col-
lected randomization-related information. For example, the
transmission terminal may collect a TCP multiplier as ran-
domization-related information, and may monitor the TCP
multiplier.

This 1s because 1t 1s found as a test result that a multiplier
used for backofl during retransmission timeout (RTO) of a
TCP 1s an important factor to cause a TCP outcast problem
to occur.

For example, when an acknowledgement (ACK) for a
transmitted packet 1s not received, the transmission terminal
may enter a timeout, that 1s, the transmission terminal may
not transmit the packet during a specific period of time.
When the timeout ends, the transmission terminal may not
perform transmission again, due to a slow start. Additionally,
when the ACK 1s not recerved again, another timeout may
occur. As described above, since timeouts may consecu-
tively occur, a period of the timeouts may be exponentially
increased. When the above situation is repeated, a transmis-
s1on efliciency may be reduced.

According to an embodiment, a transmission terminal
may monitor a change i a multiplier of a specific tlow.
While monitoring the change 1n the multiplier, the transmis-
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sion terminal may easily determine whether a transmission
environment 1s deteriorated when the specific flow enters a
timeout.

According to an embodiment, a transmission terminal
may recognize a multiplier of a specific flow, using a 5
parameter of a TCP stack 1n a kernel of an OS. For example,
when the multiplier has a first numerical value, for example,
“1,” the transmission terminal may determine that a timeout
does not occur. When the timeout occurs, the transmission
terminal may determine that the multiplier increases. When 10
the multiplier increases, the transmission terminal may
determine that timeouts consecutively occur. For example,
when the multiplier has a value of “2,” the transmission
terminal may determine that a single timeout occurs. When
the multiplier has a value of “4,” the transmission terminal 15
may determine that two consecutive timeouts occur. When
the multiplier has a value of *8,” the transmission terminal
may determine that three consecutive timeouts occur. Addi-
tionally, when a product of an RTO and a multiplier is less
than a maximum value of a timeout, the transmission 20
terminal may determine a linear relationship between the
above-described multiplier and a timeout occurrence fre-
quency.

FIG. 6 1s a flowchart illustrating a method of determining,

a degree of randomization according to an embodiment. 25

Referring to FIG. 6, in operation 610, a transmission
terminal may monitor a multiplier. As described above, the
transmission terminal may recognize a multiplier of a spe-
cific flow, using a parameter of a TCP stack 1n a kernel of an
OS. 30

When the multiplier has a first numerical value, for
example “1,” 1n operation 620, the transmission terminal
may not perform randomization i operation 630. The
transmission terminal may determine that a timeout does not
occur, and may set the degree of randomization to “0.” 35

In operation 640, the transmission terminal may deter-
mine the degree of randomization based on a value of the
multiplier. For example, when a product of the multiplier
and an RTO 1s less than a maximum value of a timeout, the
transmission terminal may increase the degree of random- 40
1zation based on an increase in the multiplier. In other words,
the transmission terminal may determine that a timeout
occurrence Ifrequency increases as the multiplier increases,
and may increase the degree of randomization. One of
ordinary skill in the art may easily understand that an 45
increase range ol the degree of randomization may not be
limited and that the scope of the right may not be limited due
to an increase in the degree of randomization.

Hereinafter, a randomization function may be imple-
mented based on various embodiments. 50
In an example, the randomization function may be 1mple-

mented 1n a TCP stack of a kernel of an OS. A transmission
module may adjust a size of a payload of a packet using the
randomization function in a transport layer, and may trans-
mit the packet to a lower layer. 55

In this example, a segment size may also be randomized
in the transport layer used for congestion control and accord-
ingly, 1t 1s possible to implement randomization based on a
variety of information. Additionally, 1t 1s possible to 1mple-
ment randomization by correcting a kernel (that 1s, software) 60
of an OS.

In another example, the randomization function may be
implemented 1n an offload engine of a network interface card
(NIC). For example, when a TCP segmentation oflload
(TSO) 1s enabled, the NIC may receive, from an upper layer, 653
a large segment having a size greater than the MSS, instead
of recerving a segment having the MSS. The oflload engine
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of the NIC may segment the received large segment.
Accordingly, 1t 1s possible to minimize consumption of a
CPU cycle and to randomize a size of a packet in hardware.
Additionally, a transport layer may recerve, from the NIC, a
variety of information required to randomize a size of a
packet, for example mput parameters of a degree-of-ran-
domization calculation module and a randomization module.

In still another example, the randomization function may
be implemented 1n a software-defined router and/or switch.
In this example, a randomization algorithm may be applied.

FIG. 7 1s a block diagram 1llustrating a transmission node
700 according to an embodiment.

T'he transmission node 700 may include a controller 710,
and a communication unit 720.

-

The controller 710 may generate a packet that 1s to be
transmitted by the communication unit 720. The controller
710 may generate a packet based on a preset protocol, and
may determine a size of the packet. The controller 710 may
recognize an MSS defined 1 advance for transmission and
reception of the packet with a reception terminal. The
controller 710 may randomize a size of a payload of the
packet to be less than the MSS. The controller 710 may be
implemented, for example, as an integrated circuit (IC) chip,
a microprocessor, a minicomputer, and the like.

The communication unit 720 may transmit the packet
having the randomized size to the reception terminal The
communication unit 720 may include various communica-
tion modules, for example, an antenna, a demodulator, a
modulator, a frequency processing apparatus, and a filter
apparatus.

The controller 710 may determine a degree of random-
ization. In an example, the controller 710 may receive a
parameter used to adjust the degree of randomization from
an external source, and may operate in a manual mode to
determine the degree of randomization. In another example,
the controller 710 may operate in an automatic mode to
determine a parameter used to adjust the degree of random-
1zation.

The controller 710 may collect randomization-related
information to determine the degree of randomization. The
randomization-related information may be, for example,
multiplier information, as described above. The controller
710 may collect the multiplier information, using a param-
eter of a TCP stack 1n a kernel of an OS.

The controller 710 may determine whether a timeout
occurs during the transmission and reception of the packet,
based on a change 1n the multiplier. When the multiplier has
a first numerical value, the controller 710 may determine
that the timeout does not occur. When the multiplier has a
second numerical value, the controller 710 may determine
that the timeout occurs. When a numerical value of the
multiplier increases, the controller 710 may also determine
that timeouts consecutively occur during the transmission
and reception of the packet.

The controller 710 may determine the degree of random-
ization based on the numerical value of the multiplier. The
degree of randomization may include at least one of a
maximum randomized value, a minimum randomized value,
an expected value of a randomized value, and a standard
deviation of a distribution of randomized values.

During randomization of a size of a payload of the packet,
the controller 710 may adjust the size of the payload through
a randomization function 1n a transport layer. The commu-
nication unit 720 may transmit the packet of which the size
of the payload 1s adjusted to a lower layer.
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When a TSO 1s enabled, the controller 710 may segment
a segment that has a size greater than the MSS and that 1s
received from an upper layer.

The controller 710 may perform randomization based on
a randomization algorithm 1n at least one of a router and a
switch that are defined 1n software.

FIG. 8A 1s a diagram 1illustrating a randomized packet

according to an embodiment.
As shown in FIG. 8A, a s1ze of each of payloads 802, 812,

822 and 832 of first packets X1, X2, X3, and X4 may be
randomized and accordingly, the first packets X1, X2, X3,
and X4 may have different sizes. The first packets X1 to X4
may include headers 801, 811, 821, and 831, respectively.
Randomization of a size of each of the payloads 802 to 832
of the first packets X1 to X4 of FIG. 8A has been described,
however, this 1s merely an example. For example, in a
randomization method according to an embodiment, a size
ol a portion of a header of the packet may be randomized

FIG. 8B 1s a diagram 1illustrating a flow processing
enhancement based on application of a randomization
method according to an embodiment. Similarly to FIG. 2,
FIG. 8B illustrates an ingress switch environment including
two 1nput ports, for example input ports X and Y, and a
single output port, for example, a output port Z.

As shown i FIG. 8B, each of packets to which a
randomization method according to various embodiments 1s
applied, may have a random size. For example, a size of a
payload of a packet may be set to be less than an MSS
depending on embodiments, and accordingly each of first
packets X1, X2, X3, and X4 and second packets Y1, Y2, Y3,
and Y4 may have a random size.

Accordingly, processing of the first packets X1 to X4
input to the mput port X, and the second packets Y1 to Y4
input to the mput port Y, that 1s, output to the output port Z.

For example, referring to FIG. 8B, a size of the first packet
X2 may be randomized to be less than a size of the second
packet Y2. Accordingly, unlike the processing of FIG. 2, an
arrival time T[X2] of the first packet X2 may be earlier than
an arrival time T[Y2] of the second packet Y2, and the first
packet X2, instead of the second packet Y2, may be mput to
an output queue. Accordingly, when the first packets X1 to
X4 are synchronized slightly later than the second packets
Y1 to Y4, the first packets X1 to X4 and the second packets
Y1 to Y4 may be appropriately input to the output queue.

FIG. 9 1s a graph illustrating a test result 1n a network
simulation.

Referring to FIG. 9, when a packet size 1s not randomized,
that 1s, when a degree of randomization rand 1s set to “0,” a
flow from S1 to R may have a lowest transmission perfor-
mance. A tlow from S2 to R, and a flow from S3 to R may
have a second lowest transmission performance, and a third
lowest transmission performance, respectively. However,
when the degree of randomization rand i1s increased, for
example, to a range of 0.8 to 0.9, all flows may have similar
transmission performances.

The transmission terminal may collect a congestion win-
dow as randomization-related information, and may monitor
the congestion window. For example, when a packet loss 1s
detected, a TCP may reduce a congestion window through a
congestion control algorithm. Until a next packet loss 1s
detected 1mmediately after the congestion window 1s
reduced, the TCP may gradually increase the congestion
window. The congestion window may be increased by an
algorithm unique to an OS. When the congestion window 1s
reduced immediately after a packet loss 1s detected, the
transmission terminal may determine that a relatively low
network congestion occurs, because the network congestion
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may be reduced due to a reduction 1n a sending rate by a flow
that detects the packet loss. Conversely, when the congestion
window 1s gradually increased, the transmission terminal
may determine that the network congestion 1s 1ncreased.

Accordingly, the transmission terminal may determine the
degree of randomization based on an increase and decrease
in the congestion window. For example, FIG. 10A illustrates
a relationship between a time t and a congestion window
(cwnd), as an example of CUBIC that 1s a congestion control
algorithm used as a default 1n a Linux kernel. As shown 1n
FIG. 10A, the congestion window may increase over time.

The transmission terminal may determine the degree of
randomization while monitoring the congestion window. For
example, FIG. 10B 1s a graph illustrating a change in a
degree of randomization of a transmission terminal, based
on a congestion window situation of FIG. 10A. As shown 1n
FIG. 10B, the transmission terminal may increase the degree
of randomization based on an increase in the congestion
window.

The above-described Linux environment of FIG. 10A 1s
merely an example, and one of ordinary skill 1n the art may
understand that the degree of randomization may be deter-
mined using a congestion window, regardless of a type of
OSs. Additionally, the scope of the right may not be limited
based to the type of OSs.

The units described herein may be implemented using
hardware components and software components. For
example, the hardware components may include micro-
phones, amplifiers, band-pass filters, audio to digital con-
vertors, and processing devices. A processing device may be
implemented using one or more general-purpose or special
purpose computers, such as, for example, a processor, a
controller and an arithmetic logic unit, a digital signal
processor, a microcomputer, a field programmable array, a
programmable logic unit, a microprocessor or any other
device capable of responding to and executing instructions
in a defined manner. The processing device may run an
operating system (OS) and one or more soltware applica-
tions that run on the OS. The processing device also may
access, store, manipulate, process, and create data 1n
response to execution of the software. For purpose of
simplicity, the description of a processing device 1s used as
singular; however, one skilled 1n the art will appreciated that
a processing device may include multiple processing ele-
ments and multiple types of processing elements. For
example, a processing device may include multiple proces-
sors or a processor and a controller. In addition, different
processing configurations are possible, such a parallel pro-
CEeSSOrs.

The software may include a computer program, a piece of
code, an 1nstruction, or some combination thereof, to inde-
pendently or collectively instruct or configure the processing
device to operate as desired. Software and data may be
embodied permanently or temporarily in any type of
machine, component, physical or virtual equipment, com-
puter storage medium or device, or 1n a propagated signal
wave capable of providing instructions or data to or being
interpreted by the processing device. The software also may
be distributed over network coupled computer systems so
that the software 1s stored and to executed i a distributed
fashion. The software and data may be stored by one or more
non-transitory computer readable recording mediums.

The above-described embodiments of the present mnven-
tion may be recorded in non-transitory computer-readable
media including program instructions to implement various
operations embodied by a computer. The media may also
include, alone or 1n combination with the program instruc-
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tions, data files, data structures, and the like. The program
instructions recorded on the media may be those specially
designed and constructed for the purposes of the embodi-
ments, or they may be of the kind well-known and available
to those having skill in the computer soitware arts. Examples
of non-transitory computer-readable media include mag-
netic media such as hard disks, floppy disks, and magnetic
tape; optical media such as CD ROM disks and DVDs;
magneto-optical media such as optical discs; and hardware
devices that are specially configured to store and perform
program instructions, such as read-only memory (ROM),
random access memory (RAM), tlash memory, and the like.
Examples of program instructions include both machine
code, such as produced by a compiler, and files containing
higher level code that may be executed by the computer
using an interpreter. The described hardware devices may be
configured to act as one or more software modules 1n order
to perform the operations of the above-described embodi-
ments of the present invention, or vice versa.

A number of examples have been described above. Nev-
ertheless, 1t should be understood that various modifications
may be made. For example, suitable results may be achieved
if the described techniques are performed 1n a different order
and/or 1 components 1n a described system, architecture,
device, or circuit are combined 1n a different manner and/or
replaced or supplemented by other components or their
equivalents. Accordingly, other implementations are within
the scope of the following claims.

What 1s claimed 1s:

1. A randomization method of a transmission terminal, the
randomization method comprising:

processing computer executable program code embodied

in non-transitory computer readable storage media by
one or more processors, the computer executable pro-
gram code comprising:

program code that recognizes by the transmission termi-

nal, a maximum segment size (MSS) defined for trans-
mission and reception of a packet with a reception
terminal:
program code that collects randomization-relation infor-
mation comprising a multiplier used for backoil during
retransmission timeout (RTO) of a transmission control
protocol (TCP) to determine a degree of randomization;
and
program code that randomizes by the transmission termi-
nal, a size of the packet using a degree of randomiza-
tion, wherein the size of the packet 1s less than the
MSS,

wherein the program code that randomizes comprises
program code that determines the degree of random-
ization based on the collected randomization-related
information,

wherein the degree of randomization includes at least one

of a maximum randomized value, a minimum random-
1zed value, an expected value of a randomized value,
and a standard deviation of a distribution of random-
1zed values,

wherein the program code that randomizes comprises

program code that 1dentifies a relationship between the
multiplier and a timeout occurrence frequency based
on a comparison between a maximum value of a
timeout and a product of the RTO and the multiplier,
and

wherein the degree of randomization i1s determined to be

increased based on an increase in the multiplier when
the product of the RTO and the multiplier 1s less than
the maximum value of the timeout.
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2. The randomization method of claim 1, wherein the
program code that randomizes comprises program code that
determines the degree of randomization.

3. The randomization method of claim 2, wherein the
program code that determines the degree of randomization
comprises program code that determines by the transmission
terminal, a parameter used to adjust the degree of random-
1zation.

4. The randomization method of claim 3, wherein the

program code that determines a parameter comprises pro-
gram code that collects multiplier information of a TCP
stack 1n a kernel of an operating system (OS).

5. The randomization method of claim 3, wherein the
program code that determines a parameter further comprises
program code that determines whether a timeout occurs
during the transmission and reception of the packet, based
on a change 1n multiplier information of a TCP stack 1n a
kernel of an operating system (OS).

6. The randomization method of claim 5, wherein the
program code that determines whether a timeout occurs
comprises program code that determines that the timeout
does not occur when the multiplier information has a first
numerical value, or that determines that the timeout occurs
when the multiplier information has a second numerical
value.

7. The randomization method of claim 6, wherein the
program code that determines whether a timeout occurs
comprises program code that determines that timeouts con-
secutively occur during the transmission and reception of the
packet when a numerical value of the multiplier information
1ncreases.

8. The randomization method of claim 1, wherein the
program code that determines that a loss occurs comprises
program code that determines that the loss occurs when a
numerical value of the congestion window information
Increases.

9. The randomization method of claim 6, wherein the
program code that determines the degree of randomization
comprises program code that determines the degree of
randomization based on a numerical value of each of at least
one of the multiplier information and the congestion window
information.

10. The randomization method of claim 2, wherein the
degree of randomization comprises at least one of a maxi-
mum randomized value, a minimum randomized value, an
expected value of a randomized value, and a standard
deviation of a distribution of randomized values.

11. The randomization method of claim 1, wherein the
program code that randomizes comprises program code that
adjusts a size of a payload of the packet through a random-
ization function 1n a transport layer.

12. The randomization method of claim 11, further com-
prising: program code that transmits the packet of which the
s1ze of the payload 1s adjusted to a lower layer.

13. The randomization method of claim 1, wherein the
program code that randomizes comprises, when a TCP
segmentation offload (TSO) 1s enabled, program code that
segments a segment that has a size greater than the MSS and
that 1s received from an upper layer.

14. The randomization method of claim 1, wherein the
program code that randomizes comprises program code that
performs randomization based on a randomization algorithm
in at least one of a router and a switch that are defined 1n
soltware or hardware.

15. A randomization method of a transmission terminal,
the randomization method comprising:
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processing computer executable program code embodied
in non-transitory computer readable storage media by
one or more processors, the computer executable pro-
gram code comprising:

program code that monitors by the transmission terminal,
at least one of congestion window information and
multiplier information of a transmission control proto-

col (TCP) stack 1n a kernel of an operating system
(OS), wherein the multiplier information 1s used for
backoil during retransmission timeout (RTO) of a TCP;
program code that determines by the transmission termi-
nal, whether a size of a packet transmitted to a recep-
tion terminal 1s to be randomized, based on a result of
the monitoring;
program code that randomizes by the transmission termi-
nal, a size of the packet using a degree of randomiza-
tion, depending on a result of the determining; and
program code that transmits from the transmission termi-
nal, the packet having the randomized size to the
reception terminal,
wherein the degree of randomization includes at least one
of a maximum randomized value, a minimum random-
1zed value, an expected value of a randomized value,
and a standard deviation of a distribution of random-
1zed values
wherein the program code that randomizes comprises:
program code that identifies a relationship between the
multiplier and a timeout occurrence frequency based
on a comparison between a maximum value of a
timeout and a product of the RTO and the multiplier,
and
wherein the degree of randomization 1s determined to be
increased based on an increase in the multiplier when
the product of the RTO and the multiplier 1s less than
the maximum value of the timeout.
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16. A transmission terminal, comprising:
one or more processors that process computer executable
program code embodied 1n non-transitory computer
readable storage media, the computer executable pro-
gram code comprising;:
controller program code that recognizes a maximum
segment size (MSS) defined for transmission and
reception of a packet with a reception terminal, collects
randomization-related information comprising a multi-
plier used for backofl during retransmission timeout
(RTO) of a transmission control protocol (TCP) to
determine a degree of randomization, and randomizes
a size ol the packet using a degree of randomization
based on the collected randomization-related informa-
tion, wherein the size of the packet 1s less than the
MSS:; and
communication program code that transmits the packet
having the randomized size to the reception terminal,
wherein the degree of randomization includes at least one
of a maximum randomized value, a minimum random-
1zed value, an expected value of a randomized value,
and a standard deviation of a distribution of random-
1zed values,
wherein the controller program code further comprises:
program code that 1identifies a relationship between the
multiplier and a timeout occurrence frequency based
on a comparison between a maximum value of a
timeout and a product of the RTO and the multiplier,
and
wherein the degree of randomization 1s determined to be
increased based on an increase in the multiplier when
the product of the RTO and the multiplier 1s less than
the maximum value of the timeout.
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