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SYSTEMS AND METHODS FOR
COORDINATING SIGNAL INJECTIONS TO
UNDERSTAND AND MAINTAIN

ORTHOGONALITY AMONG SIGNAL
INJECTIONS PATTERNS IN UTILITY GRIDS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a national stage filing under 35 U.S.C.
371 of PCT/US2015/040357, filed Jul. 14, 2015, which
claims the benefit of U.S. Provisional Application No.

62/025,614, filed Jul. 17, 2014, the disclosures of which are
incorporated by reference 1n their entireties herein.

BACKGROUND

The performance of utilities grids—their reliability,
safety, and efliciency—can be drastically improved through
sensing key parameters and using those results to direct the
operations and maintenance of the grid, by identifying
taults, directing appropriate responses, and enabling active
management such as incorporating renewable sources 1nto
clectrical grids while maintaining power quality.

Sensor networks are often used to monitor utilities grids.
These sensor networks may 1nclude smart meters located at
the ends of the grid, sensors at grid nodes, and sensors on or
around the uftilities lines, these sensors measuring grid
parameters such as tlow rates 1n water grids, power quality
in electrical grids, or pressures in uftilities grids. These
sensors are transducers, usually outputting analog signals
representative ol the measured properties. These outputs
need to be characterized to map to specific values of those
properties, and/or classified so that they may represent
particular states of the world, such as a potential leak that
requires investigation, or identification of 1ncreases 1n reac-
tive power when 1ncorporating a renewable resource 1nto an
clectrical grnid. Characterization of sensors 1s usually done
through bench testing, while the sensors may have various
interferences in the environment surrounding them; in-situ
characterization of sensors on a utility grid monitoring
network would be preferred, but 1s diflicult for the large
numbers of sensors used to monitor a utilities grid and the
difficulty 1n accessing many of those sensors.

The trend in analyzing grid sensor data and directing
responses 1s “big data,” which uses large amounts of grid
historical data to build models used for classification and
direction of responses. These big data models, however, are
limited to correlations, as they mine historical data to build
the models, limiting their effectiveness for actively directing,
treatments or making fine adjustments. Further, these big
data models typically require large volumes of data that
prevent highly granular understandings of grid conditions at
particular grid nodes or locations or that can only achieve
such granularity after long operations; some have applied
machine learning techniques and i1mproved models to
increase speed and granularity, but even these approaches
continue to rely on correlations from passively collected
historical data.

Signal 1jections have been used to highlight grid faults,
such as discovering nodes where power 1s being illegally
drawn from an AC power grid; these techniques rely on
already-characterized high-quality sensors such as “smart
meters” and are occasional, grid-wide individual actions, not
coordinated to be conducted concurrently or sequentially
and thus not suitable for 1n-situ calibration of a large number
of diverse sensors. Signal injections have also been used to
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test grid-wide response to large changes in high levels of the
orid, such as at the HVDC distribution level. Those signal
injections have been large, individual, and human mediated,
not susceptible to automation, smaller-scale local testing or
concurrent or sequential implementation of tests, again
mappropriate  for calibrating and characterizing the
responses of individual local sensors 1n-situ. To adopt signal
injection for regular 1n-situ characterization of sensors on a
highly sensorized grid, there 1s a need to be able to inject
signals concurrently and sequentially to increase sample
sizes and enable automation without confounding sensor
responses with other signal injections.

Utilities grid management would benefit greatly from
real-time cause-and-eflect understanding of sensor
responses to overcome the issues with big data smart grid
approaches and allow for real-time, granular, and fine-tuned
orid monitoring and management to more fully capitalize on
the potential of smart grid to optimize grid parameters and
respond to potential grid pathologies, by enabling such
optimization to be done at more local levels across these
highly variant systems.

SUMMARY

The present invention 1s directed towards the automated
coordination of signal injections into a utilities grid to enable
multiple concurrent and sequential tests of sensor response
to grid events, by receiving a set of potential signal 1njec-
tions, computing spatial and temporal reaches for the signal
injections, generating a set of signal 1njections having non-
overlapping reaches, and implementing the generated set of
signal 1injections into the utility grid at the given times and
locations.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a flow diagram of the steps of a method of the
invention.

FIG. 2 1s a map of a utility grid, its associated network of
sensors, and the spatial reaches of signal injections selected
for implementation by an example of the mvention.

FIG. 3 15 a system diagram of a system of the invention.

FIG. 4 1s a data flow diagram of the flows of information
among various components ol a system of the mvention.

FIG. 5 1s a flowchart for an iterative process for assigning,
signal 1njections to particular times and locations.

FIG. 6 1s a diagram depicting the architecture of system
embodiments and their interactions with a utility grid.

DETAILED DESCRIPTION

Si1gnal 1njections provide a means of characterizing sensor
responses or improving sensor output classifications to
improve understanding of current grid events on a utility
orid momitored through a sensor network, such as “smart
orid” eflorts. This understanding may be improved and
refined most efliciently when tests of sensor response to
signal 1njections may be run concurrently and successively
to maximize the sample size and produce spatial and tem-
poral granularity in the understanding of sensor outputs, but
without these various tests confounding one another’s
results. As a result, 1t 1s advantageous to automatically
coordinate multiple signal injections nto a utility grid 1n
time and space ensuring a larger sample size than would be
otherwise possible, while also ensuring that the samples
themselves are not confounded by overlapping signal 1njec-
tions. The resulting large number of unconfounded experi-
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mental samples allows the generation of actionable, cause-
and-etfect knowledge that has suflicient temporal and spatial
granularity to drive localized optimization, realizing the
potential of “smart grid” optimization techniques for man-
aging grid maintenance, fault response, improvements of
clliciency and providing richer mtelligence to grid operators.

FIG. 1 1s a flowchart of a method of the invention. A set
of potential signal mnjections are received 1n step 100, spatial
and temporal reaches are computed for the potential signal
injections i step 102, a plurality of the potential signal
injections are selected and coordinated such that their spatial
and temporal reaches do not overlap in step 104, and the
signal 1njections are implemented into the utility grid in step
106. Optionally, sensor data may be collected within at least
the spatial and temporal reaches of the signal injections in
step 108. The sensor data 1s the output of sensors along the
utility grid, such as the electrical waveforms output by
transducers measuring grid parameters, or processed outputs
from those sensors along the utility grid. Data collection
may also be conducted continuously or over periods or areas
beyond the spatial and temporal reaches. Optionally, the
sensor data may be associated with particular signal 1njec-
tions 1n step 110.

A set of potential signal injections received in step 100.
The potential signal injections are data representative of the
time, location and nature of signal injections that may be
implemented across the network to test models of sensor
response. The nature of a signal 1njection 1s particular to the
type of utility grid the signal injection 1s made into, along
with particular characteristics of the signal injection, such as
its magnitude, or the utility grnid variables changed by the
injection. The signal injections are controlled changes in
orid parameters, for example, electrical signal 1njections 1n
clectrical grids such as increases or decreases in current,
voltage, or power factor caused by actuating grid controls.

Signal injections to be made nto utility grids may be
implemented automatically through machine to machine
controls (M2M), or may be human-mediated 1n their imple-
mentation, occurring though automated instruction of grid
personnel to carry out particular activities such as deacti-
vating a particular industrial load on an electrical grid. These
signal 1njections are controlled variations 1n grid conditions
based on changing aspects of grid operations, such as
adjusting valves, activating power sources, or other such
changes. These signal injections may be performed on utility
orids including gas grids, water grids, and electrical grids. In
gas grids, the signals may be imjected through, for example,
changing the routing ol gas through pipes to increase or
decrease the pressure at certain points. The responses to
these signals may be the increase or decrease in the number
and/or severity ol leaks detected by a sensor network
surrounding the grid pipes, or changes 1n downstream pres-
sures connected to the areas being driven to high or low
pressure. These signal injections may be accomplished in
human-mediated cases through the manual adjustment of
various valves and switches at the direction of a schedule
distributed to maintenance personnel who perform these
adjustment; these schedules may take various forms, such as
maintenance queues, additional tasks, and may be distrib-
uted through a variety of electronic means such as email,
text message, calendar reminders on a computer, tablet,
smart phone or other portable computing device. In these
human-mediated cases, the times of these adjustments may
be audited by having the maintenance personnel check in
using a networked device to record the time the changes are
actually implemented, for use in the processing of subse-
quent data generated as a result of the grid response to these
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4

signal 1mjections. In fully machine-to-machine implemented
embodiments of signal injection on gas grids, the switches
and valves are operated by actuators coupled to the system
through a wired or wireless communications network, and
responding to signals sent by the system or acting in
accordance with istructions or schedules distributed to the
controllers for those actuators by the system. Machine-to-
machine 1mplementations allow for more closely coordi-
nated tests as there will be less variance in the time of
implementation, and the improved timing allows more
sophisticated trials to be conducted. In these implementa-
tions, monitoring of the sensor conditions and actuator states
may be constant, to create a real-time understanding of
relationships among spatially and temporally distributed
influences, enabling changes 1n relationships as well as local
sensor states to be detected and characterized, for example
through factorial 1solation of detected changes.

In electrical grids, human-mediated methods may include
manual switching of power flow, switching of capacitor
banks or load tap changers, activating or deactivating power
sources connected to the grid, activating or deactivating
heavy industrial equipment having significant eflects on
power draw (such as arc furnaces) or other major manually-
controlled power loads on the grid. In these examples, the
changes are made by the maintenance personnel at the
direction of a schedule that 1s automatically generated and
distributed to the appropriate maintenance personnel (e.g.
those with access to and responsibility for particular con-
trols); these schedules may take various forms, such as
maintenance queues, additional tasks, and may be distrib-
uted through a variety of electronic means such as email,
text message, calendar reminders on a computer, tablet,
smart phone or other portable computing device. In these
human-mediated cases, the times of these adjustments may
be audited by having the maintenance personnel check in
using a networked device to record the time the changes are
actually implemented, for use in the processing of subse-
quent data generated as a result of these signal 1njections.
These human-mediated methods may alter measurable fac-
tors such as power quality, line temperature, line sag,
reactive power levels, and other factors, which may be
captured by sensor networks observing those measurable
orid factors.

In electrical grids, machine-to-machine (M2M) methods
offer a greater measure of control, and can automatically
inject selected and coordinated signals through a variety of
means. This includes automation of the types of switching
and maintenance behaviors that may be used in human-
mediated examples such as automated switching of capaci-
tor banks or selecting positions for load tap changers, and
additionally M2M methods of signal injection may capital-
1ze on greater precision and breadth of control to include
actions such as coordinating use of devices such as appli-
ances at end locations to create coordinated demand and
loading at consumer locations, or to 1mplement complex
coordination of combinations of multiple types of grid-
influencing actions to generate more complex conditions, or
introducing changes 1nto the automatic power factor correc-
tion units. These combinatoric possibilities are very difhicult
to address through big-data approaches, since even large
volumes of data may only have limited sample sizes retlect-
ing particular combinations, and the sheer number of com-
binatoric possibilities makes big data solutions to these
problems nearly intractable. These signal injections may be
initiated through automatic control of the associated gnd
components and networked devices, including power gen-
eration, switches, voltage regulation equipment such as load
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tap changers and capacitor banks used for reactive power
management, smart meters and smart appliances receiving
power from the grid, and other grid components susceptible
to remote control by the system. These may take advantage
of millisecond-level control capabilities to manipulate
power quality varniables such as waveform shape, reactive
power levels, RMS voltage and current levels, through the
cllects of changing positions on load tap changers, opening
or closing switches for particular capacitor banks, or the
integration ol distributed generation sources, addition or
removal of new loads or the specific operation of automatic
power factor correction units

The mjected signals may be simple, directing one indi-
vidual grid action such as opening a valve 1n a water or gas
or1id, or bringing one particular renewable source online by
connecting 1t to the grid through an actuated switch, or
altering the output voltage from one substation 1n electrical
orid examples to change the grid conditions, or they may be
complex, composed of multiple grid actions coordinated
such that their individual spatial and temporal reaches
overlap to produce a multi-factor treatment at areas within
those overlapping reaches. This multi-factor treatment may
include variances of multiple different grid parameters, for
example adjusting the output from a substation while con-
necting a photovoltaic inverter to the grid just downstream,
to explore combinatoric etlects of those parameters such as
the eflects of those example actions on the voltage waveform
and level of reactive power 1n that branch of the grid.
Another example of a complex grid action may be to vary
both load tap changer positions and capacitor bank switch-
ing simultaneously to provide more fine-grained control
over reactive power 1n an electrical grid. Multi-factor treat-
ments may be used to produce multiple instances of similar
variations of a particular grid parameter, for example to use
additive eflects to increase the magnitude of a particular
variance of a grid parameter at one or more specific locations
on the grid while protecting more sensitive neighboring
parts of the grid by keeping them within narrower or
different operational ranges by exposing those parts to only
a component of the overall signal injection that 1s being
made into the grid; for example, the power levels at sensitive
nodes around a more robust node may each be given an
increase that has a predicted spatial reach that includes the
more robust node, but not other sensitive nodes, and these
multiple sensitive nodes may each provide a power increase
within their narrower operational ranges to produce a com-
bined 1ncrease 1 power at the robust node that exceeds the
individual increases at each sensitive node.

For complex signals, the temporal and spatial reaches are
predicted based on treating the complex signal’s eflects on
the system as a whole, composed set. For those complex
signals, while individual grid actions will have overlapping
spatial and temporal reaches, the defined set of grid actions
that make up the complex signal 1s instead treated as one
signal 1njection, with the overall spatial and temporal reach
of the combination of the defined set of grid actions used to
determine the areas of space and periods of time where no
other signals may be 1njected into the grid, to maintain the
orthogonality of the complex signal injection from other grid
signal 1njections.

Complex signals may be mput into the system having
already been defined as the set of grid actions to be done
together and the times and locations of those grid actions,
alter being derived by other systems or selected by gnd
personnel, or may be derived by systems selecting multiple
orid actions from the set of grid actions as directed by, for
example, a Partially Observable Markov Decision Process
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6

(POMDP) model exploring combinatorics or operating
within constraints on operational conditions that vary from
location to location across the grid.

Signal 1njections exploring grid responses may be com-
posed by searching for waveforms that have a spatial-
temporal regularity with any controlled grid activity, which
are co-occurring 1n immediate or regular delayed fashion,
through for example, Principal Component or Fourier analy-
s1s. These statistical regularities 1n wavelorms or component
wavelorms (for example, the frequency, voltage, and/or
current) link grid actions with changes 1n grid conditions to
provide the set of available options for manipulating grid
conditions based on active control of grid actions. Data on
the observed times and locations of these wavelorm com-
ponents relative to the grid actions may be used to determine
spatial and temporal reaches for particular signal injections.

For the signal injections, temporal and spatial reaches are
computed 1n step 102, based on the nature of the signal
injections and the grid. The temporal reach 1s the period over
which the sensor network will be observing events related to
the 1injected signal. The temporal reach includes the duration
of the signal 1tself, and the duration of the expected sensor
response to the signal, including ongoing propagation of the
signal, echoes, or other sensor responses associated with the
signal. This temporal reach may be computed by using the
expected time, at a high confidence interval, of the duration
over which the sensor will be responding to the signal
injection, 1 one example using a model of grid components
and mnputting the signal 1njection nto the model, or using a
historical model of the durations over which prior signal
injections were detected along the grid, and using that as the
duration for relevant data and a period from which to
exclude other trials having a common spatial reach. The
spatial reach 1s the reach over which grid sensors are likely
to show response to that signal, this may be predicted
through models that predict grid response to the signal
injection, such as a grid component model that then uses the
characteristics of the grid elements and the nature of the
signal 1njection to calculate the area over which the signal
injection will manifest, or a historical data model based on
observed spatial reaches 1n prior signal injections similar to
the one having its reach computed. The spatial reach can
then be controlled by predicting, to a high confidence
interval (for example, the 95% confidence interval), the
furthest sensor that would show a response to the injected
signal and preventing any other trial from being conducted
if 1t 1s likely to produce a response 1n the region of spatial
reach during the period of spatial uncertainty for the current
trial. For example, for a signal injection made by switching
a capacitor bank on a distribution network, the spatial reach
may be the downstream portion of the distribution network,
and an example of the temporal reach may be the time 1t
takes for tramsients introduced by the switching of the
capacitor bank to settle. These reaches are specific to the
signal being injected, and the signal may be complex, having,
multiple types and locations of input that are all accounted
for 1n setting the temporal and spatial scope, for example
altering the responses of power quality management units at
substations 1 different manners when bringing renewable
energy sources online at a particular time; 1n this example,
the spatial reach may be based on the extent of the gnd
served by those substations even beyond the reach of the
power contribution from the renewable energy source, and
the temporal uncertainty may include periods after the
termination of that renewable source’s use, due to the effects
of the power quality management units on the power wave
form even after removal of the renewable source. Reaches
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may also be computed using historical data on observed
responses to specific grid actions, such as wavelorm com-
ponents discovered through Fourier or Principal component
analysis that are spatially and temporally proximate to
previous instances ol particular grid actions.

A processor 15 used to coordinate a plurality of signal
injections on the grid, using the reach information as a
constraint on assigning signal injections to particular times
and locations 1n step 104; the areas and periods of the spatial
and temporal reaches of signal injections are not allowed to
overlap together, as such overlap could introduce confounds
into the trials measuring sensor response to the injected
signals, since there would be multiple signals that could
potentially be detected in those overlapping places and
times, interfering with one another or creating uncertainty
about what signal was being detected. Note that both the
temporal and spatial reaches must overlap for signals to
confound one another; signals may overlap 1n time 11 they do
not overlap in space, and my overlap in space 1f there 1s no
overlap 1n time. The coordination of the signal injections 1s
preferably done through graphical modeling techniques,
such as Principal Components Analysis, Bayesian networks
or Markov random fields or subspecies thereotf, configured
to maximize the parsimony and completeness of the set of
selected non-interfering signal injections to be implemented
across the grid over a period of time. Other grnid control
activities or natural variances in grid parameters which
occur randomly with respect to the selected signal injections
may continue to occur on the grid within the reaches of the
coordinated signal injections.

Coordination of the signal imjections may be done to
implement particular experimental trials 1n these non-con-
founding periods of space and time, to improve the under-
standing of grid conditions and sensor response. A Bayesian
Causal Network may be used to look for dependencies 1n the
data to 1dentily potentially valuable trials that may discover
orid control and sensor response knowledge. Systematic
multivariate experimentation 1s done to analyze the direc-
tionality and variables mnvolved in the underlying causal
paths for those wavelform components, by going back to the
normative operational constraints and using constrained
randomization, and experimental designs (such as Latin
Square) to systematically explore which grid control ele-
ments and combinations thereol are the underlying cause of
the wavelorms. These experimental designs may be 1terated
to refine the analysis, for example eliminating 34 of the
controls on a basic first pass, through elimination of those
controls that are random with respect to the wavelform
components of interest, and then using factorial combina-
tions of the remaining controls 1n a second trial to properly
identify the control or combination of controls causally
linked to those wavetorm components of interest.

In another example, a Partially Observable Markov Deci-
sion Process (POMDP) could be used to sequentially make
signal insertion decisions to continuously reduce uncertainty
about the conditional dependence structure among grid
components. The POMDP may further be structured to
maximize the expected reward whereby the reward function
1s a combination of uncertainty reduction and other opera-
tional objectives. Other operational objectives include, for
example, on electrical grids, load balancing, power quality
optimization, renewable integration, and fault prediction
indices; on water grids, flow optimization, loss prevention,
management ol infrastructure robustness; on gas grids,
reserve management, leak prevention and minimization,
and/or management of infrastructure robustness. This man-
agement of signal insertion ensures that signal injections
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will be coordinated such that they do not overlap m their
temporal and spatial uncertainties. Overlapping on one of
the dimensions, space or time, 1s an acceptable part of the
coordination of the network to maximize learning per time
period by conducting multiple trials simultaneously, and
conducting trials back-to-back, but the signal injections
must be separated on at least one of either the temporal or
spatial level to ensure that data can be properly associated
with a given signal 1njection and provide clean data regard-
ing the grid response to that signal 1njection, unconfounded
by other signal imjections. In some embodiments, the coor-
dination of the signals may allow overlap of the spatial and
temporal reaches 11 the signal injections that overlap 1n both
dimensions affect different grid parameters that do not
interact with one another, which may be determined from,
for example, metadata for each signal injection i1dentifying
the aflected grid parameters for that signal injection and a
table of interacting grid parameters which may be based on
theoretical or observational data on the behavior of the gnid
parameters.

In some embodiments, the signal injections may also be
constrained by the operational ranges of the grid, in addition
to the spatial and temporal reaches of other signal injections.
In these embodiments, normative operational constraint data
1s recerved and the predicted or actual grid conditions at the
time of the signal injection are combined with the predicted
cllects of the signal injection, and the results of that com-
bination may be compared to the permissible states of the
orid to determine whether or not a signal ijection can be
assigned to a particular time and location. Alternatively, the
signal 1njections available for mput may be restricted to
include only control states or combinations of control states
that are used within the grid’s normal operational envelope,
excluding the possibility to select signal injections that
would place controls 1nto states outside of their normal
ranges.

FIG. 5 details one non-limiting example embodiment of a
method for coordinating the signal injections. In this
example of an 1terative approach to coordinating signals, a
signal 1njection 1s selected 500, current grid conditions are
recetved 502, and 1t 1s determined whether or not the
selected signal injection will be within grid constraints based
on the grid conditions 504. If the selected signal injection 1s
within grid constraints for the grid conditions, contempora-
neous signal injection data 1s received 506 and used to
determine whether the selected signal imjection overlaps
with any current signals 508, and 11 1t does not overlap, the
signal scheduled for isertion 510 and contemporaneous
signal mjection data 1s updated 512. The process continues
to 1terate as long as there remain signal 1njections that may
be placed 514. It the signal injection 1s determined incon-
sistent with grid constraints in step 504 or 1s determined to
overlap with existing signal injections 1n spatial and tem-
poral reach in step 508, the signal 1njection 1s rejected as a
possibility and a new signal injection 1s selected if one
remains to be placed.

A signal injection 1s selected m step 500. The signal
injection may be selected from a table of potential signal
injections, ranking the signal injections by potential value or
the required number of samples testing that signal 1njection
for a particular experimental design. The selection may be
made by proceeding through these ranked injections in
order, starting with the highest-priority signal injection.

Grid conditions are received 1n step 302. Grid conditions
are current measurements where signals are being selected
for immediate 1njection, or predictions based on current
models and/or historical data for the time the signal 1njec-
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tions are being selected and coordinated for. Grid conditions
include operational parameters that must be kept within
certain ranges for normal operations, such as levels of
reactive power in electrical grids, which are needed to be
maintained above certain thresholds for distribution.

The compliance of the selected signal 1njection with grid
constraints 1s determined in step 504, based on the gnd
conditions. Each signal injection has eflects associated with
it, for example a signal 1njection involving the switching of
load tap changers at a substation will increase or decrease
the available reactive power near that substation. These
cllects are added to the grid conditions received in step 502
and compared to operational constraints. The operational
constraints define the permissible states of various grnid
parameters, for example the threshold level of reactive
power required to avoid a crash in power transmission, or
other aspects of normal operating conditions for a grid, such
as pressures or flow rates at certain points on water or gas
distribution networks. In this example, the sum of the
selected signal 1njection eflect and the grid conditions 1s
compared to the constraints. If the sum 1s within the con-
straints, the signal 1njection 1s passed on to the next stage,
and 11 not, the signal injection 1s rejected and the system
moves on to the next possible signal 1njection, or 11 no signal
injection possibilities remain to be placed, the process ends,
in accordance with step 514. Contemporaneous signal 1njec-
tion data 1s received in step 306. The contemporaneous
signal 1njection data 1s the ongoing and/or planned signal
injections and their spatial and temporal reaches. The con-
temporaneous signal injection data may be limited to ongo-
ing and/or planned signal imjections which have a temporal
reach including the time of the selected signal 1njection or
which are scheduled to occur during the temporal reach of
the selected signal injection.

The spatial and temporal reaches of the selected signal
injection are compared with the contemporaneous signal
injection data 1n step 508. If the selected signal injection
does not overlap with the contemporaneous signal 1njection
data 1n both spatial and temporal reach, then the signal i1s
approved for insertion and moves on to step 3510. If the
selected signal injection would overlap in both space and
time with an ongoing and/or planned signal injection, the
selected signal 1njection 1s rejected, and a new signal 1njec-
tion 1s selected to restart the process or the process ends in
accordance with step 514.

Signals approved for insertion are scheduled for insertion
in step 510. In this step, signals for immediate insertion are
implemented immediately, by either messaging human
implementers or activating the appropriate actuators and
other controls needed to effectuate the selected signal injec-
tion, for example activating the actuators on capacitor bank
switches at a substation on an electrical grid. For examples
where the signals are being scheduled ahead of time, step
510 involves scheduling the actions to take place at their
designated time, either by adding the signal 1njection activi-
ties to the maintenance queues or other directions provided
to human 1mplementers, or scheduling the automated activi-
ties in M2M embodiments of this example.

The contemporaneous signal injection data 1s updated in
step 512. This 1s done 1n this example by adding the signal
scheduled for 1nsertion 1n step 310 and 1ts respective spatial
and temporal reaches to the list of signal injections which are
received 1n step 506 of subsequent iterations and against
which the spatial and temporal reaches of selected signal
injections are compared to in step 3508.

The process continues to iterate as long as there remain
signal 1njections that may be placed, which 1s determined 1n
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step 514. This 1s determined 1n this example by checking the
table of potential signal injections for signal ijections that
have not yet been selected and tested. If such signal 1njec-
tions exist, the selection step 300 1s returned to; once no
more signal injections remain to attempt to be placed for a
particular time, the process ends.

Returning to FIG. 1, the coordinated signal injections are
then implemented 1n the utility grid 1n step 106. The signals
are then injected into the sensor network according to the
coordinated set of signal injections and upholding their
temporal and spatial uncertainty constraints, by taking the
directed grid actions at the proper times and locations. The
signal injections may be implemented by human actors, such
as grid maintenance personnel, by directing them to perform
the grid actions such as hitting switches 1n electrical grids,
or opening and closing valves on water and gas distribution
orids, through distributing appropriate instructions to those
orid personnel through means such as email systems, auto-
mated messaging, queuing systems, or other means of
instructing the human actors on what actions to take to
influence the grid and when and where to implement them.
The signal injections may also be partially or wholly imple-
mented through machine-to-machine actions, such as having
processors direct the actions of actuators controlling
switches and valves, or controllers automatically directing
the activation of renewable sources or otherwise implement-
ing the directed grid actions, based on signals and/or data
distributed to those processors and actuators, switches,
sources and other grid components detailing the grid actions
to take and the time and location for those grid actions to be
taken.

Sensor outputs are collected for at least the areas of the
sensor network within the temporal and spatial uncertainty
of the 1njected signals in step 108. Where data 1s collected
continuously or for periods that include times and spaces
outside the reaches of signal 1njections on the network, the
data from those times and locations may be parsed out from
the sensor network data being collected continuously. For
signal 1njections that have been coordinated to prevent
overlapping spatial and temporal reaches, the response and
the mjected signal may be associated based on the temporal
and spatial reaches, as the reaches are used to prevent
overlapping signal 1njections from confounding each other,
by ensuring a definite time and location over which the
cllects of just one particular signal injection may be
observed and allowing multiple signal 1njections to be made
concurrently, and for signal injections to be made consecu-
tively into the grid to increase sample sizes and knowledge
without confounding the signal injections. This associated
data may be used to refine models of sensor response used
to characterize or classily sensor outputs based on the sensor
outputs and the signal injections that influenced those sensor
outputs. Alternate uses for the data include updating and
refining models of grid response to particular grid actions, or
improving active control protocols to maintain certain
operational parameters or pursue operational goals using
knowledge of the impact of the signal injection on gnd
conditions through machine learning.

FIG. 2 1s a diagram of a utility grid where multiple
concurrent signal injections are coordinated according to
their spatial and temporal reaches, depicting the locations
and reaches of coordinated signal injections to be made
concurrently into the grid at a point in time, to perturb the
orid for observation and measurement without the signal
injections confounding the measurements of one another’s
ellects, 1 accordance with examples of the invention. The
map 200 1llustrates an area with many lines and other grid
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elements, and electrical substations where automated action
can be taken, located at 202, 206, and 210, with an example
of the automated actions at those substations being switch-
ing on or ofl particular capacitors and adjusting the position
of load tap changers to alter the phase of current and voltage
with respect to one another and control the level of reactive

power at that substation. Spatial reach 204 1s computed for
the selected load tap changer and capacitor switch positions
selected for a signal injection that 1s made at substation 202,
determined by historical data and/or models of the effects of
that selection and when and where 1ts eflects may be
observed within a 95% confidence interval. Spatial reaches
208 and 212 are likewise computed for the selected actions
at taken at substation 206 and substation 210 respectively.
While the actions at all three substations are made concur-
rently and thus overlap temporally, the reaches do not
overlap spatially, and thus grid responses to the signal
injections within each of the spatial reaches 204, 208, and
212 may be associated with the signal injections and 202,
206, and 210 respectively to determine the response of
sensors within the reach of each of those signal 1jection to
those particular signal injections without the multiple con-
current signal injections confounding one another. If, for
example, during the coordination stage, the signal 1njection
at substation 202 with spatial reach 204 was already
selected, and a potential signal 1njection at 206 had a larger,
overlapping spatial reach 214, the signal injection having
spatial reach 214 would be rejected 1n the coordination
process and would not be able to be selected concurrently
with the signal injection at 202 having spatial reach 206
because 1t would overlap, and thus that signal injection
would be rejected and another selected that had a reach
which did not overlap existing signal 1njection selections in
space as well as time.

This coordination allows multiple signal injections to
automatically be implemented on the grid without compro-
mising the effectiveness of those signal injections 1n refining,
models of sensor understanding and grid response to the
signal 1njections, enabling sensing and control systems to
automatically produce multiple samples simultaneously and
accelerating the process of developing sensor understanding
and event classification criteria on utility grids.

FIG. 3 1s a diagram of an embodiment of the invention as
a coordinated utility grid system. Memories may be known
computer storage means such as flash memory, hard disk
drives using magnetic media, or other methods for data
storage that can store the data and be accessed frequently
and regularly. Processors may be configured to make the
calculations through software instructions. Connections
among the components may be hard-wired, use of common
processors for multiple steps, or networked through wired or
wireless means such as the various 802.11 protocols, ZigBee
or Bluetooth standards, Ethernet, or other known means for
transmitting data among the separate sensors, processors,
memories and modules. The sensors, memories, processors,
and modules may be distributed across locations, including
at the sensors themselves, or co-located 1n intermediate or
central locations.

Signal mjection memory 300 stores the characteristics of
signal 1njections that may be made into the utility grid. Thas
memory 1s configured to store the characteristics of potential
signal 1njections, including the time, location, magnitude
and parameters being aflected by the signal injection. This
memory may also store implementation data for the signal
injection, such as the set of mstructions to be presented to
orid personnel for human-mediated embodiments, or the
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actuators and commands to be distributed to them 1n
machine-to-machine embodiments of the mmvention.

Grid Model Memory 302 stores grid information used to
compute the spatial and temporal reaches of signal injec-
tions. The grid information may, for example, be stored as
databases of grid characteristics, models of grid response,
models of components and their interconnections, or a set of
controllable grid actions with associated observed changes
in grid conditions such as components of overall power
wavelorms associated with grid actions 1n electrical grids,
discovered through Fourier or Principal Component Analy-
s1s. Examples of the components and interconnections used
to predict reach on utility grids include pipe lengths, pipe
widths, and junction locations in water grids, pipe lengths,
pipe widths, and junction locations in gas grids, or sources,
substations, connecting lines, the sources and sinks of cur-
rent, for electrical grids. Models of grid responses may be
based on the physical properties of the utility and the gnd
components, and/or models based on the historical spatial
and temporal response characteristics of the utility grid to
past grid actions.

Reach processor 304 computes the spatial and temporal
reaches for signal 1injections using grid properties or
response models from the grid model memory 302 and
signal injection characteristics by using those grid charac-
teristics or models and the characteristics of the signal
injection to predict the periods of time and regions of space
where the gnd response to the signal injection may be
detected by sensors. For example, the reach processor may
use the signal injection characteristics to identify the gnd
actions that will be used to implement the signal 1njection,
and reference the historical data on those grid actions to
determine the previous observations regarding the spatial
and temporal reaches of those particular types grid actions,
then use those previous observations to predict the spatial
and temporal reach for the signal 1injection.

Coordination Processor 306 1s a processor configured to
apply graphical modeling techniques, such as Bayesian
networks or Markov random fields or subspecies thereot, to
the set of signal injections and their computed regions to
determine a set of signal imjections to implement while
maintaining the orthogonality of those signal injections
through placing them in space and time such that the spatial
and temporal reaches of the signal injections do not overlap.

Signal implementation means 308 may be either tools for
distributing and ensuring compliance with instructions gov-
erning the signal injections and their coordination across the
utility grid 1 human mediated embodiments, or may be
processors, controllers, and actuators used to automatically
implement the signal injections in machine-to-machine
embodiments of the invention. Examples include, for
machine-to-machine examples, actuators controlling valves
in water and gas grids or control circuits and actuators
situated at electrical substations such as controls for the
positioning of load tap changers or switches for capacitor
banks used to manage reactive power, or switches control-
ling connections between distributed power sources such as
solar or wind generators and the remainder of the grnid. For
human-mediated embodiments, examples include automatic
generation and distribution of emails or text messages,
computing devices carried by maintenance personnel and
the servers they sync to for receiving queuing instructions
and reporting completion of tasks and status of the gnid
and/or completion of assigned maintenance tasks.

Sensor network 310 may optionally be a part of systems
embodying the invention. The sensor network may be a
plurality of communicatively linked individual network sen-
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sors 312, 314 and 316 which are distributed across the utility
orid to measure the grid parameters such as flow rates,
current, voltage, line temperature, line sag, and whose
output may reflect the changes 1n grid conditions resulting
from signal injections. These network sensors may be, for
cxample, methane detectors, sensored cable terminations,
water flow meters, electrical “smart meters”, or other such
orid sensors. These sensors monitor changes 1n grid condi-
tions stemming from the implemented signal injections, and
that data may be parsed according to the spatial and temporal
reaches of the signal injections based on the time and
location at which the sensor captures the data.

FIG. 4 1s a data flow diagram showing the transfer of
information among elements of an example of the invention
as a coordinated utility grid system, and the transformation
of that information at each element to automatically coor-
dinate and implement signal injections into a utility grid.

Signal mjection characteristics 400 1s data describing the
signal imjections that may be implemented on the grid,
including information such as the location, including the
magnitude, time, location, and nature of the signal 1njec-
tions. The nature of the signal imjections may include the
particular actions taken to manipulate the grid parameters or
the particular grid parameters to be manipulated to 1mple-
ment the signal injection. The signal injection characteristics
400 are stored in signal injection memory 402, and are
transtferred to the reach processor 404 and optionally to the
coordination processor 406. At the reach processor, the
signal 1njection characteristics and the grid characteristics
408 from the grid model memory 410 are used to compute
the spatial and temporal reaches 412 for a given signal
injection in a particular location.

Spatial and Temporal Reaches 412 define the period of
time and area of space that will be affected by a particular
signal injection. These are mnitially defined at the reach
processor 404 which predicts the period of time and area of
space, and 1s then sent to the coordination processor 406,
which arranges spatial and temporal reaches into non-
overlapping coordinated sets of signal injections 414.

Coordimated Signal Injections 414 are definitions of the
time and place at which to implement particular signal
injections 1to the grid, and the details of implementing
those signal injections. The details of implementing the
signal injections may be instructions to be distributed to
maintenance resources that will be taking the required
actions for human implemented embodiments, or may be
machine mstructions for controlling the actuators and other
clements that will be implementing the signal injections 1n
machine-to-machine embodiments of the invention. The
times and locations for the signal 1njections are determined
by the coordination processor 406 while the instructions are
based on the signal injection characteristics 400, and are sent
to the signal implementation means 416, for either direct
machine-to-machine implementation of the selected signal
injections at the directed times and places, or for the
scheduling or queuing of maintenance resources and distri-
bution to those resources that will be implementing the
signal 1njections 1 embodiments where the signals are
injected by human actors.

A simple example of an overall architecture involving an
example embodiment of the invention is presented 1n FIG.
6. The control decision layer 600 makes decisions about the
states for some or all gird controls. Grid control decisions
are made according to methods ensuring that the manipu-
lation of controls creates samples that do not influence one
another, and optionally selecting the control decisions to
provide high learning value or to improve particular grid
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parameters such as ensuring certain voltage levels 1in elec-
trical grids, or flow rates in gas or water grids. The control
decisions from the control decision layer 600 are carried out
by the controls 602, 604, and 606. Examples of particular
controls include capacitor bank switches, load tap changers,
switches and storage devices on electrical grids, or valves
and sources on water and gas grids. The controls may carry
out the control decisions by, for example, actuating switches,
moving load tap changer positions, and narrowing or wid-
ening valves. The actions of the controls change grid param-
eters, and those changes propagate through the grid 608. For
example, opening a valve on a gas grid may cause pressures
to increase downstream over time, within a certain distance
from the valve, or 1n an electrical grid, power quality and
reactive power levels may change based on the switching on
or ofl of a capacitor bank. Sensors 614, 616, and 618 placed
along the grid measure grid parameters, and detect the
propagation of the signal injection through the grid 608. The
signal 1njections are limited in the extent to which they
propagate through the grid 608, defined as the spatial reach
of that signal 1njection such as the spatial reach 610 outlining
the region aflected by the signal injected by control 602 and
including the connection of sensor 614 to the grid 608, and
spatial reach 612 outliming the region affected by the signal
injected by control 606 and including the connection of
sensor 618 to grid 608. Data processing layer 620 associates
the data from sensors 614, 616, and 618 with signal injec-
tions whose spatial and temporal reaches include the sensor
data, for example associating data from sensor 614 with data
from a signal injection implemented by control 602 based on
spatial reach 610, and associating data from sensor 618 with
a signal injection implemented by control 606 based on
spatial reach 612. The associated sensor data from the data
processing layer 620 1s then analyzed by the data analysis
layer 622 to determine understandings about grid behavior
and sensor response. This understanding of grid behavior
generated by the data analysis layer 622 may, for example,
take the form of sensor response models which are used to
interpret the outputs from grid sensors 614, 616, and 618
during ordinary operations, for example to set thresholds or
alerts for brownout conditions when voltage drops 1 an
clectrical line, or setting an alert for methane levels crossing
normal operational thresholds. The data analysis layer 622
may interface with the control decision layer 600 to itera-
tively coordinate and implement signal injections into the
orid and provide information that improves the selection of
signal 1njections to implement, for example by predicting
the eflects of a signal injection on the grid or computing the
extent to which learning may be refined by a particular
signal 1njection.

The mmvention claimed 1s:
1. A method for delivering coordinated signal injections
into a utility grid, comprising:

receiving spatial and temporal reaches for a plurality of
signal injections, wherein the temporal reach includes
a duration of one of the signal injections and an
expected duration of a response to the one signal
injection;

selecting times and locations for the plurality of signal
injections to be implemented 1nto a utility grid such that
the spatial and temporal reaches of the signal injections
do not overlap; and

implementing the signal injections into the utility grid at
the selected times and locations,

wherein the signal injections are implemented by chang-
ing the state of grid controls,
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wherein the grid controls are at least one of capacitor
banks, load tap changers, and inverters.
2. The method of claim 1, further comprising collecting,

data from sensors along the utility grid.

3. The method of claim 2, further comprising associating,
the collected data from sensors with signal mjections, based
on the time and location of the sensor data and the spatial
and temporal reaches of the signal injection.

4. The method of claim 1, wherein implementing the
signal 1njections 1s dispatching grid personnel to perform a
task.

5. The method of claim 1, wherein a graphical modeling
technique 1s used for selecting the times and locations the
plurality of signal injections are to be implemented.

6. The method of claim 5, wherein the graphical modeling
technique 1s a Bayesian Causal Network.

7. The method of claim 1, wherein a Partially Observable
Markov Decision Process 1s used for selecting the times and
locations the plurality of signal injections are to be imple-
mented.

8. The method of claim 1, wherein the spatial reach 1s
computed based on a database of utility grid response to
prior signal 1njections.

9. The method of claim 1, wherein the temporal reach 1s
computed based on a database of utility grid response to
prior signal 1njections.

10. The method of claim 1, wherein at least some of the
plurality of the signal injections are made 1nto the utility grid
simultaneously.

11. A system for making coordinated signal injections into
a utility grid, comprising:

a memory configured to store spatial reaches for a plu-

rality of signal injections;
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a memory configured to store temporal reaches for the
plurality of signal injections, wherein each of the
temporal reaches includes a duration of one of the
signal injections and an expected duration of a response
to the one signal 1njection;

a processor configured to select a set of times and loca-
tions for signal imjections within which the temporal
reaches and spatial reaches are not both overlapping;
and

a plurality of controls on a utility grid which implement
the signal 1njections at the selected times and locations,

wherein the signal injections are implemented by chang-
ing the state of grid controls,

wherein the grid controls are at least one of capacitor

banks, load tap changers, and inverters.

12. The system of claim 11, further comprising a plurality
of sensors along the utility grid.

13. The system of claim 12, further comprising a proces-
sor configured to associate data from the plurality of sensors
with signal injections.

14. The system of claim 11, wherein the processor 1s
configured to select the times and locations for signal
injection using a graphical modeling technique.

15. The system of claim 11, further comprising a proces-
sor configured to compute a spatial reach for a signal
injection based on a database of grid response to prior signal
injections.

16. The system of claim 11, further comprising a proces-
sor configured to compute a temporal reach for a signal
injection based on a database of grid response to prior signal
injections.
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